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About the Cover
Ultra-low-field Magnetic Resonance Imaging (ULF-MRI) technology developed with funding from LDRD is now being 
used in MagViz –  a revolutionary scanning machine that distinguishes potential-threat liquids from harmless shampoos 
and sodas screened at airport baggage checkpoints.  Screeners using the MagViz system will be able to differentiate and 
identify many materials that may be packaged together or separately.  The physics that underlies how MRIs differentiate 
between the tissue types in the brain (i.e. white and gray matter) is the same as that used by MagViz to tell the 
difference between safe liquids and threat substances. This effort has successfully completed a proof of concept of an 
extremely sensitive screening technology that scans magnetic changes of individual materials at the molecular level.  

 The goal for the airport screening technology is reliable, high-throughput detection of liquids, in a form that is non-
contact, non-invasive, requires no radiation, produces no residue, and uses the existing airport security portal. The 
long-range goal for MagViz is to develop the capability to screen carry-on bags without requiring the “3-1-1” bag system.  
While such a goal is several years in the future, a more near-term goal for MagViz is to screen materials in the presence 
of or through virtually any packaging, including leather, cardboard, wood, clothing, and even metallic containers. 

The Los Alamos MagViz Team garnered a 2009 R&D 100 Award for this work. The ULF-MRI technology is being applied to 
MagViz though a large grant from the U.S. Department of Homeland Security.

Disclaimer
The Los Alamos National Laboratory strongly supports academic freedom and a researcher’s right to publish; therefore, 
the Laboratory as an institution does not endorse the viewpoint of a publication or guarantee its technical correctness. 
With respect to documents available from this server, neither the United States Government nor the Los Alamos 
National Security, LLC., nor any of their employees, makes any warranty, express or implied, including the warranties 
of merchantability and fitness for a particular purpose, or assumes any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use 
would not infringe privately owned rights. Reference herein to any specific commercial products, process, or service 
by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or the Los Alamos National Security, LLC. The views 
and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or 
the Los Alamos National Security, LLC., and shall not be used for advertising or product endorsement purposes. Unless 
otherwise indicated, this information has been authored by an employee or employees of the Los Alamos National 
Security, LLC. (LANS), operator of the Los Alamos National Laboratory under Contract No. DE-AC52-06NA25396 with 
the U.S. Department of Energy. The U.S. Government has rights to use, reproduce, and distribute this information. The 
public may copy and use this information without charge, provided that this Notice and any statement of authorship are 
reproduced on all copies. Neither the Government nor LANS makes any warranty, express or implied, or assumes any 
liability or responsibility for the use of this information.
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Structure of this Report
In accordance with U.S. Department of Energy Order (DOE) 413.2B, the Laboratory Directed Research and Development 
(LDRD) annual report for fiscal year 2009 (FY09) provides summaries of each LDRD-funded project for the fiscal year, as 
well as full final reports on completed projects.  The report is organized as follows: 

Overview:  An introduction to the LDRD Program at Los Alamos National Laboratory (LANL), the program’s structure 
and strategic value, the LDRD portfolio management process, and highlights of outstanding accomplishments by LDRD 
researchers.  

Project Summaries:  The project summaries are organized first by science and technology categories: Physics, Chemistry 
and Material Sciences, Environmental and Biological Sciences, Information Science and Technology, and Technology.  
Within each category, summaries are organized by LDRD component: Directed Research (DR) projects first, Exploratory 
Research (ER) second, and Postdoctoral Research and Development (PRD) projects last.  Full final reports are included at 
the end of each section.     

Projects are listed in numerical order according to their project identification number, which consists of three parts.  The 
first is the fiscal year in which the project began; the second is a unique numerical identifier; and the third identifies the 
project component.
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Spectroscopy for Trace Detection

 Roger C. Wiens; Geoffrey D. Reeves

968 Designing Intelligence into the Next Generation 
Wind Turbine

 Francois M. Hemez

972 Chiral Metamaterials for Terahertz Frequencies
 John F. O’Hara
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                                 Los Alamos National Laboratory:  Science that Matters

by William Priedhorsky, LDRD Program Manager

A large fraction of taxpayer resources is dedicated to national security in its many 
forms. This is appropriate; as John Foster Dulles articulated (1957), “of all the tasks of 

government the most basic is to protect its citizens against violence.” Only a secure nation 
can travel its sometimes-painful path towards a society based on liberty and justice.

A modest but critical component of the national security mission is research and 
development. Indeed, science and technology are arguably the nation’s best option for 
advantage against our adversaries. As the National Science Board points out, “The scientific 
and technological advances that have led to our Nation’s remarkable ability to create new 
industries and jobs, improve the standard of living for people, and provide sophisticated 
technology that ensures our national security can be traced back to the outcomes of basic 
research.”

Los Alamos is proud of its history as the senior national laboratory in the U.S. Department of 
Energy (DOE) complex. At Los Alamos, we develop and apply science and technology to:

Ensure the safety and reliability of U.S. nuclear deterrent,•	
Reduce the threat of weapons of mass destruction, proliferation, and terrorism, and•	
Solve national problems in defense, energy, environment, and infrastructure.•	

 
These missions inspire us to anticipate, innovate, and deliver to meet a broad range of 
national security challenges – ones with no previous solution, where new discoveries can 
lead to dramatic breakthroughs in both national security and drive the frontiers of science, 
technology, and engineering. 

Our missions require both breadth and depth in science and technology. The complexity of 
our programs demands a span of excellence that crosses nearly every discipline in science. 
However, each of the DOE national security science laboratories has distinct areas of 
emphasis. Los Alamos, at the top level, emphasizes three areas of “Science that Matters” 
– science thrusts that are critical to solving current or future national security concerns:

Information science and technology enabling predictive science, •	
Experimental science focused on materials for the future, and •	
The science of signatures of nuclear, biological, and chemical threats. •	

These interdependent thrusts support program focus areas that are as diverse as 
performance prediction within the weapons program, sustainable nuclear energy, and 
cybersecurity, space situational awareness, and persistent surveillance within Global 
Security. Our thrusts guide investments of resources, including institutional support, 
program development, strategic recruitment, and particularly laboratory-directed research 
and development.

With the support of Laboratory Directed Research and Development (LDRD) program, Los 
Alamos contributes towards its vision: to be the National Security Science Laboratory of 
choice, ready to take on whatever complex issue that the nation asks of us.
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     Laboratory Directed Research and Development

               “...the Los Alamos LDRD program creates a free market 
for ideas that draws upon the bottom-up creativity of the 
Laboratory’s best and brightest researchers.” 

The LDRD program is the most prestigious source of 
research and development funding at the Laboratory.  

The LDRD program follows a strategic guidance derived 
from the missions of DOE, the National Nuclear Security 
Administration, and the Laboratory.  To execute that 
strategy, the Los Alamos LDRD program creates a free 
market for ideas that draws upon the bottom-up creativity 
of the Laboratory’s best and brightest researchers.  The 
combination of strategic guidance and free-market com-
petition provides a continual stream of capabilities that 
position the Laboratory to accomplish its missions.  

The LDRD program provides the Laboratory Director with 
the opportunity to strategically invest in forward-thinking, 
potentially high-payoff research that strengthens the Labo-
ratory’s capabilities for national problems.  Funded with 
approximately 6.5% of the Laboratory’s overall budget, the 
LDRD program makes it possible for the best and brightest 
researchers to pursue cutting-edge research and develop-
ment.  This in turn enables the Laboratory, to anticipate, 
innovate, and deliver world-class science, technology, and 
engineering.   

Program Structure
The LDRD program is organized into three program 
components with distinct institutional objectives: Directed 
Research (DR), flagship investments in mission solutions; 
Exploratory Research (ER), smaller projects that invest 
in people and skills; and Postdoctoral Research and 
Development (PRD), recruiting bright, qualified, early-

career scientists and engineers. In FY09, the LDRD program 
funded 267 projects with a total budget of $127.5 million.  
These projects were selected through a rigorous and 
highly competitive peer-review process and are reviewed 
formally and informally throughout the fiscal year. 

Directed Research
The DR component makes long-range investments in 
multidisciplinary scientific projects in key competency or 
technology-development areas vital to LDRD’s long-term 
ability to execute Laboratory missions. In FY09, LDRD 
funded 53 DR projects, which represents approximately 
58% of the program’s research funds.  Directed Research 
projects are typically funded up to a maximum of $1.7M 
per year for three years. 

The DR component is guided by the LDRD Strategic 
Investment Plan, which is in turn guided by eight Grand 
Challenges that define the advances in science and 
technology that are needed to address the Los Alamos 
mission. These challenges were originally set out in the 
Los Alamos National Security contract and refined in 
a Laboratory-wide workshops. In the 30 months since 
the Grand Challenges were first established, the world 
changed both in science and technology opportunities and 
missions.  

To revitalize the Grand Challenges, the LDRD Program 
Director, Associate Directors and Principal Associate 
Director for Science, Technology and Engineering 
collaborated to develop a broad outline of the revised 
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Grand Challenges for FY10. Figure 1 shows how the 
new Grand Challenges align with the Laboratory’s three 
“Science that Matters” thrusts. 

Exploratory Research 
The ER component is focused on developing and 
maintaining technical staff competencies in key strategic 
disciplines that form the foundation of the Laboratory’s 
readiness for future national missions.  Largely focused on 
a single discipline, ER projects explore highly innovative 
ideas that underpin Laboratory programs. In FY09, LDRD 
funded 136 ER projects, which represents approximately 
35% of the program’s research funds. Exploratory Research 
projects are typically funded up to a maximum of $375K 
per year for three years. 
 
Unlike DR proposals, division endorsements are not 
required for ER proposals; instead, this component of the 
LDRD program is operated as an open and competitive 
path for every staff member to pursue funding for his/
her great idea.  The ER component is a critical channel 
for purely bottom-up creativity at the Laboratory.  
Nonetheless, it is strongly driven by mission research and 
development needs via the definition of the ten research 
categories, and the assignment of investment between 
them. FY09 saw the start of a top-to-bottom reframing of 
the ER categories that will guide investment in FY11 and 
beyond. 

Figure 1:  The science and technology Grand Challenges that guide 
the LDRD program’s investment in Directed Research are aligned 
with the Laboratory’s three “Science that Matters” thrusts.  

Directed Research Grand Challenges Mission Impact

Beyond the Standard Model
Sensitive instrumentation and tools to manipulate massive 
data volumes, in support of national security missions

Materials: Discovery Science to Strategic Applications
Energy sources, efficiency and storage; sensing for threat 
reduction; materials underpinnings of stockpile security

Complex Biological Systems Energy, national security, health and the environment

Information Science and Technology Overarching capability supporting all Laboratory missions

Earth and Energy Systems Energy and climate security

Nuclear Performance Stockpile safety, surety and reliability

Sensing and Measurement Science for Global Security
Nuclear weapons of mass destruction, space situational 
awareness, global environmental treaty monitoring and 
emerging threats

Intelligent, Adaptive Engineered Systems Systems-level solutions for all missions
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Exploratory Research Technical Categories Laboratory Capability

Nuclear Physics, Particle Physics, Astrophysics  
and Cosmology

Nuclear physics, astrophysics and cosmology

Materials Science Materials

Earth and Environmental Sciences and Space Physics Earth and space sciences

Chemistry and Chemical Sciences Chemical sciences

Engineering and Engineering Sciences
Weapons science and engineering, advanced 
manufacturing, sensors, remote sensing and sensor 
systems

Computational, Information and Knowledge Sciences
Information and knowledge sciences, computer and 
computational sciences

High-Energy Density, Plasma and Fluid Physics High-energy density plasmas and fluids

Biological Science, Biosecurity and Cognitive Sciences Biosciences

Atomic, Optical and Quantum Physics Chemical sciences

Energy Sciences, Technology and Engineering Energy sciences, technology and engineering

FY09 LDRD Funding to DOE Missions
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Postdoctoral Research and Development
The PRD component of the program ensures the vitality 
of the Laboratory by recruiting early-career researchers. 
Through this investment, the LDRD program funds 
postdoctoral fellows to work for two years under the 
mentorship of PIs on highly innovative projects. The 
primary criterion for selection of LDRD-supported postdocs 
is the raw scientific and technical talent and performance 
of the candidate, with the exact specialty of the candidate 
a secondary factor.  In FY09, LDRD funded 78 PRD projects, 
which represents 7% of the program’s research funds.  
Postdoctoral Research and Development researchers are 
supported full-time for two years.  

As the principal pipeline for new technical staff, the health 
of the postdoctoral program is of vital interest to the 
Laboratory. There is strong evidence that the postdoctoral 
program is excelling:

Acceptance rate for Laboratory offers of postdoc •	
appointments remains high, at 89%. 

Retention rate of postdocs who are converted to •	
technical staff is high. Over the last ten years, these 
ex-post docs have shown an annual retention rate 
of 96.1%. The loss rate of 3.9% is extraordinary 
considering the mobility of their generation, and 
the challenges (fire, shutdown, security challenges, 
management transition) that the Laboratory has 
faced in that decade.

Most Los Alamos postdocs successfully move to •	
their next career step, whether inside or outside 
the Lab, at the end of their appointments. Only 
4% leave their position without arranging another 
position, and many of these find an appointment 
within a few weeks.

Even more LDRD-funded postdocs are hired through DR 
and ER projects than directly through PRD appointments. 
Counting both avenues, the LDRD program supports about 
one-third of the Laboratory’s 335 postdocs. Among the 
DOE labs, the LANL postdoc population is exceeded only 
by Lawrence Berkeley National Laboratory, which has a 
special relationship with the neighboring University of Cali-
fornia campus.  The Los Alamos population is 83% greater 
than the next DOE National Lab (Argonne), and more than 
twice as large as the next NNSA Laboratory (Sandia).

In addition to approximately 50 “Director’s Postdocs,” the 
LDRD program supports up to six distinguished postdoctor-
al fellows at a higher salary and for a three-year term.  Dis-
tinguished postdoctoral fellow candidates typically show 
evidence of solving a major problem or providing a new 
approach or insight to a major problem; in other words, 
they show evidence of having a major impact in their re-
search field.  To recognize their role as future science and 
technology leaders, these appointments are named after 
some of the greatest leaders of the Laboratory’s past.  The 
distinguished postdoc positions were founded in the mid-
1970’s. Since that date, alumni of this program have gone 
on to become:

Laboratory Fellows (11)• 
Member of the National Academy• 
Astronaut• 
Los Alamos Center Director• 
Department Chair (2)• 
University dean• 
University provost• 

Chris Graves, a current Seaborg Postdoc Fellow in the Condensed Matter and 
Thermal Physics Group in the Materials Physics and Applications Division is the 
2009 winner of the Los Alamos Postdoctoral Publication Prize in Experimental 
Sciences. 

Graves, nominated by his mentor, Jackie Kiplinger, was recognized for his ma-
jor contribution to the manuscript “Organometallic Uranium (V)-Imido Halide 
Complexes: From Synthesis to Electronic Structure and Bonding,” published in 
the Journal of the American Chemical Society. 

This work has already made a significant impact. As of the date of submission of the nomination in March of 2009, 
the paper had already been cited a number of times, many that were from research groups outside the United 
States. The international impact of the contribution was further highlighted by Dr. Marinella Mazzanti (Director, 
Inorganic-f-Element Chemistry Group, CEA-Grenoble), who stated that Chris’ contribution represented “a milestone 
in the history of organometallic actinide chemistry.” Dr. David Clark (Director, G.T. Seaborg Institute, LANL), sums up 
the significance of the work in his supporting letter, citing the work as “truly ground-breaking.”
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Program Reserve
Most LDRD investments are selected in a rigorous, multi-
step peer-review process during the nine months preced-
ing the new fiscal year. However, in a fast-changing world, 
there are needs that cannot wait until the next cycle of 
competition. The LDRD Program Office holds a reserve 
each year for these needs. This reserve is small on a pro-
gram basis, but allowed the opportunity to make modest 
investments that address new opportunities. In FY09, the 
reserve budget was $3M. 

The top priority for the reserve is feasibility studies: short 
projects aimed at a key proof-of-principle, which open the 
door to either external or more substantial LDRD funding 
in the out years. Reserve is held foremost to exploit oppor-
tunity, rather than fix problems, and the expectation is that 
reserve projects will be the first step in a chain that leads 
to bigger things. 

Reserve decisions are guided by strategic priorities articu-
lated by Division Leaders, Associate Directors, and more 
senior management. They are also informed by the just-
concluded competitive cycle, in which selection panels 
sometimes identify ideas that are exciting but just not 
mature enough for a full-scale investment. 

Past reserve projects have had a significant impact. In 
FY08, we initiated a set of projects that made possible the 
initial scientific exploitation of Roadrunner, still the world’s 
faster computer. In FY09, reserve opened the door for a 
new set of initiatives in energy security and allowed an ac-
celerated start for the new Intelligent Adaptive Engineered 
Systems Grand Challenge.  These feasibility studies have 
been successful in moving immature ideas to the competi-
tive level.

Roadrunner: The World’s Fastest Computer
On May 26, 2008, the Roadrunner supercomputer 
achieved more than a thousand trillion operations per 
second, or one sustained petaFLOPS, becoming number 
one on the TOP500 list of supercomputers. Built by IBM 
with funding from the NNSA for Los Alamos National 
Laboratory, Roadrunner is a “hybrid supercomputer,” 
integrating a new Cell-based processor designed and built 
by IBM with a traditional microprocessor supplied by 
Advanced Micro Devices. Coupled with programs designed 
to utilize its unprecedented performance, Roadrunner 
will foster scientific discovery in many fields, ranging from 
physical sciences to biology and medicine, and it will 
provide a petaFLOPS-scale scientific computing capability 
for the nation’s weapons program.

LDRD projects have played a major role in the initial 
exploitation of Roadrunner. For example, a 2008 Reserve 

project titled “Saturation of Backward Stimulated 
Scattering of Laser in The Collisional Regime,” supported 
the migration of the VPIC particle-in-cell simulation code, 
a best-in-class plasma kinetic modeling code, to the Cell 
chip used by Roadrunner. (VPIC is a state-of-the-art, fully 
relativistic, explicit, charge-conserving, electromagnetic, 
particle-in-cell kinetic plasma modeling code developed 
at LANL.) Extensive testing and analysis was done on 
Roadrunner during the stabilization/open science phase 
and this work led to advances in the stability and usability 
of the platform for applications beyond the laser-plasma 
interaction (LIP) project.

In a 2009 ER project titled “Breakthroughs in Magnetic 
Reconnection Enabled by Petaflop Scale Computing,” Yin 
is studying 3D VPIC simulations of magnetic reconnection 
performed on Roadrunner.  From two-dimensional 

Project Selections
The Los Alamos LDRD program operates as a free market 
for ideas driven by Laboratory strategy:  Senior Laboratory 
leadership set science and technology priorities, then open 
an LDRD competition for ideas across the breadth of the 
Laboratory. Proposals are rigorously reviewed by panels 
drawn from Laboratory’s intellectual leaders. Conflict of 
interest is carefully regulated. Evaluation criteria include in-
novation and creativity, potential scientific impact, viability 
of the research approach, qualifications of the team and 
leadership, and potential impact on strategically important 
issues for the Laboratory. The selection processes are mod-
eled on best practices established by the National Science 
Foundation (NSF) and National Institutes of Health (NIH).

To guarantee fairness and transparency, and to ensure that 
the strongest proposals are funded, the selection panels 
include line managers and technical staff drawn from the 
full range of technical divisions.  

3D VPIC simulations of stimulated Raman scattering in a laser 
speckle.
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Annual Project Appraisals
In FY09, the LDRD Program Office conducted an appraisal 
of every ongoing project it intended to fund in the next 
fiscal year.  The primary objective is to assess progress and 
provide peer input to help PIs maintain the highest quality 
of work.  The appraisals also help the LDRD Program Office 
monitor and manage the program portfolio.  In addition to 
formal project appraisals, which are conducted annually, 
the LDRD Program Director and Deputy Program Director 
meets informally with PIs in their labs at least once a year 
to discuss their projects.  The purpose of these one-on-one 
meetings is to give PIs individualized assistance and to de-
termine what the LDRD Program Office can do to positively 
impact the success of the project.  Each DR project is also 
assigned a Program Development Mentor to assist the 
transition of LDRD successes to mission.  

Continuing DR projects are appraised every year of the life 
of the project, beginning with a short review the first year, 
followed by an intense appraisal midway though year two 
and ending with a follow-up review with program develop-
ment mentors in the third year.  The second-year review is 
open to all Laboratory staff and leaders. Four project ap-
praisers – two internal and two external – are nominated 
by the PI and approved by the LDRD Program Director. 

Written appraisals, held in the LDRD archives, address:  (1) 
Brief summary of accomplishments; (2) Assessment of qual-
ity of science and technology, relevance to Laboratory and 
national missions and the degree to which the project may 
establish or sustain a position of scientific leadership for the 
Laboratory; and (3) Recommendations by the committee for 
changes in the scope or approach of the project.  The crite-
ria for the most important point – number (2) above – are 
derived from criteria developed by the National Academy of 
Science to assess all federally sponsored research.

Continuing ER projects are appraised in their first and 
second years.  The LDRD Deputy Program Director collabo-
rates with the technical divisions to conduct project ap-
praisals.  PIs are now required to submit self-assessment to 
the LDRD Program Office addressing the following points: 
introduction to the problem and goals of the project; back-
ground and significance of the work in terms of impact of 
the work; methods developed during the course of the 
project; results and accomplishments; and future work for 
the upcoming year and/or efforts to develop new funding.

Once the PI appraisal inputs are complete, the LDRD Pro-
gram Office forwards the presentations to the respective 
division leadership for a formal appraisal.  The projects 
are appraised according to the Federal criteria of quality, 
performance, leadership, and relevance.

FY09 DR Project Appraisal Highlights

Carrier Multiplication in Nanoscale 
Semiconductors for High-Efficiency, 
Generation-III Photovoltaics

PI:  Victor Klimov, Chemistry 
Division

Objective:  Study the basic science of the formation of mul-
tiple nanosized semiconductor particles and to determine 
the feasibility of exploitation of this effect in photovoltaic 
(PV) devices.  

“It is the unanimous opinion of the members of the review 
committee that this is a high-quality research team whose 
research productivity and impact has been outstanding and 
promises to continue at this level for the remainder of the 
LDRD/DR project.  Because of their sustained level of high-
quality research, the researchers involved in this project are 
currently recognized among the world as leaders in semicon-
ductor nanocrystal research.” 

Review Committee: 
Daniel Gamelin, University of Washington
Anvar Zakhidov, University of Texas, Dallas
Tom Picraux, Los Alamos National Laboratory
Darryl Smith, Los Alamos National Laboratory 

Ultrafast Nanoscale XUV 
Photoelectron Spectroscopy

PI:  George Rodriguez, Center for 
Integrated Nanotechnologies

Objective:  Establish a transformational capability combining 
angle-resolved photoemission spectoscopy (ARPES) with high 
time and spatial resolution to explore the electronic structure, 
emergent properties and dynamics of complex materials such 
as f-electron systems, unconventional superconductors or 
nanostructures. 

“Given the short time of the project, great technical prog-
ress has been achieved in this LDRD with the construction of 
a unique ultrafast photoemission setup and first measured 
experiment traces.  If full energy and momentum resolution is 
demonstrated soon, this setup will constitute the most techni-
cally advanced setup for ultrafast ARPES worldwide.  The team 
should be commended for their ambitions approach...which 
places them at the leading edge in a quickly evolving field of 
research.”  

Review Committee: 
Robert Kaindl, Lawrence Berkeley National Laboratory
Tom Miller, University of Illinois Urbana-Champaign
Jonathan Workman, Los Alamos National Laboratory
Richard Martin, Los Alamos National Laboratory
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Mission Relevance
The LDRD Program Office treats mission relevance as 
one of the most important criteria in the evaluation of 
a potential LDRD project.  Mission impact is considered 
carefully in project selection.   Later, the mission impact 
of funded projects is tracked annually through the data 
sheet process.  Because of the basic science and engineer-
ing nature of most LDRD projects, the work often proves 
to be relevant to numerous missions and agencies. In the 
chart below, the sum of the total LDRD investment in DOE 
missions is significantly greater than the annual LDRD bud-
get because LDRD investment in a single project may be 
counted as relevant to more than one mission area. 

Our turbulence studies provide compelling examples of 
research that has broad-reaching relevance across many 
mission areas and sponsor interests. Turbulence is a major 
component of missions that range from renewable energy 
to nuclear weapons. For example, turbulence is a criti-
cal component of understanding how wind interacts with 
turbine blades, both individually and in groups, supporting 
towers, and the surrounding topography. Turbulence is 
also important for understanding how ocean currents mix 
and interact with landmasses, crucial aspects of studying 
climate and climate change. Understanding turbulence and 
how to computationally model turbulence is central for 
understanding vortexes that form around airframes, how 

oil trapping salt domes form, and how plasmas behave in 
fusion reactors, nuclear weapons, and supernovae.

Turbulence by Design
Malcolm Andrews leads a 
DR project to determine 
the extent to which certain 
starting conditions can be 
used to predict and design 
turbulent transport/material 
mixing. The broad impact 
of this research includes 
the ability to design ICF 
targets for net energy gain, 
determination of early-time 
astrophysical processes 
and a better understanding 
of climate and ocean flow 
dynamics.

The figure at left shows the 
results of a computational 
model that was run on the 
LANL Roadrunner supercom-
puter, in which flow instabili-

ties lead to the formation of complex eddies. Such models 
provide predictive capabilities for missions from climate 
modeling to high-energy plasmas. 

High Altitude Water Cherenkov Observatory

PI:  Brenda Dingus, Physics Division

Objective:  Los Alamos researchers have developed a new technology to view large portions of 
the overhead sky for emission from very-high-energy gamma rays.  The next step in this devel-

opment is to build the High Altitude Water Cherenkov (HAWC) observatory, which is based on the design of the Milagro 
observatory located at Los Alamos National Laboratory.  The project aims to develop the scientific case for the HAWC 
observatory through analysis of the Milagro data as well as data from NASA’s GLAST gamma-ray observatory. The work 
impacts the sensng and measurement missions of the Laboratory. 

“This last year, as a result of this LDRD, Brenda Dingus produced three highly recognized peer reviewed publications 
and was an invited speaker at five conferences around the world. The work included analysis of Milagro data, leading 
to the detection of TeV gamma rays where the Fermi Observatory sees GeV Pulsars. The source of TeV gamma-rays is 
different from GeV: Fermi sees pulsars, Milagro sees Pulsar Wind Nebulae; HAWC will measure the (TeV) morphology 
and spectra. As US co-spokesperson and project manager for HAWC, Brenda Dingus has helped form a strong interna-
tional collaboration for HAWC.

This LDRD maintains LANL’s leadership by applying new knowledge from Milagro TeV and Fermi GeV observatories to 
justify next generation observatories , e.g. HAWC, and optimizing the analysis of Milagro, the predecessor to HAWC, to 
demonstrate the capabilities of HAWC.”

This project appraisal was conducted by David Schmidt, Deputy Group Leader of the Applied Modern Physics Group. 

FY09 ER Project Appraisal Highlight
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Mission Impact
LDRD delivers capabilities and explores mission solutions 
for all Los Alamos missions: Nuclear Security, Global 
Security, Energy Security, and Scientific Discovery. In some 
cases these lead to clearly identified follow-on projects.  In 
part, this can be attributed to the program development 
mentors who help transition these projects from LDRD to 
external funding.

Putting a quantitative metric on mission impact is difficult. 
The obvious metric –follow-on funding – omits qualitative 
benefits such as new ideas and approaches that feed into 
ongoing work. Counting dollars is also imperfect because, 
although LDRD is part of what enables new mission 
solutions, the Laboratory brings other assets to bear, 
including facilities, ideas, and personnel from a range of 
programs. 

Nonetheless, if we look at admittedly rough numbers, we 
find that the LDRD projects that concluded in FY09 played 
an important part on the path to $100M of externally 
funded R&D. Even this is not the end of the story, because 
follow-on projects often do not begin immediately upon 
the conclusion of the LDRD. A study carried out in FY08 
showed that follow-on projects over a five-year period 
totaled approximately twice the original LDRD investment.
The path from the LDRD program to mission impact is 
clearly demonstrated by follow-on projects from sponsors 
that range, inside DOE, from the nuclear weapons program 
to nonproliferation programs, applied energy programs, 
and the Office of Science, and more broadly, across a range 
of sponsors that include DoD (DARPA, ONR, and DTRA), 
DHS and DNDO, NIH and CDC, classified agencies, and a 
range of industrial partners. The capabilities sustained by 
these external sponsors feed back once again to enable the 
Laboratory’s execution of NNSA missions.

It is impossible to list every successful LDRD transition to 
external funding, so we highlight just a few:

The project “Ultra-Low Field 
Resonant Absorption Magnetic 
Resonance Imaging of Neural 
Activity” investigated new 
techniques for imaging the 
brain and its activity. The same 
techniques can be used to 
discriminate benign liquids from 
liquid explosives, which could 
make all of our lives simpler at 
the airport. The Department of 
Homeland Security has invested 
$9M so far to further develop this 
R&D 100 –winning technology.

Microcalorimeter spectrome-
try: Investment in supercon-
ducting microcalorimeters 
led to a new generation of 
gamma-ray spectrometers 
with unprecedented re-
solving power. A spectrum 
from our LDRD-supported 
instrument (black in the 

graphic above) clearly resolves the signature peak of highly 
enriched uranium from the common background material 
Ra-226. The previous gold standard for gamma-ray detec-
tion, high-purity germanium (red), cannot distinguish the 
nuclear threat from the common background. Our technol-
ogy has been adopted for further development by DHS/
Domestic Nuclear Detection Office and NNSA/NA-22.

Investment in “Rapid Iterative 
Detection Using Smart Pathogen 
Signatures” allowed us drive forward 
a palette of technologies required 
for smart, autonomous biothreat 
detection, including biochemical 
assays, microfluidics for chemical 

processing, and miniaturized optical sensors to read out 
the biochemistry. Success in these areas led to more than 
$10M of follow-on from DHS, DTRA, and bioenergy funding 
sources.

An ER project focused on fluid turbulence in violently 
accelerated environments, with a view towards supernova 
explosions. The figure shows the turbulent environment, 
in which a heavy fluid mixes with a light one. An 
accompanying reserve project helped move the codes onto 
the Roadrunner supercomputer. Because of the benefit of 
these tools to stockpile stewardship, follow-on work has 
been supported by Campaign 4.

Nanoparticle carrier 
multiplication for 
solar energy: We 
invested ER and DR 
in the fundamental 
physics of carrier 

multiplication – that is, moving towards more efficient 
solar cells by exploiting the propensity of certain tiny 
particles to produce more than one electron when struck 
by a solar photon. Besides great scientific success, these 
projects led to a DOE Energy Frontier Research Center at 
Los Alamos for Advanced Solar Photophysics, and industrial 
support for this technology from Sharp Corporation. This 
was one of two EFRCs at Los Alamos, both of which were 
made possible by LDRD support.
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LDRD Program Impacts
The LDRD program is a key resource for addressing the 
long-term science and technology goals of the Laboratory, 
as well as for enhancing the scientific capabilities of 
Laboratory staff.  Through careful investment of LDRD 
funds, the Laboratory attracts programmatic resources, 
recruits and retains excellent scientists and engineers, and 
prepares to meet evolving national needs.  The impacts 
of the LDRD program are particularly evident in the 
number of publications, patents, and disclosures resulting 
from LDRD-funded research; the number of postdoctoral 
candidates supported by the program; and the number of 
awards received by LDRD researchers.  

Publications
LDRD produces a large volume of high-quality scientific 
contributions relative to its portion of the Laboratory’s 
budget. The numerous publications made possible with 
funding from LDRD program help the Laboratory maintain 
a strong presence and scientific reputation in the broader 
scientific community.  In calendar year 2009, LDRD 
researchers generated 427 peer-reviewed publications, 
accounting for 24% of the Laboratory’s total.   

Patents and Disclosures
A strong indication of the cutting-edge nature of the 
research funded by LDRD is the contribution the program 
makes to the intellectual property of the Laboratory.  LDRD 
projects consistently generate at least one quarter of 
the patents awarded to the Laboratory.  In FY09, LDRD-
supported research resulted in 14 patents, accounting for 
23% of the Laboratory’s patents, and 41 disclosures, which 
accounted for 38% of all Laboratory’s disclosures.   

Postdoctoral Support
In an increasingly competitive job market, the Laboratory 
must foster an environment that attracts the best talent so 
that it may be applied to solving national security prob-
lems.  LDRD remains an important vehicle for recruiting 
the brightest researchers to the Laboratory, where they 
become innovators and scientific leaders.  In FY09, LDRD 
supported 305 postdocs (in-full or in-part), accounting for 
64% of the Laboratory’s postdocs.  In FY09, the Laboratory 
converted 37 postdocs converted to full-time technical 
staff members; LDRD funded 43% of those conversions.

Collaborations
External collaborations are often critical to a successful 
LDRD project.  Formal collaborations between LDRD PIs 
and researchers at other national laboratories, academia, 
and industry enable to access world-leading facilities and 
knowledge.  Such collaborations also enable LDRD PIs to be 
active and prominent members of the broad scientific and 
technical communities. Some of the best LDRD research 

teams are involve external collaborations that complement 
Los Alamos’ capabilities and expertise. In addition, LDRD 
collaborations create strong relationships that are valuable 
for the Laboratory’s pipeline for recruiting scientific and 
engineering personnel.

FY09 Postdoctoral Support

LANL postdocs LDRD-supported 
postdocs

% due to LDRD

477 305 64%

LANL postdoc 
conversions

LDRD-supported 
conversions

% due to LDRD

37 16 43%

FY09 Patents and Disclosures

LANL patents LDRD-supported 
patents

% due to LDRD

57 14 23%

LANL 
disclosures

LDRD-supported 
disclosures

% due to LDRD

107 41 38%

Calendar Year 2009 Publications

LANL  
refereed 

publications

LDRD-supported 
refereed 

publications
% due to LDRD

1780 427 24%

LDRD researchers establish external collaborations with national 
laboratories, academia and industry across the U.S. and beyond. 
Darker dots indicate a higher concentration of collaborations.  
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Program Highlights
America is currently facing energy, security and 
environmental challenges that, in their scope and 
complexity, are perhaps unparalleled in the nation’s 
history.  In that context, the national laboratories are being 
called on to provide the scientific breakthroughs that will 
be needed to develop long-term solutions.  At Los Alamos, 
those breakthroughs are often recognized as the result 
of early LDRD investment.  With support from the LDRD 
program, Los Alamos researchers are pursuing high-risk, 
big-payoff ideas that win the attention of the broader 
scientific community; this is most strongly evidenced by 
the many awards, journal covers and media attention 
garnered by LDRD researchers annually.  

R&D 100 Awards - Work Rooted in LDRD

Gentle MRI may help void airline liquids restrictions
Sometimes, solutions 
occur as the result 
of intersecting 
technologies. MagViz, 
a 2009 R&D 100 
Award winner from 
Los Alamos, scans 
liquid items such 
as those travelers 
wish to carry on 
aircraft and assesses 

them for threat materials. It operates in much the same 
way as a conventional x-ray conveyor belt in the airport 
security line. Unlike conventional MRI, however, low-
power magnetic fields are used to measure the relaxation 
times of protons exposed to the field. It can gain useful 
information because the detectors have been re-designed 
from the ground up using technology developed by experts 
in superconducting technology. These detectors, called 
superconducting quantum interference devices, or SQUIDS, 
can glean chemical information from comparatively low-
power signals.  While the technology may soon free airline 
travelers from carry-on restrictions, it also frees useful 
MRI from bulky magnets, and potentially opening up new 
materials science and imaging applications.

Process pulls CO2 from fossil fuel plants
Fossil fuels supply 
85% of the energy 
used in the U.S. and 
roughly 90% of the 
greenhouse gases. 
Facing pressure 
to reduce carbon 
dioxide emissions, 
power utilities and 
energy companies 

seek systems for CO2 control. The SIMTECHE CO2 Capture 
Process from Los Alamos, and SIMTECHE, Redding, Calif., 
provides low-cost CO2 separation and compression capable 
of removing 65% to 90% or more of the CO2 emitted by 
fossil fuel power plants and other operations.

Based on a reversible reaction of CO2 and cold water, the 
process captures CO2, regenerates it at elevated pressures, 
and delivers it at pipeline pressures for commercial use 
or sequestration. The process pulls CO2 out of a flowing 
mixture of gases and traps individual CO2 molecules within 
tiny molecular cages made of water. The resulting ice-like 
compound is a crystalline solid called CO2 hydrate. Once 
separated from the gas stream, the CO2 hydrate crystals 
can be decomposed to regenerate CO2 gas at elevated 
pressures for sequestration or sale on the emerging CO2 
market.

Artificial retina: Restoring sight to the blind
Researchers at five 
national laboratories, 
four universities, and 
an industrial partner 
have developed the 
Artificial Retina, a retinal 
prosthesis that can be 
used to treat age-related 
macular degeneration 
and inherited retinal 
disorders such as 

retinitis pigmentosa. The device uses application-specific 
integrated circuits to transform digital images from a 
camera into electrical signals in the eye that the brain 
uses to create a visual image. The system features a 
video camera and transmitter mounted in sunglasses, 
a visual processing unit, and a battery pack to power 
the device that is worn on the belt. The retinal implant 
receives a signal via wireless transmission, encodes it into 
specific patterns of stimulation pulses that are conducted 
through a cable to the electrode array that stimulates 
the retina. The brain perceives the patterns of light spots 
corresponding to the stimulated electrodes. In clinical 
trials, patients with vision loss were able to identify 
objects, increase mobility and detect movement.

The role of the Los Alamos team has been to develop 
and apply techniques for functional imaging of retinal 
activation using fast intrinsic optical signals and 
microelectrode arrays, to characterize information 
encoding and processing by the retina, and to validate 
the efficacy of electrical stimulation. The Los Alamos 
team also develops advanced concepts for device design, 
manufacturing, and stimulation protocols for prosthetic 
systems.

Los Alamos MagViz Team

SIMTECHE CO2 Capture Process

Los Alamos LDRD PIs took part in 
collaborative research to develop  
a retinal prosthesis. 
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Computer chips in 3-D

Historically, semiconductors 
have been fabricated 
using photolithographic 
and related technologies, 
which are predominantly 
oriented to two dimensions. 
Lasonix, a new technology 
from Los Alamos, can be 
used to grow and fabricate 
semiconductor, metallic, and 
insulating structures in three 
dimensions while controlling 

their composition, doping levels, and crystal structure. 
The concept is based on a Laser-Weave in which inorganic 
fibers and textile are synthesized by focusing lasers onto 
a target in a chamber in the presence of certain gases. 
An adjustable nozzle sends in gases, or precursors—such 
as silicon, gallium arsenide, and silicon carbide—into the 
chamber either one at a time or in combination. The gases 
decompose at the laser-heated spots to produce solid 
fiber deposits. When the focused laser spots are drawn 
backward, the fibers follow, and long fibers are grown. 
Through the addition of trace quantities of other materials, 
the fibers can be doped to produce diodes, transistors, 
and conductive wires. By changing the gas composition, 
different materials can be grown on top of each other, 
forming heterojunctions between semiconductor layers.

The technology, which also reduces the potential for heat 
by creating conductive features within 3-D fibers of silicon 
or other semiconductors, should help enable the creation 
of high-density electronic packages and other complex 3-D 
structures.

Early Career Awards

Office of Science Early Career Research Program 
Five Los Alamos scientists were awarded five-year research 
grants under the American Reinvestment and Recovery 
Act through the U.S. Department of Energy’s prestigious 
Office of Science Early Career Research Program.  Two of 
the award recipients are LDRD researchers.  The award-
winning LDRD projects are: 

Nathan G. McDowell -  
An Integrated Theory on the 
Mechanisms of Vegetation 
Survival and Mortality During 
Drought

McDowell’s goal is to develop 
and test a unified theory of 
vegetation mortality and survival 

during drought. He came to Los Alamos as a Director’s 
Postdoctoral Fellow in 2003 and became a staff scientist 
in 2004. McDowell serves on advisory committees for the 
National Science Foundation, DOE, and the Laboratory. He 
is an associate editor for two international journals and has 
testified before Congress regarding DOE’s climate change 
research.

Evgenya Smirnova - Advancing Our 
Understanding of Photonic Band 
Gap Structures for Accelerators

Smirnova’s objective is to advance 
Photonic Band Gap (PBG) 
accelerator technology for use in 
the next generation of particle 
accelerators for high-energy 

physics. Superconducting PBG accelerator technology 
could also deliver extremely intense, short-wavelength 
laser radiation needed for free-electron lasers. Smirnova 
came to Los Alamos  from the Massachusetts Institute of 
Technology as a visiting student in 2003. In 2005 she joined 
the High-Power Electrodynamics Group as a Director’s 
Postdoctoral Fellow and later became a Laboratory staff 
member in 2007. Smirnova received the American Physical 
Society’s Outstanding Doctoral Thesis in Beam Physics 
Award and is a recipient of several Laboratory awards.

2009 Presidential Early Career Award
Los Alamos physicist Ivan 
Vitev received a prestigious 
Presidential Early Career 
Award for Scientists and 
Engineers (PECASE). The 
honor is the highest bestowed 
by the U.S. government to 
outstanding scientists early 
in their careers. Vitev joined 
the Laboratory in 2004 as 
a J. Robert Oppenheimer 

Postdoctoral Fellow, the most distinguished postdoctoral 
appointment at the laboratory. Vitev is widely recognized 
for his expertise in quantum chromodynamics, the theory 
of strong interactions, and in energy loss of high-energy 
particles in hot, dense matter. His scientific work has been 
used to determine properties of the quark-gluon plasma, 
a new state of matter discovered in 2000 that is similar to 
what many scientists believe conditions of the universe 
were like immediately after the Big Bang. Vitev’s research 
was funded by LDRD and DOE’s Office of Science. As a 
PECASE recipient, he will receive up to five years’ funding 
from the Office of Science to advance his research.    

LASONIX promises to revolu-
tionize electronics fabrication.
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Journal Cover Highlights 
 

Malcolm Boshier and colleagues 
developed  a new experimen-
tal technique for manipulating 
atomic Bose-Einstein conden-
sates (BECs). A BEC is a gas of 
around 1 million atoms cooled 
to a temperature of less than 1 
microKelvin above absolute zero, 
at which point it can behave as a 
single quantum object.  BECs are 

a promising technology for making new types of sensors, 
measuring instruments, and quantum computers. They are 
also important for studying fundamental physical phe-
nomena such as quantum phase transitions, which is one 
objective of the research.

Boshier is considering two possible applications of 
this technique. The first is painting waveguide circuits 
for matter waves that could be used to fabricate 
interferometric sensors. The second is creating controllable 
disordered potentials for quantum emulation, exploiting 
the existing ability to control the shape, depth, and 
position of the wells in a potential landscape, load a BEC 
into its ground state, and then change the potential with 
time in any way chosen. The research is featured in a 
research highlight in the May 14 issue of Nature. The Los 
Alamos LDRD program funded Boshier’s work.

Paul Langan and colleagues 
are studying Lignocellulosic 
biomass - an inedible fibrous 
material derived from plant 
cell walls. Its main cellulose 
component is an abundant 
potential source of natural 
sugars that could be used 
for producing biofuels, such 
as ethanol and butanol. 
However, energy-efficient and 

cost-effective processes for breaking up the plant cell 
wall and releasing these sugars are needed. To address 
this problem, Langan is focusing on understanding the 
interactions between atoms that hold cellulose together.  
His work published in the November 2008 edition of 
Biomacromolecules was supported by the Los Alamos 
LDRD program. 

Book Highlights

Paul Johnson has an invited entry in 
the annual, McGraw Hill Yearbook of 
Science and Technology, 10th edition. 
The Yearbook is an encyclopedia of 
current research topics worldwide 
that are deemed significant. The 
entry describes application of time 
reversal to imaging and acoustic/
seismic source complexity in solids and 

in Earth. The idea is to focus sound from sound sources 
located on a sample surface, in a 3-dimensional solid using 
time reversal, point by point, and look for wave scatterers 
(e.g., a crack). Scattered wave data are collected on the 
sample surface, time reversed and run backwards through 
a numerical model with the same mechanical properties 
as the sample. The Los Alamos LDRD program supported 
Johnson’s research. 

Johnson also co-authored 
a book titled Nonlinear 
Mesoscopic Elasticity.  The 
book describes nonlinear 
behavior primarily in 
Earth materials—rock and 
unconsolidated materials 
such as sand. The book also 
includes some industrial 
materials that show how 
universal the nonlinear 
behaviors of granular 
media are. Johnson and 

coauthor Robert Guyer (University of Massachusetts - 
Amherst) discuss topical, practical uses for an improved 
understanding of the complex behavior of rocks and other 
materials. The book, which is a culmination of many years 
of research in this field by Johnson and Guyer, presents 
new tools and models in a systematic and thorough way. 
The DOE Office of Basic Energy Sciences and LDRD program 
also supported Johnson’s work.

LDRD Day 2009 - A Look Into the Future of 
Los Alamos

The Los Alamos LDRD Program Office hosted its first-ever 
LDRD Day in September 2009 in Santa Fe, NM.  With 41 
poster presentations and more than 200 attendees, the 
event was a huge success.  

Members of the public--students, venture capitalists, 
business owners, and curious citizens--purused the posters 
and then voted on the ones they enjoyed the most.  With 
subject matter ranging from technologies to improve 
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solar panels to 
the use of lasers 
for accelerating 
hydrogen atoms to 
speeds high enough 
to zap brain tumors, 
viewers had a lot 
of material from 
which to choose.  In 

the end, Malcolm Andrews of Computer, Computational 
and Statistical Sciences and colleagues won the Best 
Poster Award for his poster describing how a clearer 
understanding of turbulence can help explain climate 
change or lead to the creation of better engines.  

In reference to the 
LDRD PIs who presented 
posters, a reporter 
from the Santa Fe New 
Mexican wrote, “They 
were some of the 
Los Alamos National 
Laboratory scientists at 
the cutting edge of new 
discoveries that could 
change our world.”  
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Hot Spot Physics and Chemistry in Energetic Materials Initiation

Dana M. Dattelbaum
20080015DR

Introduction
The overwhelming consensus in the high explosive com-
munity is that the generation of hot spots (localized re-
gions of high temperature and pressure from which igni-
tion occurs) is essential to the initiation and detonation 
properties of most condensed phase high explosives, 
whether conventional (e.g. plastic bonded explosive 
(PBX) 9501), insensitive (e.g. PBX 9502) or non-ideal (e.g. 
ammonium nitrate fuel oil - ANFO). The potential origins 
of hot spots are numerous, and include dynamic pore 
collapse, plastic shear band formation, or reflections 
from other in-situ interfaces. Despite many decades of 
research into the physics of high explosives, at present 
we only have a very basic understanding of the broad 
mechanisms underlying shock-induced hot spot genera-
tion and ignition, hot spot interaction and reaction wave 
spread leading to HE initiation and detonation. Conse-
quently, all current high explosive models treat hot-spot 
physics empirically; these models have poor predictive 
capabilities, requiring substantial model calibration to 
experimental results to account for material or geometry 
variability. A new generation of predictive reactive flow 
models for all types of HE can only come from a funda-
mental understanding of mesoscale hot-spot physics.
The methodology used in this project is to obtain an un-
derstanding of hot spot phenomena through the study 
of prototypical energetic materials – nitromethane, 
PETN, AN, RDX etc. - seeded with defect sources that are 
well controlled and tractable, towards understanding 
their influence on initiation (mechanisms, thresholds, 
etc.), Figure 1.

Figure 1. Schematic illustration of two interacting hot spots in 
a shocked energetic material; We are starting with defect free 
homogeneous explosives (RDX in a), and introducing controlled 
heterogeneities by laser.

Benefit to National Security Missions
The goal of the work is to advance our understanding 
of hot spots to a level that will translate into the abil-
ity to design explosives with improved reproducibility, 
performance, and surety, as well as provide a credibly 
predictive set of tools for simulating explosives behavior.  
The research described supports National and Labora-
tory missions in stockpile stewardship, DOE-DoD part-
nerships, and emerging thrusts in threat reduction and 
homeland security. 

Progress
Fabrication of Hot Spots:  Fabrication and 
characterization of controlled heterogeneities in 
explosive samples are essential to interpreting hot spot 
effects on initiation. Hot spots have been introduced 
into homogeneous (defect-free) energetic materials in 
two ways: a) controlled placement of voids in explosive 
crystals, and b) random placement of well-defined 



31

particles into gelled liquid explosives.  Controlled Hot 
Spots: A femtosecond laser micromachining apparatus has 
been developed and used to successfully machine void 
features internally (100 micron depth, Figure 1) on the 
nanometer and micron length scale into single crystals of 
the explosives HMX, PETN, and RDX - a major advancement 
considering the inherent fragility of the molecular crystals.
[1]  The relevant parameters of laser power, pulse length, 
and repetition rate have been determined, and the team is 
currently perfecting the capability to produce line features 
exceeding 1 mm, Figure 2, complementing micro-scale 
mechanical machining techniques developed in parallel. 
Random Hot Spots: Randomly-seeded hot spots offer 
insights into hot spot conditions more readily observed in 
real explosive formations.  Gelled nitromethane samples 
with glass (silica) beads have been prepared using guar 
gum in the range 1.5-2.0 wt%.  1.75 wt% Guar was selected 
for gelling nitromethane explosive samples containing 6 
wt% solid silica beads of discrete diameters ~ 1-4, 40, and 
100 microns.  Optical and scanning electron microscopy 
methods, as well as x-ray radiography, have been used to 
characterize bead diameters and agglomeration in gelled 
solutions.

Atomistic to Molecular (Å to nm)  
Molecular Modeling 

Simulations have been performed on a shocked RDX crys-
tal with the shock propagating along the [100] direction 
(up = 1 km/s; P= 9.7 GPa). Nanoscale shear bands nucleate 
homogeneously due to the crystal anisotropy, and give 
rise to high local temperatures behind the shock front [2].  
Temperatures associated with the nucleated shear bands 
at 5 nm and 140 nm behind the front have been statistical-
ly extracted, with temperatures reaching 700-800K along 
shear bands. Additional simulations on RDX at this length 
scale have examined dynamic pore collapse. In the pore 
collapse simulations, a nominally-50 nm pore is introduced 
into the RDX crystal.  Stress localization is observable at the 
pore boundary as the pore collapses and jets.   Even on the 
molecular scale, the salient features of hot spot formation 
from pore collapse are consistent with meso- and large-
scale experimental observables.  

Molecular to Multi-molecular (10’s to 100’s of nm)
Molecular Dynamics and Atomistic Shock-Induced Hot-spot 
Modeling 

Non-reactive Molecular Dynamics (on RDX) and reactive 
atomistic (using AB model kinetics 2AB → A2+B2) simu-
lations on prototypical energetic materials have been 
performed to examine the effects of single and multiple 
shock induced void collapse on shock hydrodynamics, 
temperature generation and reaction. In the MD simula-
tions (collapsing void in RDX, above), high temperatures 
are generated by void jetting. Intense plastic deformation 
in the vicinity of the void also gives rise to non-trivial local 
heating. In the reactive atomistic modeling, similar phe-
nomena were observed, although less plastic heating was 
observed because of the low melting point of the model 
material. The larger length scale accessible to the model 
reactive materials allowed us to study how two voids seed-
ed into a sea of AB molecules could interact. For the case 
where two voids are in close proximity (~3 diameters), the 
curvature in the shock front resulting from the first void 
collapse could result in accelerated burning at the second 
void, depending on the geometric arrangement.  At larger 
separations (~10 diameters), such features dissipated.

Laser-Driven Shock Wave Experiments and μm-scale Tem-
perature Diagnostics  

Laser-driven shock wave experiments have been con-
ducted at our laser shock facility on liquid and gelled NM, 
without and with hot spots. Laser shock generation and 
dynamic ellipsometry (UDE) on (neat) liquid nitromethane 
samples have been conducted to provide a baseline com-
parison to gas-gun data (unreacted Hugoniot, and reac-
tion on-set). UDE of shocked neat NM reveals that shocks 
below 7.9 GPa result in unreacted Hugoniot loci in good 
agreement with gas gun data.  Above 7.9 GPa, changes 
in the UDE spectra may be indicative of reaction onset. 
Femtosecond stimulated Raman Scattering (FSRS), femto-
second coherent anti-Stokes and Stokes Raman scattering 
(CARS/CSRS) and related methods have been tested for 
sensitivity in single shot Stokes/anti-Stokes configurations. 
The attainment of temperature diagnostics is important for 
diagnosing hot spot formation, and could provide insights 
into deflagration (burn) front velocities under shock condi-
tions. 

Interfacial/Meso-scale (1-100s of microns)
Gas gun-driven Shock Initiation of HE Crystals with Engi-
neered Voids

Gas gun driven shock experiments on PETN crystals have 
shown that the short run-distance initiation threshold for 

Figure 2. Large-scale channel 
feature machined into PETN using 
fs-laser pulses at 10μJ.  Void 
features are shown in Figure 1.
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homogeneous-PETN exceeds 18 GPa. The next step is to 
determine the initiation threshold in the absence of voids, 
then introduce a void channel, resolving the wave veloci-
ties concomitant with its collapse.  100 micron diameter 
half-pipe-shaped channels have been introduced into PETN 
for the upcoming experiments.

Gas gun-driven Shock Initiation of Heterogenous-NM 

Gas gun-driven plate impact experiments have been per-
formed on gelled nitromethane with 6 wt% size-selected 
silica beads. Pop-plots (run distance to detonation vs. input 
shock pressure, Figure 3) for gelled-NM containing two 
discrete silica particle sizes, and rough silica have been 
determined.  The data reveal that in all cases, the addi-
tion of silica has a sensitizing effect (e.g. lowering initiation 
thresholds); however, different behaviors are observed for 
small (1-4 μm) vs. large (40 μm) beads at 6 wt% loading.  
Through the use of embedded particle velocity gauges, a 
transition from homogeneous initiation behavior, charac-
teristic of neat liquid explosives, to a heterogeneous-like 
initiation behavior commonly observed in plastic-bonded 
explosives was observed in the same 40 μm bead materials 
depending on shock input pressure.  The large diameters 
and interbead spacing on the order of ~100 μm may reveal 
an upper limit on critical hot spot size relative to necessary 
hot spot interaction time scales under shock loading. 

 

Figure 3.  (top) Pop-plots derived from gas gun-drive initiation 
experiments on heterogeneous-NM materials.  (btm) Example 
wave profiles of initiation of gelled-NM containing 1-4 μm beads 
shocked at 7 GPa.

Meso-scale Multi-Material Hot-Spot Simulation: Initiation 
and detonation 

A mathematical framework to capture the physics of hot 
spot criticality (ignition vs. quenching) is being devel-
oped based on energy deposited into a condensed phase 
explosive via hot-spots. Cases being examined currently 
include spatial and temporal length scales of the power 
deposition such that hot spots evolve according to a bal-
ance between compressible and chemical interactions 
or a balance between thermal conduction and chemical 
interactions.  Further, simulations of hot-spot induced 
shock initiation and detonation are conducted through the 
state-of-the-art, multi-material, parallel, adaptive mesh 
refinement computational simulation capability MultiMat 
in AMRITA. Preliminary calculations on quasi-2D experi-
ments using simplified Tait equations of state and pressure 
dependent reaction rates have been conducted to evaluate 
the computational approach. Simulations of heterogenous-
NM rate-sticks experiments, where the detonation failure 
diameter is observed to be a sensitive function of the di-
ameter and spacing of glass beads have also been conduct-
ed. High-resolution simulations of shock-induced hot-spot 
generation and evolution are also being conducted with 
the LANL code NOBEL.  For a 10 GPa shock in NM, the bulk 
temperature was determined to be ~ 1000K with hot spot 
temperatures reaching 1500K, as a result of interacting 
shock waves between the silica beads.

Future Work
The overarching goal of the remainder of the LDRD proj-
ect is to bring to fruition the convergence of theoretical 
developments, simulation insights, and experimental 
observables from plate-impact, chemiluminescence and 
laser-shock experiments, and refine theoretical approaches 
using experimental insights on the smaller length scales 
(e.g. improved EOS, temperatures measured under hot 
spot generation on micron length scale, resolved wave 
velocities near hot spots).

Conclusion
The successful accomplishment of this project will signifi-
cantly advance us toward a robust, rapid-response predic-
tive capability for multi-agency national security needs 
relating to energetic materials, including developing quanti-
tative understanding of the safety and initiation of stockpile 
explosive materials, assisting DoD in the development of 
combat safe munitions, and predicting the threat character-
istics of improvised and exotic energetic materials.
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Introduction
This project involves the development of new scintillator 
materials for large-scale, high resolution, real time radia-
tion detection.  These materials will be hybrid organic-
inorganic materials in order to achieve the performance 
of the individual components used in scintillators today.  
Studies on existing materials over the last several de-
cades have provided some understanding of the process 
of scintillation, but there are still some missing pieces 
which are much less well understood.  Using what we 
know now about the interaction with incident radiation 
with a material, we can design materials using synthetic 
chemistry to incorporate functional units which optimize 
the known processes of scintillation.  Designing these 
functional units, along with characterizing the resulting 
materials and theoretical predictions of the response of 
a material to radiation, will allow us to gain an in-depth 
understanding of the entire process including the miss-
ing pieces.  From the knowledge gained in this project, 
we can continue to optimize the materials for their re-
sponse to radiation.  Additionally, with the materials be-
ing organic in nature, they can be processed and scaled 
up as typical plastic scintillators are now, but with the 
added inorganic components which provide the energy 
resolution necessary for efficient isotope identification.

Benefit to National Security Missions
This project will support the DOE mission of Threat of 
Weapons of Mass Destruction through enhancement of 
current capabilities for detecting nuclear threats.  Exist-
ing scintillators lack characteristics to fully address radia-
tion detector needs. Specifically, it is necessary to have 
large-volume, low-cost, high-performance materials to 
satisfy radiation detector requirements.

Progress
The synthesis of molecular scintillators focuses on the 
development of high-Z clusters with either organic dyes 
or lanthanide (Ln) centers incorporated as the lumines-

cent centers.  Previously synthesized Ln-doped poly-
oxotungstate clusters has yielded liquid and polymeric 
materials which respond to x-ray ionizing radiation, 
and exhibit light output within an order of magnitude 
relative to plastic scintillator, primarily as Eu(III) and 
Tb(III)-based materials. Since all of the lanthanides 
except for Ce(III) and Eu(II) exhibit lifetimes on the order 
of milliseconds, these clusters are not practical in terms 
of detector materials.  The Ce(III) and Eu(II) analogs 
could not be made due to their incompatibility with the 
polyoxotungstates, yielding non-luminescent Ce(IV)- 
or long-lifetime Eu(III)-clusters. The polyoxotungstate 
clusters therefore tend to be incompatible with Ce(III), 
Eu(II), and many other desired luminescent organic dyes.  
Therefore, the development of these materials are no 
longer being pursued, but simply result in demonstrat-
ing our proof-of concept that energy transfer can occur 
in molecular scintillator materials following ionizing 
irradiation of high-Z clusters, resulting in visible light out-
put.  In terms of pursuing materials that can be practical 
as detectors, we are developing other high-Z materials 
including bismuth oxide clusters, in which both Ce(III) 
or organic dyes can be incorporated.  We have success-
fully synthesized bismuth clusters as mixed oxide-organic 
ligand compounds, with both Ce(III) and Eu(III) incor-
porated into the cluster.  Under x-ray ionizing radiation, 
they exhibit a response at about 10% of plastic scintilla-
tor, Figure 1.  However, these materials as-synthesized 
are typically insoluble in organic solvents, resulting in 
lower-than-expected light outputs due to scattering. Due 
to the organic and inorganic nature of these compounds, 
the ligands attached to the clusters can be readily modi-
fied to dramatically improve solubility in both organic 
solvents and plastics.  Additionally, these materials are 
inherently difficult to characterize structurally (single 
crystal diffractometry), and thus the exact structure and 
incorporation of lanthanides into the bismuth clusters is 
not entirely clear.  Therefore, we are currently modify-
ing synthetic conditions to improve crystallinity, which 
will allow us to obtain structural information critical to 

Design, Synthesis, and Theory of Molecular Scintillators
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understanding the optical and scintillation mechanisms 
in these materials. Additionally, as the clusters are ligated 
by organic groups, we will also attempt to add organic 
luminescent dyes to the clusters as an alternative to the 
Ce(III) incorporation.  Other new materials are also being 
pursued which contain other metal oxide clusters, includ-
ing tungsten and lanthanides, with coordinated organic 
dyes.  Recent work suggests that hydrothermal synthesis 
can encourage these framework structures, which will 
yield high-Z clusters in ordered networks with organic dyes 
providing the luminescence for detection.

Figure 1. Radioluminescence of [BixOyL]n- clusters doped with 
Eu3+ (red) and Ce3+ (blue).

Electron energy loss measurements using an electron mi-
croscope to study the energy deposition mechanism have 
been performed on some of the materials. Initial results 
on the polyoxotungstate clusters synthesized at LANL and 
measured at ASU indicate that a major component of the 
energy loss is via coupling to a plasmon or plasmon-like 
resonance. This indicates that the coupling to the excita-
tion mechanism is responsible for a significant fraction 
of the energy loss. This supports the underlying case for 
high-Z molecular scintillators for gamma-ray spectroscopy. 
We are currently performing energy loss measurements 
as a function of cluster size and as compared to analogous 
molecular species to determine at which size regimes this 
mechanism emerges, in order to help guide future materi-
als development.  

Time Dependent Density Functional Theory (TDDFT) cal-
culations of the electronic structure of several dyes and a 
number of W and Mo based POMs have been calculated. 
The predicted optical absorption and emission properties 
are in good agreement with our experimental observa-

tions. Additionally, the vibrational spectra are also in good 
agreement with experimental data, suggesting that we 
now have a good handle on predicting properties of some 
of the desired materials, as demonstrated with the Ce(IV)-
polyoxometalate infrared and raman spectra shown in 
Figure 2.  However, as we move towards more complex 
systems which are not closed-shell systems, e.g. those that 
have unpaired f-electrons as with many Ln(III) materials, 
predictions will be more difficult, and we are currently 
improving on existing models to handle this.  We have also 
developed effective dielectric models for calculation of 
excitation transition rates and energy loss functions, and 
rate equations for the calculation of TSL (thermally stimu-
lated luminescence), and PL (photo-luminescence) charac-
teristics in the scintillators, and using the results from the 
first principles TDDFT calculations to describe the dielectric 
response of specific scintillator materials. We have calcu-
lated random phase approximation (RPA) dielectric func-
tion results based on the Penn model of semiconductors 
to investigate the effect of an energy gap in the scintillator 
electronic excitation spectra and calculated RPA dielectric 
function results based on a finite cluster tight-binding 
model to investigate the effect of the discrete scintilla-
tor electronic excitation spectra. Results show that as the 
energy gap is increased, the plasmon broadens and moves 
to higher energy. Our phenomenological model of rate 
equations for energy transfer, specifically developed for 
luminescence properties, goes beyond standard approxi-
mations of nearest-neighbor excitation transfer only. In 
particular, it incorporates the important back transfer from 
traps to acceptors, which naturally accounts for afterglow. 
This model is being benchmarked against experiments on 
the time evolution of photoluminescence ranging from the 
nanoseconds to microseconds.  Recently we have mea-
sured energy transfer from a simple high-Z compound, 
CeBr3(ligand)4, to an organic coumarin dye, and the effect 
on the luminescence lifetimes as a result of the energy 
transfer. This represents the simplest example of the high-Z 
cluster/dye composite materials that are of interest for this 
project.  The models are being optimized to understand 
this energy transfer and luminescence decay, and will then 
be applied to more complex systems.
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Figure 2. Experimental (black) vs. calculated (red) spectra for 
Na8[Ce(W5O18)2] and [Ce(W5O18)2]8-, respectively, in Infrared 
(top) and Raman (bottom).

Future Work
The development of new materials for radiation detection 
is the focus of this project.  Therefore, we will continue to 
synthesize new materials that allow us to experimentally 
study the properties of materials under ionizing radiation.  
The relationship of this scintillation mechanism as a func-
tion of the structural features of the material will provide 
the critical information to advance materials with high 
scintillation efficiency.  Additionally, understanding these 
mechanisms through theoretical models will continue to 
advance our understanding of materials in response to 
radiation across many time and length scales.  The materi-
als development will continue along the path of high-Z 
bismuth clusters with incorporated Ce(III) and organic 
luminescent sites.  Modifications to these structures will 
be performed to yield new compounds that are more facile 
to characterize structurally, and allow us to readily modify 
the clusters to render them soluble in organic solvents and 
polymers/plastics.  We will also continue to explore new 
materials via alternative synthetic methods, such as under 
hydrothermal conditions. We will continue the detailed 
study and modeling of the charge thermalization process 
of a high-energy charged particle in a scintillator, and 
transport of ionization and excitations within the scintil-
lator. The integration of the theoretical models with the 
experimental characterization will continue to develop in 
order to understand the scintillator functions, as a result 
of the structural and materials properties of these new 
molecular scintillators.  

Conclusion
The design of new materials using a functionally compart-
mentalized approach has provided us with a unique set of 
materials with which to study and model the electronic 

and optical properties when exposed to both non-ionizing 
and ionizing radiation. As the models and experimental 
data allow us to understand the contributions of these 
components to the overall scintillation mechanisms in a 
material, we will be able to begin optimization of the pro-
cesses involved in scintillation through further component 
design, as well as materials design specific for various ap-
plications. The project will continue along the path of uti-
lizing high-Z cluster materials with both organic and Ce(III) 
luminescent sites, which we are becoming more familiar 
with, and which will provide the critical information buried 
in the scintillation process of conversion of high-energy 
charged particles to a number of photons in the visible 
region for detection. This program is a result of a laborato-
ry-wide collaboration of synthetic, theoretical and physical 
chemists, condensed matter theorists, and nuclear physi-
cists. The fundamental understanding of these materials 
will allow us to expand our capabilities from developing 
new radiation detection materials to the design of applica-
tion specific materials for numerous applications.
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Introduction
This project exploits the coherent properties of short 
wavelength light and ultrafast short pulse laser technol-
ogy to convert femtosecond (10-15 sec) visible light 
pulses to the extreme ultraviolet (XUV) soft x-ray portion 
of the electromagnetic spectrum.  Previously only acces-
sible at large synchrotron light facilities, a scaled-down 
table-top version is now possible through advances in 
the physics of short pulse laser light-matter interaction 
for light conversion into the XUV regime.  Armed with 
such a light source, the extremely short wavelength and 
coherence properties of the light allows imaging and 
time resolutions that approach the intrinsic spatial and 
time scales of matter, nanometer (10-9 m) scale in space 
and femtosecond scale in time. We use this unique light 
source to probe material core level electronic structure 
and dynamics using a technique called angle-resolved 
photoelectron spectroscopy (ARPES).  In XUV ARPES, 
extreme ultraviolet light is used to force electrons to be 
ejected from the material that are subsequently ana-
lyzed for their kinetic energy content and angular spatial 
distribution, providing a detailed signature of material 
bulk electronic structure and dynamics.  Insight into 
quantum effects and collective particle behavior are 
thereby provided for complex materials and nanotech-
nology engineered devices whose emergent properties 
are critical for understanding function.  This project is 
applying these methods to materials relevant to Labo-
ratory science in actinides, superconductivity, energy 
conversion, nuclear waste, and sensor technologies.

Benefit to National Security Missions
The primary scientific motivation underpinning this 
project is a desire to advance our understanding of the 
electronic structure and dynamics of complex emergent 
materials at the nanoscale. The proposed cross-disciplin-
ary studies will contribute to multiple DOE and NNSA 
missions including Energy Security, Weapons Physics, 
Threat Reduction and Nanotechnology.

Progress
In FY09, major instrumentation achievements include: 
(a) Demonstration of XUV harmonic generation in Ar 
gas with an estimated total flux of greater than 1010 
photons per sec. Harmonics with photon energies out 
to 50 eV have been observed.  The beam is spatially and 
temporally coherent with a beam spatial divergence 
of less than 0.5 mrad, an individual pulse width less 
than 10 fs, and a pulse repetition rate of 10 kHz; (b) 
Construction and testing of the angle-resolved ultra 
high vacuum system and for electron photoemission 
experiments in time-domain was also completed.  The 
spectra of correlated compounds have been measured, 
including UO2 with monochromatized light from the 
harmonic generator.  (c)  In addition, design, purchase 
and mounting of the closed-cycle Helium refrigerator 
with appropriate sample holders for temperature-
dependent experiments is also complete; (d) finally, the 
construction of the quick load sample transport system 
to accommodate temperature-dependent studies and 
enlarge sample throughput was installed.

Experiments in FY09 consisted of testing major 
instrument components after system integration using 
several surrogate materials that included metals (Pt 
and Cu), a semiconductor (GaAs), and the correlated 
f-electron material UO2.  The photoelectron spectrum 
of UO2 (exhibiting a sharp 5-f electron peak close to 
the Fermi level) was taken with the full polychromatic 
beam, Figure 1, revealing harmonic orders in our XUV 
beam up to 42 eV, spaced by 3.1 eV, with a bandwidth 
of approximately 1 eV per harmonic.   Upon installation 
of the monochromator, selection of a single harmonic 
(monochromatized beam) was then used to make 
angle-integrated measurements of freshly cleaved UO2 
sample using the 21st harmonic (32.5 eV).   Figure 2 
shows the results of those measurements compared 
with similar data obtained at 34 eV from a synchrotron 
source (Figure 2 inset) indicating that the laser 
harmonic-based XUV beam can be successfully used 
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to map out electronic band structure similar to that 
obtained at synchrotron, but with the added benefit 
and capability of femtosecond time-resolved dynamic s 
in electronic structure dynamics.  These early results in 
UO2 are promising, as this correlated 5f electron system 
is of particular interest to our program. UO2 is a Mott 
insulator with possible exotic states expected to be found 
in the gap at low temperatures. Also, the exact gap size 
in this system is of interest for both theory/modeling and 
experiments. However, all previous attempts to measure 
the electronic structure below a temperature of 150K 
have failed because of material charging effects caused by 
creation of positively charged carriers in the sample when 
studied with synchrotron based XUV sources.  Thus far, our 
laser based XUV harmonic system does not seem to cause 
the UO2 sample to suffer the same consequence (possibly 
due to the extremely short pulse nature of our source), 
thereby permitting first time measurements on UO2 band 
structure near the Fermi edge at temperatures across the 
transition (30K) where the material is expected to go to 
anti-ferromagnetic phase state. 

Figure 1. Output photoelectron spectrum produced  from ura-
nium dioxide (UO2) surface after illumination of the sample using 
the beam from table-top ultrafast laser based coherent XUV light 
source.  The XUV beam is produced by nonlinear high harmonic 
generation in Ar gas that is ionized by an energetic ultrafast opti-
cal pulse in the near-infrared at 1.5 eV (800 nm).  The plot shows 
that harmonic generated XUV photons out to at least 42 eV are 
generated.  XUV light beyond 100 eV is expected for similar con-
dition using He gas instead of Ar.

Figure 2. Graph demonstrating the comparable performance of 
the table-top laser based XUV light source (black line) to synchro-
tron based data (red line in inset) on a sample of uranium oxide 
(UO2). Photoelectron kinetic energy spectrum of UO2 at room 
temperature was recorded using a single wavelength selected 
harmonic with an energy of 32 eV. For comparison, the inset 
shows the same spectrum of UO2 recorded using a synchrotron 
source at 34 eV.

In order to exploit the unique ultrafast time resolution ca-
pability of our XUV ARPES station, a femtosecond optical-
pump XUV-probe beam line experimental configuration 
was assembled.  In Figure 3 a diagram our experimental 
layout is displayed showing the various components in our 
facility along with the pump-probe beam lines.  The pump 
is an ultrafast visible laser pulse that is used to excite and 
perturb the electronic states of the sample, and then with 
the time-delayed XUV probe pulse, the sample is inter-
rogated using ARPES.  The energy exchange dynamics of 
the ensemble of populated and unpopulated are then 
extracted by varying the delay between pump and probe 
while monitoring the ARPES signal. Time domain optical-
pump XUV-probe ARPES should allow us to pump/populate 
the 5f states above Fermi level in UO2 , measure the gap 
directly, and the electronic carrier recombination dynam-
ics in the system.   These experiments are in progress and 
are the first of their kind to be performed on any f-electron 
based material.  In addition to optical-pump XUV-probe 
time-resolved ARPES experiments, the project is also 
supporting complementary ultrafast time resolved opti-
cal pump-terahertz (THz)  probe and optical pump-probe 
experiments across the transition temperature in UO2 to 
study photoexcited carrier conductivity (THz probe) and 
relaxation (optical probe) dynamics.  These experiments 
aid in understanding the nature of carrier conduction in 
various phases and coupling mechanisms that may play 



39

an important role in determining localized versus itinerant 
carrier behavior.

For the theory effort, calculations relating the electronic 
spectral function A(k,w) to the ARPES measurements are in 
progress.  Full description of the time-dependent behavior 
must include excitation and relaxation processes under 
a nonequilibrium many-body theory, which is a scientific 
challenge for complex materials with strong correlation 
and strong coupling. However, when the time scale to 
release the energy from one subsystem (e.g., electron) 
to another (e.g., phonon) is much longer than the kinet-
ics within each individual subsystem, one can effectively 
model the electron properties with a two-temperature 
model. In this simplification, the time dependence is en-
coded in the temperature relaxation between these two 
subsystems. We thus transform the challenge to the one 
of calculating the effective electronic temperature depen-
dence of the spectral function A(k,w,Te).  Within the two 
temperature model, we have considered two examples 
(i) the evolution of spectral function in high-Tc supercon-
ductors due to electron-boson coupling, which tracks the 
change of dip-hump structure; (ii) the evolution of spectral 
density in the delta-Pu within the local density approxima-
tion and many-body approach, the dynamical mean-field 
theory (LDA+DMFT), which shows the “incoherent” atomic 
states of 5f electrons.  Application of this approach to the 
UO2 experiments is next.

Future Work
Future work under this project will focus on obtaining time 
resolved ARPES measurements on the f-electron system 

UO2 at room temperature and across the anti-ferromagnet-
ic phase transition (30K).  Carrier dynamics across the 5f 
electron band gap will be probed for discovery of possibly 
new excited sates and their relaxation channels back to 
ground state.  After UO2, there are number of proposed 
material systems for time-resolved ARPES studies that 
include heavy fermion systems such as unconventional 
superconductors (CeIn3), polaron dynamics in multiferroics 
and manganites, or even 1-D nanostructures such as semi-
conductor based Ge nanowires where quantum confine-
ment effects alter Fermi edge band structure. 

The set of experiments under consideration are aimed 
demonstrating the novel capability for ultrafast and ultr-
asmall scale metrology.  Ultrafast techniques provide the 
means to investigate dynamic non-equilibrium phenomena 
approaching the fundamental timescales of electronic 
and atomic motion, offering a unique snap-shot into the 
properties of cooperative condensed matter and mate-
rial systems. The high photon energy of the ultrafast XUV 
beam provides access to states (i.e, f-electron systems) 
that were previously only accessible with synchrotron light 
and without time resolution.  Coupling the light source to 
a photoelectron spectrometer allows one to study pho-
toexcited carrier relaxation dynamics with energy and 
momentum resolution probing electrons of deeply bound, 
or from previously unfilled orbitals, and from many body 
interactions that affect their transport or determine band 
structure. 

Figure 3. Experimental layout showing the major components of the table-top ultrafast laser based coherent XUV light source and 
photoelectron (ARPES) spectrometer. The ultrafast coherent XUV beam is produced by nonlinear high harmonic generation in an Ar 
gas cell that is subsequently tuned using a pulse time preserving monochromator before injection into the sample chamber.  The fig-
ure also shows a second visible pump beam line in air that is used for our optical-pump XUV-probe ultrafast ARPES experiments.
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Conclusion
This project will aid us in understanding detailed nano-
scale quantum properties of materials establishing a basis 
from which emergent functional materials may designed. 
The DOE Basic Energy Science (BES) or Defense Homeland 
Security (DHS) Programs could directly benefit from these 
studies as interest for nanowire-based sensors and devices 
have applications ranging from ultra-sensitive drug de-
tection chemistry to gas sensing of chemical bio-warfare 
agents and solar energy conversion.  Other mission-centric 
actinide materials science questions will also benefit, 
enabling a rational design basis for materials that can en-
hance the US energy security portfolio in superconductiv-
ity, nuclear energy, and nuclear waste. 

Publications
Dakovski, G. L., Y. Li, T. Durakiewicz, and G. Rodriguez. 
High-harmonic XUV source for time- and angle-resolved 
photoemission spectroscopy. Presented at Ultrafast Optics 
(UFO VII) and High Field Short Wavelength (HFSW XIII) Con-
ference 2009. (Arcachon, France, 31 Aug. - 4 Sep. 2009). 
Durakiewicz, T.. Quest for band renormalization and 
self-energy in correlated f-electron systems. Presented 
at Meeting of the Polish Synchrotron Society. (Podlesice, 
Poland, 24-26 Sept, 2009). 

Kim, K. Y., A. J. Taylor, J. H. Glownia, and G. Rodriguez. 
Coherent control of THz supercontinuum generation in 
ultrafast laser-gas interactions. 2008. Nature Photonics. 2 
(10): 605.

Prasankumar, R. P., S. G. Choi, G. T. Wang, S. T. Picraux, and 
A. J. Taylor. Ultrafast carrier dynamics in semiconductor 
nanowires. 2009. In Proceedings of the 16th International 
Conference on Ultrafast Phenomena. (Stresa, Italy, 9-13 
Jun. 2008). , p. 271. New York: Springer.

Prasankumar, R. P., S. G. Choi, G. T. Wang, S. T. Picraux, and 
A. J. Taylor. Ultrafast carrier dynamics in semiconductor 
nanowires. Invited presentation at Conference on Lasers and 
Electro-Optics. (San Jose, CA, USA, 4-9 May 2008). 
Prasankumar, R. P., S. G. Choi, S. A. Trugman, S. T. Picraux, 
and A. J. Taylor. Ultrafast electron and hole dynamics in Ger-
manium nanowires. 2008. Nano Letters. 8 (6): 1619.
Rodriguez, G., and K. Y. Kim. THz supercontinuum genera-
tion in gas filaments: ‘current ‘ perspective and applications. 
Invited presentation at Second International Symposium on 
Filamentation. (Paris, France, 22-25 Sep. 2008). 
Trugman, S. A.. Quasiparticles, dynamics, and coupled nano-
wires. Presented at XXXIII International Workshop on Con-
densed Matter Theories. (Quito, Ecuador, 16-22 Aug. 2009). 



Directed Research
Continuing Project

Chemistry and Material Sciences

41

Introduction
Our objective is to investigate key scientific and 
technological issues underpinning the design of a 
revolutionary nuclear fuel form possessing desirable 
attributes of conventional nuclear fuel (UO2 or mixed 
oxide (MOX) fuel), but with a tailored microstructure 
that radically eases separation of fission products, 
drastically reduces separation costs, and substantially 
mitigates proliferation risks of the separated material. 
Our advanced nuclear fuel design is based on a 
dispersion (two-phase composite) nuclear fuel (so-called 
“dispersion fuel”) concept. Our goal is to develop the 
underpinning science to facilitate more rapid evaluation 
and acceptance of new fuel forms and to demonstrate 
a LANL institutional capability to deliver innovative 
approaches to solving complex national problems. This 
supports DOE’s overarching mission: “to advance the 
national, economic, and energy security of the United 
States and to promote scientific and technological 
innovation in support of this mission.”
 
Benefit to National Security Missions
This project supports the DOE mission for Energy 
Security, especially the DOE overarching mission: “to 
advance the national, economic, and energy security 
of the Unites States and to promote scientific and 
technological innovation in support of this mission.”

Progress
Our advanced nuclear fuel design is based on a 
composite microstructure wherein small fissile material 
domains (spherical particles or layers) are dispersed in 
a non-burnable host matrix. Fission products with high 
kinetic energies form during irradiation and travel about 
5-10 microns before stopping in the host matrix. Thus, 
a natural partitioning evolves between fuel actinides 
and fission products as this fuel burns. Or goal is to: 1) 
fabricate prototype fuel structures; 2) irradiate these 
structures to simulate their behavior in a reactor and 

characterize the evolution of key properties such as 
microstructural changes and solubility; and 3) use 
theory and atomistic models to optimize fuel chemistry / 
microstructures.
Initially, our studies focused on MgO/HfO2 composites, 
wherein MgO represents a chemically-separable host 
matrix phase, while HfO2 is a surrogate for a fissile, 
UO2 minority phase. Collectively, these composites 
have the common feature that both the majority and 
minority phases are oxides, i.e., ceramic phases. Such 
composites are often referred to as cercer composites. 
Our accomplishments on this project are divided into 
three principal tasks:

Synthesis & Fabrication
Here, we fabricated model composite samples using 
thin film growth. The thin films are multilayers with 
structures given by, e.g., HfO2/MgO/HfO2/Si. 

Irradiation & Characterization
Here, we irradiated samples with heavy ions (Au) at 
high energies (10 MeV) at room temperature, to test 
microstructural stability under extreme environment 
conditions. We characterized the radiation damage 
response of our composites using a variety of 
experimental techniques, including transmission 
electron microscopy (TEM), and X-ray diffraction (XRD). 
We find that our composite samples are quite durable 
under high-energy, heavy ion irradiation, especially as 
demonstrated by their resistance to radiation-induced 
amorphization. However, we have recently discovered 
that our composites are susceptible to void formation 
at interfaces, which is not a desirable characteristic for 
nuclear fuel applications.

Figure 1 shows cross-sectional TEM images obtained 
from a pristine tri-layer sample and tri-layer samples 
irradiated with 10 MeV Au ions to fluences of 5x1014, 
5.1x1015 and 3.7x1016 Au/cm2. The pristine sample 
(Figure 1a) consists of three polycrystalline layers. 

Advanced Fuel Forms with Microstructures Tailored to Naturally Induce Fission 
Product Separation During Service
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After irradiation to a fluence of 5x1014 Au/cm2 (Figure 1b), 
the tri-layer structure did not change. A tenfold increase in 
ion fluence (to 5.1x1015 Au/cm2; Figure 1c) did not produce 
any significant changes in the tri-layer structure.  

At the highest fluence of 3.7x1016 Au/cm2 (Figure 1d), both 
HfO2 layers were significantly modified. For instance, both 
HfO2 layers exhibited non-uniform thicknesses following 
irradiation. But the most significant change was found in 
the lower HfO2 layer, where the TEM image revealed voids 
at the HfO2/MgO interface.!

c-Si a-Si a-Si a-Si 

Figure 1. Cross-sectional TEM images obtained from the follow-
ing thin-film HfO2/MgO/HfO2 tri-layer samples (deposited on a 
Si substrate): (a) pristine, unirradiated tri-layer sample; (b, c, d) 
tri-layer samples irradiated at room temperature with 10 MeV 
Au ions to fluences of 5x1014, 5.1x1015 and 3.7x1016 Au/cm2, 
respectively. A narrow dark band on the top of each image is the 
upper HfO2 layer. The wide band of light contrast in each image 
is the middle MgO layer. Beneath the MgO, the dark band is the 
lower HfO2 layer. The region below this is the Si substrate.  Amor-
phous and crystalline regions in the Si substrate are labeled a Si 
and c Si, respectively.

Figure 2 shows STEM images obtained from the tri-layer 
sample irradiated to ion fluence of 3.7x1016 Au/cm2. The 
voids observed at the lower MgO/HfO2 interface are 
indicated by circles in both Figures 2a,b. 

The observation of voids at the lower MgO/HfO2 interface 
is interesting because, to our knowledge, void-type defects 
do not form in either bulk MgO or bulk HfO2 subjected to 
ion irradiation. Thus, even though void formation is not 
characteristic to the individual components, the tri-layer 
structure is conducive to void nucleation and growth, at 
least at the bulk interface. This effect is undesirable, since 
void formation will result in poor mechanical properties 
of such a composite structure, due to weak bonding along 
the interfaces.

!

(a) 

(b) 

(c) 

(d) 

(e) 

Figure 2. Cross-sectional scanning transmission electron micros-
copy (STEM) bright-field (BF) image (a) and corresponding STEM 
high-angle annular dark-field (HAADF) image (b), obtained from 
a tri-layer sample irradiated at room temperature with 10 MeV 
Au ions to a fluence of 3.7x1016 Au/cm2. Circles in (a,b) indicate 
voids formed at the interface between the MgO layer and the 
lower HfO2 layer. (c, d, e) STEM-energy-dispersive X-ray spec-
troscopy (EDXS) maps for Mg, Hf, and O, respectively, obtained 
from the same sample area as shown in (a,b). Arrows in the 
STEM-EDXS maps indicate the locations of microstructural voids 
induced by ion irradiation.

Modeling & Simulation 
We performed atomistic simulations using first-principles 
calculations (specifically using density-functional theory 
or DFT) to determine the solution energies of prominent 
fission products, namely xenon (Xe), cesium (Cs) and 
strontium (Sr), in the two composite fuel phases, i.e., 
UO2±x and MgO. In so doing, we are able to compare and 
contrast the relative stabilities of fission products (FPs) in 
each phase of a model cercer, UO2/MgO composite nuclear 
fuel. Using the incorporation energies of Xe, Cs, and Sr in 
UO2, the solution energies in both UO2±x and MgO at 1700 
K were obtained. These results are plotted in Figure 3. 
Overall, the solution energies of fission products in MgO 
are substantially higher than those in UO2, except for the 
case of Sr in hypostoichiometric UO2-x, where Sr prefers the 
inert material over the fissile material. Since UO2 is more 
likely to be hyperstoichiometric (UO2+x) in fuel applications, 
our calculations suggest that, thermodynamically, the 
fission products Xe, Cs, and Sr should prefer to reside in 
the fissile phase (UO2) instead of in the MgO inert phase.
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Figure 3. Calculated solution energies of Xe, Cs, and Sr in UO2±x, in 
comparison with calculated values in MgO.

Future Work
In the last year of this project, we have chosen to work 
on the following composite system: UO2-ZrO2. We will use 
depleted uranium (DU) for these studies.

Synthesis & Fabrication
We will use hot-isostatic pressing (HIPing) to produce UO2 
& ZrO2 monolithic samples, and a variety of compositions 
of UO2-ZrO2 cercer composite samples.

Irradiation & Characterization
A. We will perform high-temperature ion implantations 
using 10 MeV strontium (Sr) ions (Tandem accelerator 
in the IBML) into UO2 & ZrO2 control samples, and into 
UO2-ZrO2 cercer composites, in order to examine: (1) the 
behavior of Sr (intended to represent the FP 90Sr) in pure 
UO2 and ZrO2; and (2) the propensity for segregation of 
Sr to either the UO2 or ZrO2 phases (this may change as 
a function of m, t, or c-ZrO2). Implanted samples will be 
characterized using cross-sectional transmission electron 
microscopy (XTEM).

B. We will perform ion implantations using 400-600 keV 
xenon (Xe) ions into UO2 & ZrO2 control samples, and into 
UO2-ZrO2 cercer composites, in order to examine: (1) the 
behavior of Xe in pure UO2 and ZrO2; and (2) the propensity 
for segregation of Xe to either the UO2 or ZrO2 phases (this 
may change as a function of m, t, or c-ZrO2) and to observe 
the nucleation and growth of fission gas bubbles in these 

ceramics.

Separation of UO2 from UO2-ZrO2 via Heat Treatment & 
Selective Dissolution
A. We will heat-treat UO2-ZrO2 cercer composite samples 
at high temperature in air or flowing oxygen, in order to 
convert (oxidize) the UO2 to U3O8. This transformation 
will be accompanied by a significant volume change. This 
should break up the cercer pellets. The ZrO2 should be 
unaffected by the heat treatment.

B. We will selectively dissolve the U3O8 phase in the 
U3O8-ZrO2 composites using a nitric acid (HNO3) solution. 
The ZrO2 phase should be unaffected by this dissolution 
process.

Modeling & Simulation
We will perform first-principles calculations to predict 
the thermodynamic stability of various FPs in UO2 and 
ZrO2, as well as the propensity for segregation of these 
FPs to either the UO2 or ZrO2 phases in a UO2-ZrO2 cercer 
composite (this may change as a function of m, t, or 
c-ZrO2).

Conclusions
We expect to determine whether or not we can create a 
two-part, cercer nuclear fuel that eases the complexities 
associated with spent fuel chemical separations processes. 
This fuel form must not only be easy to separate 
chemically, but during service as an energy source, it 
must exhibit both robust and predictable behavior. We 
will test our advanced fuel materials to ensure that they 
possess the necessary physical and chemical stabilities. 
The natural, in-service chemical separations strategy 
associated with our novel approach will greatly reduce 
both technological challenges and costs compared to 
conventional reprocessing. 
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Introduction
The next revolution in materials science will be the 
first principles design and “atom-by-atom” assembly of 
nanoarchitectures having specific emergent properties.  
Biological systems have evolved efficient mechanisms 
for the atom-by-atom assembly of materials with pre-
cise control of both structure and function.  In nature, 
the design and function of materials are genetically 
encoded.  From this genetic blueprint, protein and pep-
tide templates are produced that precisely control the 
assembly and orientation of inorganic atoms, leading to 
materials with controlled structure and emergent prop-
erties that span length scales from the molecular to the 
mesoscopic.  

Our goals are to mimic and exploit biology to develop 
noble metal nanoclusters from soluble precursors with 
exquisite precision.  Fluorescent metal nanoclusters 
are collections of small numbers of gold or silver atoms 
(4-30 atoms, ≤ 1 nm)  with intriguing photophysical 
properties, including strong size-dependent emission. 
These clusters have good quantum yields and are stable 
at physiological pH and room temperature (> 1 year). 

While these clusters are intriguing, current approaches 
still do not allow the precise control of cluster size nec-
essary to produce highly fluorescent materials and to ac-
curately understand and predict how size and structure 
affect photophysical properties.  Our major goals are: 
1) to gain synthetic control over the size and structure 
of nanoclusters; 2) to develop predictive models of the 
electronic structure and photophysical properties; and 
3) to incorporate nanoclusters into biological structures 
for imaging and sensing applications.

Benefit to National Security Missions
This project will support the DOE mission in Threat Re-
duction by enhancing our understanding of the design 
and synthesis of materials with defined properties for 
application in chem/biothreat reduction, imaging, and 
the biosciences missions of the DOE Office of Science.

Progress
Within the first year of this proposal we have made 

exciting progress on production of nanoclusters.  We 
have shown that small molecule ligands can be used 
to make clusters of defined fluorescence.  Through a 
series of investigations we have begun to understand 
the functionality that is important for not only gold co-
ordination, but also templation of the cluster.  Through 
photophysical characterization we have defined the size 
of the fluorophore and determined fluorescence lifetime 
and brightness (quantum yield etc).  Together with the 
synthetic work we find these clusters to be easily pro-
duced and as fluorescent as many organic dyes.  Further, 
we have begun to template clusters in DNA for their 
easy conjugation to proteins, leading to cellular labeling, 
and we have made cationic clusters of defined size that 
can be investigated for the charge induced property of 
fluorescence.   Through structural and electronic studies 
we have begun to understand ligand effects on structure 
and fluorescence properties.  A few of these exciting re-
sults are presented below.  

Small Molecule Ligands
Toward the goal of making small and biologically attach-
able fluorescent probes, we have investigated the pro-
duction of fluorescent gold nanoclusters using Good’s 
buffers.  Good’s buffers, such as MES and HEPES, are 
common pH buffers with morpholine or piperazine back-
bones and have previously been shown to be good Au(I) 
ligands with reduction potentials sufficient to produce 
gold nanoparticles. In a typical experiment, Au nanoclus-
ters were synthesized by mixing a gold chloride aqueous 
solution with a Good’s buffer at room temperature, with 
subsequent incubated shaking.  This simple procedure 
typically generated clear solutions with gold nanopar-
ticle precipitates on the bottom of the tubes. In contrast 
to the precipitates, over a matter of days the superna-
tant of this reaction becomes fluorescent (Figure 1). We 
tested a variety of Good’s buffers and other similar small 
molecules for their ability to template gold nanoparticles 
and clusters.  Some small molecules produced single 
fluorescent species and others produced mixtures of flu-
orescent species. Single species exhibit a single emission 
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peak when excited at different wavelengths, while multiple 
species exhibit different emission peaks when excited at 
different wavelengths. As we have reported here, in the 
process of metal cluster synthesis, gold nanoparticles are 
formed first and only after many days, as these nanopar-
ticles partially dissolve in the reaction medium, are the 
fluorescent clusters formed.  Our detailed experimental 
investigation suggests that the Good’s buffer stabilized 
clusters are produced from an etching process of Good’s-
protected nanoparticles. 

!

Figure 1. Fluorescence excitation (gray) and emission (black) 
spectra of small molecule stabilized Au nanoclusters: (a) HEPES 
and (b) MES.  Insert photography was taken by illuminating the 
solution with a mercury arc lamp through a bandpass filter cen-
tered at 405±20 nm.

Ultimately, our objective is to compare experimentally 
observed and theoretically predicted photophysical transi-
tions for each complex, so that we may tailor the chemical 
synthesis to produce highly stable fluorescent nanoclus-
ters with predicted photophysical properties.  Toward 
this goal, we have characterized the nanoclusters by bulk 
fluorescence measurements, fluorescence correlation 
spectroscopy (FCS), and time correlated single photon 
counting (TCSPC).  FCS was used to measure the emission 
rate per cluster, hydrodynamic radius, and to estimate the 
concentration of the fluorescent clusters synthesized.  We 
found, through measurement of photon detection rates, 
that MES (5.7 kHz) and HEPES (1.7 kHz) stabilized clusters 
were comparable in fluorescence to the maximum pho-
ton detection rate of norharmane (~2 kHz), a UV dye with 
similar excitation spectra and a large quantum yield (Q.Y. 

= 58%), suggesting that our synthesized clusters are as 
bright, or brighter than commercial dyes.  Further, from 
the measured diffusion coefficients, determined by FCS, 
we infer that the fluorescent species is substantially larger 
than a complex between a single gold atom and a single 
MES or HEPES molecule, but with approximate diameters 
of 7.4±0.7 Å (for MES-templated clusters) and 9.0±4.4 Å 
(for HEPES-templated clusters).  

In summary, we have produced a new method for prepar-
ing fluorescent and water-soluble Au nanoclusters using 
small molecules as reducing agents and stabilizing ligands.   
The reaction proceeds by first forming irregularly shaped 
nanoparticles, which are subsequently etched by excess li-
gands to produce fluorescent nanoclusters.  These reaction 
mixtures yield fluorescent species with sizes consistent 
with gold cores of a few atoms, and have large effective 
quantum yields with nanosecond fluorescence lifetimes.  
Although the detailed mechanisms of Au-ligand nanoclus-
ter coordination need further studies, the findings of the 
current work hold promise for designing capping ligands 
for the synthesis of fluorescent Au nanoclusters that can 
be directly linked to biological molecules.  This study also 
provides a starting point toward understanding the forma-
tion and stabilization of small size nanoclusters and may 
represent an inexpensive method to produce fluorescence 
species from bulk colloidal gold.  This work has been sub-
mitted for review and publication to Journal of Physical 
Chemistry C.  

Additionally, we have synthesized specific sized cationic 
gold clusters using traditional inorganic methods.  Our goal 
was to understand the effect ligand type had on fluores-
cence properties and the change in geometry, and effec-
tive change on photophysics, with ligand exchange.  We 
find that the as -ynthesized phosphine protected clusters 
are nonfluorescent.  Yet, when ligand exchanged with a se-
ries of amine ligands, the protected gold clusters are highly 
emissive.  These results are highly intriguing as tradition-
ally soft metals, such as gold, bind more strongly to soft 
ligands such as phosphines.  However, only when a hard li-
gand, such as an amine, is bound they become fluorescent.  
The nature of this quandary and ligand binding strength is 
being investigated using density functional theory calcula-
tions.

Nanoclusters in biological structures
Efforts are being made to tune the emission wavelength 
of metallic nanoclusters to make them useful for multiplex 
assays both for in-vivo and in-vitro studies. Most multiplex 
assays for biological molecules are performed under one 
buffer condition and usually at physiological pH. Prior to 
our work no one had yet synthesised nanoclusters emitting 
at different wavelengths without changing the surrounding 
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conditions i.e. pH, buffer, temperature. We have developed 
procedures for the synthesis of Ag-nanoclusters fluorescing 
at different wavelengths that depend upon the sequence 
and length of the DNA strands, and that are synthesized 
with the same salt and pH-conditions (Figure 2).  In one 
of these constructs the silver cluster was templated by an 
aptamer that recognizes the protein thrombin.  We find 
that our silver nanocluster-aptamer can be used to detect 
nM quantities of thrombin, without competing reactions 
with other proteins (Figure 3).  Thus, not only are we able 
to form clusters in biological molecules, we are able to 
use them for biological detection.  These clusters are also 
being used to study the energy transfer between clusters, 
organic dyes and nanoparticles.  These experimental re-
sults will be compared to resently developed theoretical 
approaches by our team for understanding energy transfer 
of gold and silver nanoclusters.  Two papers are in progress 
for submission detailing the results described above. 

!

Figure 2. Excitation and emission spectra of Ag-nanoclusters 
encapsulated by different DNA strands. (A) Green nanoclusters. 
(B) Orange nanoclusters. (C) Red nanoclusters (D) Far-red region 
nanoclusters. (Also the DNA strands encapsulating each nano-
clusters along with the emissive solutions of nanoclusters are 
shown).

!

Figure 3. Our silver nanocluster aptamer can detect tiny (nM) 
quantities of the protein thrombin, and is not confused by other 
proteins. Fluorescence emission of Ag-nanoclusters after addi-
tion of different proteins. (a) The effect of different proteins on 
the fluorescence emission of thrombin aptamer templated silver 
nanoclusters  (b) the effect of thrombin protein on random DNA 
sequence templated silver nanoclusters (i.e. control).

Future Work
We will: A) explore bio-inspired and traditional methods of 
cluster synthesis [tasks: A1) design MBP and protein scaf-
folds for nanocluster synthesis; A2) conduct phage display 
panning to find peptides that template nanoclusters; A3) 
clone peptides into proteins; A4) develop and understand 
small molecule templates for cluster synthesis; A5) syn-
thesize clusters in DNA scaffolds], B) characterize cluster 
morphology and photophysical properties [tasks: B1) char-
acterize morphology of clusters by Raman, TEM, and FCS; 
B2) determine cluster number by mass spectrometry; B3) 
characterize photophysical properties],  C) correlate these 
experimental measurements with electronic structure 
and dynamics calculations to improve fundamental under-
standing of cluster properties [tasks: C1) use first principles 
based calculations to model electronic structure and pho-
toexcited state dynamics of clusters; C2) better understand 
the mechanisms for fluorescence; C3) better understand 
the transition to nanoparticles], and D) demonstrate the 
utility of the clusters for applications in biological imaging 
and sensing.

Conclusion

We have shown that small molecule ligands can be used 
to make clusters of defined fluorescence.  Through a series 
of modeling and synthetic investigations we have begun 
to understand the functionality that is important for not 
only gold coordination, but also templation of the cluster.  
Through photophysical characterization we have defined 
the size of the fluorophore and determined fluorescence 
lifetime and brightness (quantum yield etc).  
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Introduction
Condensed matter physics is entering an exciting age 
where our emerging ability to control materials prop-
erties holds tremendous promise for addressing the 
world’s most basic needs.  Superconductivity, the perfect 
flow of electricity resulting from quantum mechanics 
on a macroscopic scale, will be critical for meeting the 
energy demands of the future.  Unconventional super-
conductors, with their inherent strong electronic correla-
tions that allow the flow of current without loss at tem-
peratures nearly half that of room temperature, provide 
the best opportunity for meeting these energy needs. 
To date, the inability to design superconducting materi-
als from basic principles has plagued the international 
scientific community and represents one of its greatest 
challenges.  Recent experimental discoveries reveal ma-
terials-specific anisotropic characteristics of these com-
plex electronic oxides and metals that enhance their su-
perconducting properties, but their microscopic origins 
are completely unknown.  Our scientific objective utilizes 
a novel approach to discover the fundamental atomic-
scale, structure-property materials’ characteristics that 
generate this unconventional superconductivity, by em-
ploying a comprehensive suite of experimental probes 
and state-of-the-art theoretical tools.  Success will take 
condensed matter to a whole new level of understanding 
in superconductivity and materials research.

Benefit to National Security Missions
This project will support the DOE mission in nuclear 
weapons by enhancing our understanding of actinide 
materials in general. In addition, we will directly support 
the DOE mission in energy security by enhancing our un-
derstanding of superconductors.

Progress
Much of the work in the first year has focused on opti-
mizing and testing experimental and theoretical tech-
niques. We will apply these techniques in years 2 and 3. 
After receiving electro-refined Uranium (which is ultra 
high purity) from Ames in February, we have synthesized 
several known heavy fermion superconductors. These in-
clude Uranium-Cobalt-Germanium and Uranium-Palladi-

um-Aluminum. We are also finished refurbishing a zone 
refinement setup and are building our own electrorefin-
ing setup which can remove strain and magnetic impuri-
ties from crystals, respectively. Our goal is higher quality 
crystals which will result in much better signal to noise 
ratios in our measurements. This will allow us to observe 
the physics that is responsible for superconductivity.

Various measurements, including angle-resolved pho-
toemission spectroscopy (ARPES), quantum oscillation, 
specific heat, tunneling, nuclear magnetic resonance 
(NMR), and neutron scattering have been initiated on 
the crystals we have grown as well as on Plutonium-Co-
balt-Gallium. These measurements allow us to study the 
charge, spin, and superconducting gap anisotropy. A uni-
axial pressure setup for measuring the charge degrees of 
freedom with quantum oscillation studies of unconven-
tional superconductors has been constructed.  We have 
also investigated the pressure dependence of Uranium-
Nickel-Silicide, a 90 K ferromagnet. High pressure (6GPa) 
completely suppressed the ferromagnetic transition, but 
there was no evidence for superconductivity [7]. Perhaps 
cleaner crystals are required. We refurbished a dilution 
refrigerator in order to acquire better NMR data. With 
these data, we will study the spin degrees of freedom on 
superconductors in zero magnetic field. Our measure-
ments are in progress.

Our theoretical team has implemented a Numerical 
Renormalization Group (NRG) solver to perform single-
site Dynamical Mean Field (DMFT) calculations. DMFT is 
a powerful new theoretical technique to study  strongly 
correlated materials, but one must choose a particular 
solver depending on the energy scales of interest. The 
NRG solver will permit accurate calculations at the low 
energies of interest for superconductivity. We performed 
calculations on Plutonium-Cobalt-Gallium, specifically to 
compare with the experimental results from the ARPES 
work. We have developed a large-N equation-of-motion 
impurity solver [5], and are also developing and debug-
ging the NRG algorithm for two-impurity models. This is 
an important step for trying to understand the Coulomb 
interaction between two different f-element atoms. Spe-
cifically, this will permit our calculations to explicitly look 
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for effects due to magnetism and be able to predict super-
conducting transition temperatures.

In addition, the recently discovered “pnictides” represent 
a new class of superconductors, which appear to be highly 
tunable, and thus relevant to our approach. We have es-
tablished that the Nickel-based systems are likely to be 
conventional superconductors [4]. Surprisingly, the su-
perconducting transition temperature scales in the Nickel 
compounds in a similar way to the Iron compounds which 
suggests that coupling to the lattice is more important 
than originally thought for producing the relatively high 
transition temperatures [6]. We have also performed dHvA 
[3] and theoretical modeling work [2] to understand the in-
terplay of magnetism with the anisotropic pairing potential 
which generates superconductivity. NMR measurements 
have shown that the magnetism coexists microscopically 
with the superconductivity [1].  As promised, we have 
also synthesized new systems with actinides and the iron-
arsenide compounds, discovering a new Uranium-Iron-Ar-
senide material. This material is magnetic. As in other iron 
arsenide compounds, it may require pressure or doping to 
generate superconductivity.

To further understand the role of structure and bonding in 
generating the strong correlations which are favorable for 
superconductivity, we have synthesized 12 new cerium, 
ytterbium, and uranium compounds. Many compounds 
had structural aspects in common with other known super-
conductors. Of these compounds we found that a cerium-
platinum-indium compound displays superconductivity 
under applied pressure [8]. This compound is more layered 
than other known cerium based magnetic superconduc-
tors, yet the transition temperature of 2 K is the same as 
other known cerium based superconductors. Theoretical 
analysis allows us to speculate that the reason for the lack 
of increase in transition temperature is due to a reduction 
in the spin fluctuations. 

Future Work
Understanding the strong electronic correlations that give 
rise to the anisotropies beneficial to unconventional su-
perconductivity is the most direct path to move beyond 
serendipity into designing improved superconductors.  The 
entwined spin, charge, and lattice degrees of freedom in 
strongly correlated systems require closely coupled experi-
mental and theoretical efforts combined within a non-trivi-
al (but direct) approach.  To be successful in this endeavor, 
we must:

experimentally identify and subsequently decouple the 1. 
momentum-dependent spin and charge anisotropies 
and energy scales relevant for unconventional super-
conductivity

theoretically determine the microscopic aspects of 2. 
the underlying crystal structure/chemistry that lead to 
these correlation-driven anisotropies

integrate these experimental and theoretical thrusts to 3. 
produce a microscopic understanding of the interac-
tions that enable prediction and synthesis of new en-
hanced unconventional superconductors

We will achieve this by using pressure, magnetic field, and 
chemical tuning to vary superconducting behavior, and 
observe with a set of spin, charge, and lattice probes to 
identify which responses are correlated with superconduc-
tivity. On the theoretical side, we will use band structure 
and dynamical mean-field theory to identify which aspects 
of a crystal structure are responsible for those responses. 
Finally, we will combine theory and experiment to identify 
new crystal structures promising for superconductivity, and 
ways to improve existing materials.

Conclusion
We expect to develop a playbook to design new super-
conducting materials. We will achieve this by learning 
how tuning a material’s structure drives specific material 
properties which we can correlate with superconducting 
properties. Los Alamos is uniquely poised to capitalize on 
this new understanding for designing the next generation 
of improved correlated electron superconductors, through 
an integrated experimental and theoretical approach per-
formed by its assembled team of world-class experts in 
superconductivity that will test and expand the limits of 
research at high magnetic fields and pressure, materials 
synthesis, and of theory and simulation. We now possess 
the capability of synthesizing the cleanest samples pos-
sible, which will allow us to detect what are the key factors 
for generating superconductivity, and we will be able to 
address the observation of why layered superconductors 
with increased spin fluctuations appear to be favorable for 
superconductivity. 

References
Baek, S.-H., H. Lee, S. E. Brown, N. J. Curro, E. D. 1. 
Bauer, F. Ronning, T. Park, and J. D. Thompson. 
NMR Investigation of Superconductivity and 
Antiferromagnetism in CaFe[sub 2]As[sub 2] under 
Pressure. 2009. Physical Review Letters. 102 (22): 
227601.

Dai, J. H., Q. M. Si, J. X. Zhu, and E. Abrahams. Iron 2. 
pnictides as a new setting for quantum criticality. 2009. 
Proceedings of the National Academy of Sciences of 
the United States of America. 106 (11): 4118.

Harrison, N., R. D. McDonald, C. H. Mielke, E. D. Bauer, 3. 
F. Ronning, and J. D. Thompson. Quantum oscillations 
in antiferromagnetic CaFe/sub 2/As/sub 2/ on the 
brink of superconductivity. 2009. Journal of Physics: 
Condensed Matter. 21 (32): 322202 (4 pp.).

Kurita, N., F. Ronning, Y. Tokiwa, E. D. Bauer, A. Subedi, 4. 
D. J. Singh, J. D. Thompson, and R. Movshovich. Low-



50

Temperature Magnetothermal Transport Investigation 
of a Ni-Based Superconductor BaNi[sub 2]As[sub 2]: 
Evidence for Fully Gapped Superconductivity. 2009. 
Physical Review Letters. 102 (14): 147004.

Qi, Y. N., J. X. Zhu, and C. S. Ting. Validity of the 5. 
equation-of-motion approach to the Kondo problem in 
the large-N limit. 2009. Physical Review B. 79 (20).

Ronning, F., E. D. Bauer, T. Park, S.-H. Baek, H. Sakai, 6. 
and J. D. Thompson. Superconductivity and the effects 
of pressure and structure in single-crystalline SrNi[sub 
2]P[sub 2]. 2009. Physical Review B (Condensed Matter 
and Materials Physics). 79 (13): 134507.

Sakai, H., S.-H. Baek, E. D. Bauer, F. Ronning, and J. D. 7. 
Thompson. 29Si-NMR study of magnetic anisotropy 
and hyperfine interactions in the uranium-based 
ferromagnet UNiSi2. 2009. 

Bauer, E. D., V. A. Sidorov, H. Lee, N. Kurita, F. Ronning, 8. 
R. Movshovich, and J. D. Thompson. Coexistence 
of Antiferromagnetism and Superconductivity in 
CePt2In7.. 2009. 

Publications
Baek, S.-H., H. Lee, S. E. Brown, N. J. Curro, E. D. Bauer, F. 
Ronning, T. Park, and J. D. Thompson. NMR Investigation 
of Superconductivity and Antiferromagnetism in CaFe[sub 
2]As[sub 2] under Pressure. 2009. Physical Review Letters. 
102 (22): 227601.

Bauer, E. D., V. A. Sidorov, H. Lee, N. Kurita, F. Ronning, 
R. Movshovich, and J. D. Thompson. Coexistence of 
Antiferromagnetism and Superconductivity in CePt2In7.. 
2009. 

Bobev, S., S. Q. Xia, E. D. Bauer, F. Ronning, J. D. 
Thompson, and J. L. Sarrao. Nickel deficiency in RENi2-xP2 
(RE = La, Ce, Pr). Combined crystallographic and physical 
property studies. 2009. Journal of Solid State Chemistry. 
182 (6): 1473.

Dai, J. H., J. X. Zhu, and Q. M. Si. f-spin physics of 
rare-earth iron pnictides: Influence of d-electron 
antiferromagnetic order on the heavy-fermion phase 
diagram. 2009. Physical Review B. 80 (2).

Dai, J. H., Q. M. Si, J. X. Zhu, and E. Abrahams. Iron 
pnictides as a new setting for quantum criticality. 2009. 
Proceedings of the National Academy of Sciences of the 
United States of America. 106 (11): 4118.

Harrison, N., R. D. McDonald, C. H. Mielke, E. D. Bauer, 
F. Ronning, and J. D. Thompson. Quantum oscillations in 
antiferromagnetic CaFe/sub 2/As/sub 2/ on the brink of 
superconductivity. 2009. Journal of Physics: Condensed 
Matter. 21 (32): 322202 (4 pp.).

Hu, X., C. S. Ting, and J. X. Zhu. Vortex core states in a 
minimal two-band model for iron-based superconductors. 
2009. Physical Review B. 80 (1).

Klimczuk, T., T. M. McQueen, A. J. Williams, Q. Huang, 
F. Ronning, E. D. Bauer, J. D. Thompson, M. A. Green, 
and R. J. Cava. Superconductivity at 2.2 K in the layered 
oxypnictide La[sub 3]Ni[sub 4]P[sub 4]O[sub 2]. 2009. 
Physical Review B (Condensed Matter and Materials 
Physics). 79 (1): 012505.

Kurita, N., F. Ronning, C. F. Miclea, E. D. Bauer, J. D. 
Thompson, A. S. Sefat, M. A. McGuire, B. C. Sales, D. 
Mandrus, and R. Movshovich. Low-temperature thermal 
conductivity of BaFe[sub 2]As[sub 2]: A parent compound 
of iron arsenide superconductors. 2009. Physical Review 
B (Condensed Matter and Materials Physics). 79 (21): 
214439.

Kurita, N., F. Ronning, Y. Tokiwa, E. D. Bauer, A. Subedi, 
D. J. Singh, J. D. Thompson, and R. Movshovich. Low-
Temperature Magnetothermal Transport Investigation 
of a Ni-Based Superconductor BaNi[sub 2]As[sub 2]: 
Evidence for Fully Gapped Superconductivity. 2009. 
Physical Review Letters. 102 (14): 147004.

Qi, Y. N., J. X. Zhu, and C. S. Ting. Validity of the equation-
of-motion approach to the Kondo problem in the large-N 
limit. 2009. Physical Review B. 79 (20).

Ronning, F., E. D. Bauer, T. Park, N. Kurita, T. Klimczuk, 
R. Movshovich, A. S. Sefat, D. Mandrus, and J. D. 
Thompson. Ni2X2 (X = pnictide, chalcogenide, or B) based 
superconductors. 2009. Physica C-Superconductivity and 
Its Applications. 469 (9-12): 396.

Ronning, F., E. D. Bauer, T. Park, S.-H. Baek, H. Sakai, and 
J. D. Thompson. Superconductivity and the effects of 
pressure and structure in single-crystalline SrNi[sub 2]
P[sub 2]. 2009. Physical Review B (Condensed Matter and 
Materials Physics). 79 (13): 134507.

Sakai, H., S.-H. Baek, E. D. Bauer, F. Ronning, and J. D. 
Thompson. 29Si-NMR study of magnetic anisotropy and 
hyperfine interactions in the uranium-based ferromagnet 
UNiSi2. 2009. 

Sefat, A. S., D. J. Singh, R. Y. Jin, M. A. McGuire, B. C. Sales, 
F. Ronning, and D. Mandrus. BaT2As2 single crystals (T = 
Fe, Co, Ni) and superconductivity upon Co-doping. 2009. 
Physica C-Superconductivity and Its Applications. 469 
(9-12): 350.

Sefat, Athena S., Michael A. McGuire, . , Brian C. Sales, . , 
. , E. D. Bauer, and . . Structure and anisotropic properties 
of BaFe[sub 2 - x]Ni[sub x]As[sub 2] (x = 0, 1, and 2) single 
crystals. 2009. Physical Review B (Condensed Matter and 
Materials Physics). 79 (9): 094508.



51

Si, Q. M., E. Abrahams, J. H. Dai, and J. X. Zhu. Correlation 
effects in the iron pnictides. 2009. New Journal of Physics. 
11.

Vorontsov, A. B., I. Vekhter, and M. J. Graf. Pauli-limited 
upper critical field in dirty d-wave superconductors. 2008. 
Physical Review B (Condensed Matter and Materials 
Physics). 78 (18): 180505 (5 pp.).



Directed Research
Continuing Project

Chemistry and Material Sciences

52

Introduction
In recent years the field of atomistic-scale simulations 
has seen two exciting developments.  First, the continu-
ing advances in high-performance computing, in particu-
lar the maturation of massively parallel supercomputers 
consisting of hundreds, to hundreds of thousands, of 
processors working in concert, have enabled the study 
of complex phenomena in fluids and solids by the direct 
atom-by-atom (“molecular dynamics” (MD)) modeling 
of systems containing millions to billions of atoms.  Sec-
ondly, “accelerated MD” algorithms, developed at Los 
Alamos over the past decade, are enabling the modeling 
of thermally activated, rare event processes that take 
place on timescales of seconds or longer, far beyond the 
nanoseconds (billionths of a second) that traditional MD 
simulations have been able to reach.  However, such 
accelerated simulations have thus far been limited to 
several hundred to a few thousand atoms at most.  The 
goal of this project is to develop and validate techniques 
for combining the accelerated and large-scale MD tech-
niques, enabling for the first time atomistic simulations 
with both large size and long time scales, that will in 
certain cases directly overlap those of ultrafast, high-res-
olution experimental measurements.  We are pursuing 
two distinct approaches for achieving this integration, 
and focusing on two specific scientific materials science 
problems for study: (1) the nucleation, growth, and co-
alescence of voids leading to failure in metals; and (2) 
the interaction of a dislocation pileup forced against a 
grain boundary (GB), a fundamental issue controlling 
material strength.  These phenomena are representa-
tive of a large class of problems that have until now 
been tantalizingly just out-of-reach of current simulation 
techniques: requiring timescales of microseconds to 
milliseconds that have eluded direct MD, and sample di-
mensions as large as a micrometer that accelerated MD 
techniques have not been able to reach.

Benefit to National Security Missions
Atomistic-scale simulations are playing an increasing 
role in fundamental and applied materials science. Los 
Alamos has two distinct internationally recognized capa-
bilities in this area: large-scale molecular dynamics (MD) 

simulations, specifically the SPaSM (Scalable Parallel 
Short-range Molecular dynamics) code supported pri-
marily by the weapons program (ASC), and accelerated 
molecular dynamics algorithm development and imple-
mentation under the auspices of LDRD and Basic Energy 
Sciences (BES). The goal of this project is to develop 
and demonstrate the coupling of these two capabilities 
to address heretofore inaccessible problems in materi-
als science. The resulting transformational capability is 
expected to have immediate benefits to DOE missions 
in the Office of Science and Nuclear Weapons (NNSA 
Advanced Simulation and Computing) programs, by 
providing new computational tools and enhancing our 
understanding of the fundamental dynamics of materi-
als, in particular under extreme loading conditions that 
are difficult to probe experimentally.  The methods dem-
onstrated here should have applications beyond these 
initial materials science issues that we will focus on, for 
instance in studying the resistance of materials to other 
extreme conditions including radiation and corrosive 
environments; similarly, the materials science questions 
addressed here have impacts in nuclear and non-nuclear 
energy (e.g. turbine blade design), DOD programs (e.g. 
armor/anti-armor), and beyond.

Progress
As shown in Figure 1, two different routes are being 
pursued to couple large-scale and accelerated MD: (1) 
for situations where likely “active sites” of interest can 
be identified (e.g. locations where cracks are forming, 
voids are opening up, or more generally there is a high 
concentration of defects such as voids, interstitial at-
oms, or dislocations), SPaSM will provide the long-range 
stress boundary conditions for these active sites, using 
a subset of the available processors on a parallel super-
computer such as Roadrunner. At the same time, the 
remaining processors will be used to carry out acceler-
ated molecular dynamics simulations of the active sites 
using the parallel replica dynamics (“ParRep”) technique, 
which is particularly well-suited to the hybrid architec-
ture of Roadrunner. Alternatively, (2) a recently devel-
oped “local-bias hyperdynamics” method offers a way 
to simultaneously accelerate dynamics across a large 
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system, without the need to identify active sites ahead of 
time. This approach adds a local, rather than global, bias 
potential to the potential energy surface on which the sys-
tem evolves. 

Figure 1. Schematic of the two hybrid accelerated/large-scale 
molecular dynamics algorithms which are being developed under 
this project.  (Top) Concurrent approach in which large-scale 
MD provides the elastic strain boundary conditions for smaller 
regions in which rare events are expected to occur.  These smaller 
regions are followed with the parallel replica dynamics approach 
until such a rare event is detected, typically resulting in plastic 
deformation which may alter the long-range elastic strain field, 
provided by large-scale MD.  (Bottom) Local-bias hyperdynamics, 
in which the force field in each region is systematically modified 
to accelerate local events, but with a system-wide synchroni-
zation so that events in different regions occur in the proper 
sequence.

The concurrent SPaSM-ParRep algorithm has undergone 
initial “proof-of-concept” testing of its two separate phas-
es: first, carving an active site out of a larger simulation 
model, and then distributing it among a number of parallel 
replicas to accelerate transition events. This testing is being 
done for the dislocation-GB problem, with promising initial 
results as described below.  We have also modified the 
SPaSM code to partition the available processors between 
the large-scale simulation model and a single ParRep mod-
el of an active site; this assumption of a single active site is 
appropriate for the dislocation-GB problem which we are 
studying first, and will be straightforward to generalize to 
the arbitrary number of active sites that may be required 
for other problems. We have also tested the local-bias 
hyperdynamics approach on a model system with a wide 
range of transition rates. As desired, a uniform boost factor 
(acceleration) is seen for the entire set of transitions, giving 
confidence in our approach. We are optimizing the calcula-
tion of the local bias potential and tuning the parameters 
involved before implementing it in SPaSM (including the 

Roadrunner version). 

On the materials science side, we are studying two prob-
lems: (1) the interaction of a dislocation pileup forced 
against a GB (Figure 2), a fundamental mechanism which 
often determines the strength of materials, and (2) the nu-
cleation, growth, and coalescence of voids under tension, 
which can lead to “spall” failure of ductile metals following 
shock impact. Work in the first year has been focused on 
preparing for the integrated large scale/accelerated molec-
ular dynamics (MD) simulations that will be carried out in 
FY10. To do so, we have been utilizing separate large scale 
and accelerated MD studies to probe different aspects of 
these two phenomena.  Direct large-scale studies of spall 
failure of copper single crystals and bicrystals, as well as 
copper-zirconium bulk metallic glasses, have resulted in 
one paper in the Journal of Applied Physics, and several 
others in press.  This work, which included several produc-
tion simulations on Roadrunner during its “Open Science” 
period, has provided insight about how voids nucleate 
(primarily at dislocation intersections or GBs), grow (once 
they reach a critical void size), and coalesce. Of particular 
note, we have demonstrated a competition between het-
erogeneous nucleation of voids at GBs, which leads to spall 
failure along such boundaries at slower strain rates, and 
the homogeneous void nucleation inside crystalline grains 
at higher strain rates (Figure 3).  This latter process has also 
been studied by accelerated MD simulations (temperature 
accelerated dynamics, or TAD), revealing some basic unit 
processes which produce Frenkel pairs (a lattice atom mov-
ing into an interstitital position, leaving behind a vacancy), 
dislocation loops, or other defects under uniaxial tension.  
We have discovered a remarkable property of such simula-
tions due to their high degree of symmetry that enables us 
to make conclusions about the spontaneous defect forma-
tion timescales in macroscopic samples.

Figure 2. Conventional MD simulation of a dislocation pile-up at 
an aluminum grain boundary.  Atoms are colored according to 
their local potential energy.  (Left) Initial unrelaxed configuration 
consisting of a four-dislocation pileup against an asymmetric 
grain boundary, with an applied shear stress of 4 GPa.  (Right) 
Configuration after 3 ps at room temperature.  The leading 
two dislocations have entered the grain boundary, and one has 
already been transmitted into the top grain.
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Figure 3. Incipient spall failure in a copper bicrystal, showing how 
different failure mechanisms can occur at different strain rates.  
Only atoms at the surface of a void are shown, after the initial 
nucleation and growth stage when nearby voids have begun to 
coalesce.  Two simulations are shown, both with a bicrystal 225 
nm tall (i.e. each grain is 112.5 nm tall) with one grain boundary 
as indicated and a second at the periodic (top/bottom) boundary.  
The samples are 20 nm thick, and shocked with a 400 m/s impact 
velocity.  (Top) Sample length 205 nm, which results in a very 
high tensile strain rate and homogeneous nucleation within the 
grains, leading to a vertical spall plane.  (Bottom) Sample length 
1025 nm, which results in a lower tensile strain rate and a longer 
time for heterogeneous nucleation of voids along the grain 
boundaries.  These simulations were performed on Roadrunner, 
and include 54 and 270 million atoms, respectively.

For the dislocation pileup problem, we have chosen a 
“typical” asymmetric GB in aluminum, applying dislocation 
pileup theory to introduce the leading few (3-5) disloca-
tions which are atomistically represented, and the elastic 
strain field due to the remaining, more distant, dislocations 
in the pileup. An alternate method in which dislocations 
are introduced one at a time, allowing the system to relax 
at each step, has also been developed and will enable us to 
study scenarios in which the loading is gradually increased 
at a constant strain rate. The configuration created by 
either technique is then imported into SPaSM, which ap-
plies the appropriate shear boundary conditions as imple-
mented on both the Roadrunner and conventional code 
versions.  We have studied a variety of GBs, using conven-
tional MD simulations at high applied stresses so that dis-
location absorption, reflection, and/or transmission occur 
at the ps-to-ns timescales accessible without acceleration. 
This have given insight into the processes that may occur, 
including GB geometries with several competing mecha-
nisms whose balance will likely change at more realistic 

strain rates (timescales of µs to ms) that we will be able 
to access with the hybrid techniques we are developing. 
We have also carved out a small active site near the GB, 
both before and after introducing the dislocation pileup, to 
accelerate using ParRep.  These tests suggest that one of 
our main concerns, that a GB could rapidly hop between a 
very large number of detailed atomistic configurations and 
limit the potential boost (acceleration), is not the potential 
roadblock that we feared.  Indeed, even after introducing 
the dislocation pileup (and more disorder) near the GB, 
only a few dozen distinguishable states have been found.

Future Work
In the remaining two years of this project, we are plan-
ning to complete the development and testing of both 
algorithms, resulting in computer codes that effectively 
utilize Roadrunner. Through applying these techniques to 
the spall and dislocation pileup problems, we will gain a 
firm understanding of the strengths and weaknesses of 
each approach for these model problems. Finally, we ex-
pect that both these novel algorithms, and the insight they 
will provide into these two fundamental materials science 
phenomena, will be published in top-notch peer-reviewed 
scientific journals.

Conclusion
This project is expected to lead to one or more algorithms 
and practical computer codes that will effectively utilize 
DOE supercomputer platforms - in particular LANL’s Road-
runner - to study microscopic phenomena underlying the 
mechanical behavior and strength of materials at an atom-
by-atom level, for size and time scales that are both larger 
and longer than currently possible.  We will then utilize 
this unique capability to investigate fundamental materials 
science questions that have eluded direct study for a half-
century or longer.  Through this effort, we will help main-
tain America’s leadership role in advanced high-perfor-
mance computing, materials science, and nanotechnology.
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Introduction
We are working to enhance the radiation resistance of 
materials by manipulating their properties at the nano-
scale to directly affect the evolution of damage cascades. 
The design of future nuclear power reactors, includ-
ing advanced fuel cycles, Gen IV and fusion reactors 
places high demands on reactor cladding and structural 
materials. These extreme operating conditions include 
extremely high irradiation doses, corrosive liquid metal 
environments, and higher operating temperatures with 
minimal change in mechanical properties.  At present, 
the best engineered materials for high dose nuclear ap-
plications reach their structural limit at relatively low 
irradiation dose. Their mechanical integrity at elevated 
temperatures degrades at even lower irradiation doses. 
Thus, transformative research in materials development 
is required to meet the needs of future nuclear reactors.

The reason why materials fail under irradiation can be 
traced at the most fundamental level to the accumula-
tion of the defects produced during the irradiation pro-
cess. Left unbridled such processes lead to swelling and 
chemical changes that compromise the material’s me-
chanical and corrosion resistant properties.  Therefore, 
the principal challenge in the development of materials 
with radically extended performance limits in extreme 
radiation environments is to increase the recovery effi-
ciency of radiation-induced defects.

Our approach in addressing this problem will be to 
develop materials that will contain special internal 
features, i.e.,  interfaces, that can be designed at the 
atomic-scale to attract, absorb and annihilate radiation-
induced defects, thereby allowing design of nanostruc-
tured materials for radiation damage tolerance.  This 
will build on recent scientific breakthroughs at LANL that 
presents a new paradigm in designing materials with 
the specific property of radiation damage tolerance. The 
central idea of this proposal is atomic-scale design of 
stable internal interfaces that impart radiation tolerance 
to materials by attracting, absorbing, and annihilating 
point defects.

Benefit to National Security Missions
This work will support the mission of the DOE Office of 
Science, explicitly the BES-stated Basic Research Needs 
for Advanced Nuclear Energy Systems, included a prior-
ity research direction on Nanoscale Design of Materials 
and Interfaces that Radically Extend Performance Limits 
in Extreme Radiation Environments.

Progress

Experimental
For copper-niobium multilayers, we have completed 
experiments on the irradiation response, studying the 
helium solubility at interfaces. The helium-ion irradi-
ated samples were examined in a transmission electron 
microscope (Figure 1) to determine the depth range 
over which helium bubbles were detected. The helium 
concentration profile was measured accurately with ion 
beam method: nuclear reaction analysis. These experi-
ments show that helium solubility increases from be-
low 0.1 atomic% in pure copper, to 2 atomic% in 5 nm 
copper-niobium layers, to 4 atomic% in 2.5 nm layers. 
These experiments validate the atomistic model predic-
tions of high helium solubility at interfaces due to the 
atomic structure of the interface. To compare different 
interfaces, similar experiments are now in progress in 
vanadium-silver multilayers.

Focused-ion-beam machined micropillar specimens were 
used to obtain compressive stress-strain curves for Cu/
Nb multilayers before and after ion irradiation. For these 
mechanical tests, a series of helium (He) ion irradiations 
with different energies and doses were performed at 
room temperature to produce a near constant He con-
centration of 6 ± 1 at% over a depth of 1__m in Cu-Nb 
multilayers with individual layer thicknesses ranging 
from 2.5 nm to 50 nm. Transmission electron microscopy 
shows He bubbles, approximately 1 nm in diameter, 
throughout the multilayered films, but the average he-
lium bubble density, swelling and lattice expansion re-
duce with decreasing bilayer period. Consistent with the 
reduction in damage with reducing layer thickness, the 
magnitude of radiation hardening decreases significantly 
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with decreasing layer thickness, without any measurable 
loss in deformability.

Figure 1. Under-focused bright field transmission electron micro-
scope (TEM) micrograph showing helium bubbles “white dots” 
in a 2.5 nm Cu/2.5 nm Nb ion irradiated multilayer. Comparison 
of this image with measured helium concentration as a function 
of depth gives a measure of the minimum helium concentration 
above which bubbles are resolved.

Modeling
The Boltzmann form  for vacancy concentra-
tions states that the thermal equilibrium number of vacan-
cies decreases to zero as the temperature is lowered to 
zero. We found, however, that interfaces present in Cu-Nb 
multilayer composites contain a non-zero concentration 
of ground state or “constitutional” vacancies, which are 
present even at zero temperature. These vacancies form 
due to the unusual lowest-energy structure of Cu-Nb inter-
faces, shown in Figure 2. Here blue atoms are Nb, yellow 
atoms are Cu in perfect crystal sites, and red atoms are Cu 
situated in areas of high free volume. Because these high 
volume sites provide preferential trapping locations for 
misfitting interstitial solutes, this structure accounts for the 
high solubility at Cu-Nb interfaces of He, a deleterious ele-
ment that gets implanted in materials operating in some 
extreme irradiation environments like the interiors of mag-
netic confinement fusion devices. This finding is described 
in a manuscript currently under review in Physical Review 
B—Rapid Communications.

To better understand how He becomes trapped at high 
free volume sites, how it diffuses between them, as well 
as the conditions under which it begins to precipitate out 
in the form of nanoscale bubbles, we are constructing 
an Embedded Atom Method (EAM) potential to describe 
Cu-Nb-He system. To this end, we are carrying out density 
function theory (DFT) calculations to study the behavior 
of interstitial and substitutional He in FCC Cu and BCC Nb. 
This potential will also allow us to investigate the depen-
dence of interface mechanical properties (for example the 
shear and tensile strength) as a function of the concentra-
tion of He trapped at the interface. By providing insight 
into the connections between interface structure and He 
solubility, our work is laying the foundation for tailoring 
nanocomposites to survive exposure to radiation environ-
ments with high implanted He/dpa (dpa: displacement per 
atom) ratios, such as those found in fusion reactors.

Figure 2. Ground state Cu-Nb interface configuration. Blue atoms 
are Nb and yellow atoms are Cu with 6 nearest neighbors in the 
interface Cu (111) plane. Red atoms have less than 6 nearest 
neighbors in the interface Cu (111) plane and have a higher free 
volume than the rest of the Cu-Nb interface.

We have also examined the role that grain boundaries play 
in the radiation tolerance of nanostructured materials, using 
a tilt grain boundary in Cu as a model system (Figure 3).  We 
focused on two time-scale regimes: the ps time scale over 
which damage (primarily interstitials and vacancies) is cre-
ated by collision cascades (using molecular dynamics) and 
the longer time scales over which those defects annihilate 
and aggregate (using accelerated molecular dynamics).  We 
found the efficiency of grain boundaries to absorb defects 
depends on the distance the collision cascade occurs from 
the boundary.  In most cases, more defects remain after the 
cascade in materials with boundaries than without, suggest-
ing poorer radiation tolerance.  However, when long-time 
behavior is accounted for, we find that grain boundaries 
exhibit an enhanced self-healing capability and that inter-
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stitials absorbed at the boundary during the cascade can be 
reemitted to annihilate with vacancies in the bulk.  This “in-
terstitial emission” mechanism occurs with a very small bar-
rier of 0.17 eV (compared to 0.7 eV for bulk vacancy migra-
tion) and can annihilate defects that are separated by 4-5 
nearest neighbor distances.  This mechanism leads to su-
perior radiation tolerance at temperatures where vacancies 
are essentially immobile.  These results explain experimen-
tal observations of radiation damage effects in nanocrystal-
line gold, which show worse tolerance than large-grained 
counterparts at low temperature but enhanced recovery at 
intermediate temperatures. 

Figure 3. Mechanism of interstitial emission as observed in the 
dynamical evolution of cascade damage near a sigma 11 sym-
metric tilt boundary in Cu via temperature accelerated dynamics.  
One event with a barrier of 0.17 eV leads to the annihilation of 
3 vacancies in the bulk region by the emission of 3 interstitials 
loaded into the boundary.  This mechanism occurs much faster 
than vacancy diffusion (0.7 eV barrier).  Further studies show 
that the loading of the boundary with radiation-induced intersti-
tials is crucial for this mechanism to occur.

Future Work
Following our discovery of “super sink” interfaces we have 
a truly unique opportunity to develop highly radiation 
tolerant nanocomposite materials. We have shown that 
such interfaces stabilize material microstructure and ef-
ficiently heal radiation damage by attracting, absorbing, 
and catalyzing the annihilation of radiation-induced point 
defects.  Our objectives in this work will be: 1) develop a 
generalized description, applicable to any interface in any 
material, of the properties that make an interface a “super 
sink” for radiation-induced defects; 2) explore the irradia-
tion stability of nano-composites over a broad spectrum 
of extreme environments (high irradiation dose, long time, 
high temperature, and corrosion to simulate real reac-
tor environments conditions); and 3) explore the effect 
of irradiation (particularly at high doses) on mechanical 
properties such as strength and ductility. Our approach in-
tegrates theory, modeling, and experiments to formulate, 
validate, and test the limits of strategies for enhancing ra-
diation damage resistance of materials by maximizing their 
content of super sink interfaces. Our findings will lay the 
scientific foundations for intelligently designing radiation 
tolerant materials for future nuclear reactors.

Conclusion
We have 3 objectives in this research that we believe will 
lead to the development of materials with high radiation 
tolerance. First, to develop a generalized description, ap-
plicable to any interface in any material, of the properties 
that make an interface a “super sink” for radiation-induced 
defects. Second, explore the irradiation stability of nano-
composites over a broad spectrum of extreme conditions 
(high irradiation dose, long time, high temperature, and 
corrosion). Third, explore the effect of irradiation (par-
ticularly at high doses) on mechanical properties such as 
strength and ductility.

Publications
Demkowicz,D.Bhattacharyya,et.al., M. J.. High helium solu-
bility at Cu-Nb interfaces due to ground state vacancies. 
Physical Review B - Rapid Communications.
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Introduction
This project is directed toward development of new 
actinide science capabilities to respond to the future 
national security mission environment, nuclear energy, 
weapons complex transformation, and the evolution of 
actinide science and technology that will be applicable 
to national security.  We will address fundamental sci-
ence that will enhance stockpile stewardship, reduce 
global nuclear threats, and lead to sustainable nuclear 
energy. Los Alamos strengths in actinide chemistry, ma-
terial synthesis, condensed matter physics, complex sys-
tems, emergent phenomena, and theory and modeling 
provides a world-class foundation from which to develop 
these capabilities, and help transform the Laboratory 
mission over the next five years.

Benefit to National Security Missions
Knowledge and expertise in actinide science is central to 
the mission of DOE and the NNSA, including national de-
fense, threat reduction, nuclear forensics, fundamental 
science, energy security, environmental restoration, and 
radioactive waste management.

Progress
We describe here highlights of progress made in FY 2009 
by the (at present) 12 Seaborg postdocs.

Exploring New Ligand Archetypes for f-Element Cata-
lyzed Organic Transformations 
Over the last decade, well-defined lanthanide (Ln) and 
actinide (An) precatalysts have been increasingly utilized 
to promote organic transformations including olefin po-
lymerization, alkyne oligomerization, hydrosilylation, and 
hydroamination to render f-element complexes more 
tolerant of functionalized substrates than their transition 
metal congeners. Progress has been made in developing 
several tripodal ligand precursors. In this project so far, 
attempts have yet to yield tractable products, currently 
being investigated for lanthanide complexation. It is en-
visioned that addition of a ligand diiodide salt to a Ln0 
precursor could result in the preparation of neutral lan-
thanide hydride complexes. This work is ongoing.

Grain boundary structures and influence on segregation 
properties in oxide nuclear fuels
Uranium dioxide (UO2) is the standard nuclear fuel in 
pressurized water reactors. Fission gases such as xe-
non (Xe) migrate to regions between grains called grain 
boundaries and cause swelling of the fuel. This phenom-
enon ultimately threatens the mechanical integrity of 
the fuel. This task has concentrated on how Xe segre-
gates to grain boundaries in UO2 using empirical poten-
tials and density functional theory. Our calculations pre-
dict the energy of segregation to be very sensitive to the 
local atomic environment of the solute atom in the host 
and that there is a substantial difference in the overall 
segregation propensity to the four boundaries of a grain.  
Future work would include utilization of the atomistic 
segregation data for informing higher scale models to 
predict the fuel performance within the reactor environ-
ment and to extend this study for mixed oxide fuels.

Spectroscopic Analysis of Actinyl Systems
Actinyl cations are ubiquitous in higher oxidation state 
actinides and are relevant to environmental remediation, 
nuclear waste management and nuclear fuel separa-
tion technologies. The goal of this task is to increase our 
understanding of the electronic structure and bonding 
properties of the actinyls by focusing on probing the acti-
nyls through polyoxometalate (POM) coordination. Our 
luminescence studies have revealed mechanisms to en-
hance coordination in aqueous solutions. Subtle changes 
in the uranyl coordination environment have resulted in 
significant changes in spectral signatures and lumines-
cence lifetimes. Our studies have been extended to 5f1 
transuranic neptunyl(VI) systems. We have also studied 
palladium hydrides with an in-situ hydrogenation ap-
paratus for synchrotron diffraction and x-ray absorption. 
This system was tested at the SLAC National Accelerator 
Laboratory and has led directly to a follow-on project 
studying uranium and plutonium hydrides. 
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Mechanisms and applications of natural U-series 
fractionations
Precise measurements of 238U/235U ratio by multiple-collec-
tor inductively coupled plasma mass spectrometry (MC-
ICPMS) have revealed that natural fractionation of U can 
take place in low temperature environments. The potential 
applications of low temperature 238U/235U fractionations in-
clude studying the formation of U ore deposits, monitoring 
U remediation, understanding biogeochemical cycling of U 
and quantifying paleo-weathering environments.  By mea-
suring low temperature fractionation, reaction pathways 
can be determined. We are currently setting up analytical 
methods for ICP-MS.

Capturing a Terminal Uranium Nitride
As we face a global energy crisis and anthropomorphic 
global warming, we need to look to nuclear energy sourc-
es, among others. Uranium nitride [UºN]x has arisen as a 
promising alternative to the ubiquitous mixed oxide fuels 
(MOX), with advantages including a higher melting point 
and thermal conductivity. Very little is known about the 
UºN linkage and its chemical behavior and reactivity. In 
this task, the safe generation of uranium azide complexes 
(U-N3) was established by developing a new synthetic 
methodology that didn’t involve NaN3. This new oxidative 
functionalization protocol uses gold (I) complexes that 
oxidize uranium (III) complexes to uranium (IV) complexes, 
accompanied by ligand transfer from gold to uranium pho-
tolyzed with UV light. The mechanism of this reaction was 
studied computationally and found to proceed through a 
highly reactive terminal uranium nitride complex. These 
results have important implications for the use of the alter-
nate nuclear fuel [UºN]x and have shown that photochem-
istry may be a useful tool for inducing a variety of redox 
processes on the actinides. 

Electronic Structure of Neptunium
A critical problem in actinide physics is to understand the 
effect of electron-electron correlation effects on 5f actinide 
orbitals.  Two methods have been often used to explore 
the actinides: first-principles electronic band-structure 
or local-density-functional (LDA) methods and dynamical 
mean-field theory (DMFT).  This task will the gap between 
these two methodologies by using quasi-particle GW 
(QSGW) theory, a rigorously based first-principles pertur-
bative correction to band-structure theory that can handle 
weak to moderate correlation strengths. We used QSGW 
theory to examine what happens in the strongly correlated 
limit to delta-Pu.  Our results showed that the single-parti-
cle band structure obtained with the QSGW method differs 
from the LDA in two significant ways:  (1) The 5f electron 
energy dispersion is flatter and (2) the crystal field splitting 
between 5f states is significantly smaller.  We have now 
done similar calculations on Np, which show similar effects 
but with smaller intensity.

Synthesizing new uranium(VI) bis(imido) compounds 
This project focuses on synthesizing new uranium(VI) 

bis(imido) compounds and one- and two-electron re-
ductions aimed toward uranium (IV and V) bis(imido) 
complexes.  This chemistry has resulted in the isolation 
of several new uranium(VI) bis(imido) species, contain-
ing both tert-butyl and phenyl imido ligands.  Examples 
include [U(NtBu)2(triglyme)I]I3, U(NPh)2(tBu3terpy)Cl2, and 
[U(NPh)2I(THF)4]I3. To date, attempted reductions with so-
dium naphthalene, sodium bipyridine, potassium hydride, 
sodium borohydride, and decamethylcobaltocene have not 
yet yielded tractable products.

Ultrasonic Measurements of Actinides 
Measurements of the temperature dependence of the 
elastic moduli of alpha, beta, gamma, and delta plutonium 
are essential for both engineering and for calibration of 
theories of Pu properties. The moduli, Figure 1, show ex-
treme softening on warming by an order of magnitude 
more than expected for ordinary metals with similar Debye 
temperatures. In this project measurements were analyzed 
to produce new values for beta and gamma Pu. The shear 
modulus is surprisingly continuous between beta and gam-
ma phases. The project has produced so far numerical val-
ues for elastic moduli that are extremely accurate, and of 
archival quality on well characterized material. Future work 
will include measurements from 5 K to 700 K using the RUS 
(Resonant Ultrasound Spectroscopy) on pure delta Pu.

Figure 1. Evolution with temperature of the elastic moduli of pure 
Plutonium (open symbols) and Gallium-stabilized delta-Plutoni-
um (closed symbols). Bulk modulus is shown by red symbols and 
shear modulus by blue symbols.

Synthesizing single-crystal of heavy fermion intermetallics

UIr4Al15 was recently discovered and was isolated from 
Al flux reactions using the corresponding elements. The 
observed physical properties exhibited by the compound 
shows promise that further more elaborate studies will be 
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completed in the near future and currently attempts to 
synthesize analogues to it are currently underway. UCu4Al8 
is another tetragonal system synthesized in this project. 
On-going studies are attempting to grow large single-
crystals of the compound. Structurally, the compound is of 
interest because of the relation with the well known heavy 
fermion superconductor UPt3. UIrSi3 and UNiGa3 have both 
been prepared.

Uranium(VI) Chemistry: Bis(imido) Uranium(V)/(VI) 
Complexes
For the past 150 years, studies of uranium(VI) have been 
generally directed towards understanding the chemical 
behavior and unique bonding in the uranyl ion (UO2

2+).  We 
have reported the syntheses of isoelectronic bis(imido) 
[U(NR)2]

2+ and oxo-imido [U(NR)(O)]2+ ions, which possess 
many of the bonding features, found in [UO2]

2+.  Given 
their unprecedented nature, this task is focused on explor-
ing their reactivity, structure, and bonding with a goal to 
explore the differences between the uranium centers in 
isoelectronic [U(NR)2]

2+ and [UO2]
2+ ions.  Striking differenc-

es in reactivity were observed.  This task has also probed 
U-Cl bond of [UO2Cl4]

2- and [U(NtBu)2Cl4]
2- ions.  XAS studies 

suggest there are increased covalent interactions in the 
U-Cl bond.  While the reasons for this discrepancy remain 
unclear, we are currently examining these observations 
with other spectroscopic and theoretical measurements. 
During the course of studies on (C5Me5)2U(NtBu)2 we found 
that the a dimeric uranium(V) bis(imido) complex could 
be synthesized. This discovery represents a rare and im-
portant finding in actinide science that demonstrates f-
electron communication can be achieved between actinide 
metal centers. 

Future Work
This R&D project is executed under the technical leadership 
of the G.T Seaborg Institute for Actinide Science (Seaborg 
Institute). While it must meet the same standards for excel-
lence as other LDRD projects, it is strongly related to the 
broader mission of the Seaborg Institute which is, briefly, 
to advance actinide chemistry, actinide materials science, 
and actinide simulation and modeling in order to position 
LANL for excellence in an area that is an important provence 
of LANL, important to LANL long-term science excellence in 
missions of energy security and nuclear weapons.

Conclusion
The tasks in this LDRD project are dedicated to addressing 
important gaps in our current level of understanding of ac-
tinides, promoting a creative and expert core actinide work-
force, and to scientific excellence in the many important 
scientific problems in the field. LDRD resources are used to 
build capabilities, address outstanding scientific problems, 
advance new scientific concepts via initial support to seed 
research elements of feasibility studies, and cutting-edge sci-
entific research that addresses critical scientific questions.
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Abstract
Actinide and Lanthanide elements are among the 
most complex materials from the point of view of 
their electronic structure. This complex behavior is 
one of the paradigms of modern condensed matter 
due to the diversity of quantum states of matter 
that emerge from it. The goal of the current project 
was to model heavy elements such as actinide and 
lanthanide based compounds in order to reconcile 
several experimental observations that seemed to be 
contradictory. In particular, we explained the origin of 
the “dual nature” of f-electrons (electrons seem to be 
localized or itinerant depending on the experimental 
probe) and found novel forms of “normal” states that 
are precursors of the unconventional superconductors. 
One of the high potentials of these new findings is the 
comprehensive understanding of different classes of 
seemingly unrelated materials through the identification 
of universal low-energy models. In this way, our results 
will have an important impact not only in f-electron 
materials, but also in other systems such as the high-
temperature cuprate superconductors.

Background and Research Objectives
The combination of our experimental and theoretical 
efforts was crucial for understanding electron duality in 
different f-electron materials. We focused on families 
of actinide and lanthanide based compounds that 
exhibit localized or itinerant behaviors depending on 
the property that is measured. By applying a very broad 
spectrum of experimental techniques, we managed to 
build a very complete picture of the metallic phase of 
these strongly correlated systems. By modeling these 
experimental results we discovered novel f-electron 
states that were not contemplated in the traditional 
paradigm based on the known behavior of dilute 
systems (compounds containing a low concentration 
of magnetic impurities). This discovery allowed us 
to find commonalities between the normal phase of 
f-electron compounds that exhibit unconventional 

superconductivity at low temperatures, and other 
families of unconventional superconductors. 

The concept of duality was extended to pure elements 
such as metallic Pu. We found a low energy model 
for delta-Pu that reproduced the photoemission 
measurements done at LANL and revealed some key 
aspects that distinguishes Pu from the rest of the 
actinides. Moreover, we demonstrated that the physics 
of metallic delta-Pu is closer to the physics of some 
Lanthanides, such as Ce or mixed valent Sm, than to 
the physics of the other 5f elements. Interestingly, all 
of these elements exhibit large volume collapses as a 
function of temperature. Our studies suggest that the 
volume collapse has a common root on the similar 
electronic properties. 

We also extended the notions of duality to insulators, 
i.e., materials that cannot conduct electric currents 
because their valence electrons are localized near the 
corresponding ions. By studying the potential effects of 
partial delocalization in Mott insulators, i.e., materials 
in which the electrons are localized by the strong 
Coulomb repulsion, we discovered that it is possible 
to have orbital electronic currents in these materials.  
This new state of matter was never discussed before. 
An important aspect of this discovery is that these 
states exhibit novel functionalities associated with 
electronically driven magneto-electric effects. This is 
the ability of inducing electric polarization by applying 
magnetic fields or magnetization by applying electric 
fields. The concepts discovered in this area set the basis 
for a new line of experimental and theoretical research 
that will be pursued at LANL in the near future.

Scientific Approach and Accomplishments
The dual nature of electrons was probed experimentally 
in 4f (Ce and Yb)- and 5f (U)-based strongly correlated 
compounds by a wide range of techniques, including 
thermodynamic, electrical transport, neutron diffraction, 
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nuclear magnetic resonance (NMR), deHaas-van Alphen, 
muon spin resonance, angle-resolved photoemission 
(ARPES), and Andreev reflection spectroscopy 
measurements. Each of these techniques was chosen 
to reveal particular signatures of duality, for example, in 
electronic structure and excitations, spin structures and 
dynamics, electronic scattering and magnetic entropy. 
Applying these techniques to a single material is insufficient 
to establish the generality of electronic duality and 
conditions under which it determines physical properties, 
and, consequently, we explored materials whose ground 
states are superconducting, magnetically ordered, 
paramagnetic, near or far from a quantum-phase transition 
and that form in several different crystal structures. 

In spite of the breath of ground states and crystal 
structures, two interactions dominate in these systems: 1) 
a Kondo-like interaction between the f-electron spin and 
the spin of itinerant electrons, which tends to form a non-
magnetic ground state and 2) a long-range Rudermann-
Kittel-Kasuya-Yosida (RKKY) interaction between 
f-electrons, which is mediated by itinerant electrons and 
promotes magnetic order. Nearly forty years ago, Doniach 
proposed a theoretical model based on the competition 
between these two interactions. This model has been 
used widely in the intervening years to interpret physical 
properties of electronically correlated 4f- and 5f-electron 
systems, but it did not consider the possibility of electronic 
duality. We have shown that electronic duality can be 
viewed as a consequence of Kondo and RKKY interactions 
and that the new conceptual framework of electronic 
duality collapses strongly correlated 4f- and 5f-electron 
systems onto a universal phase diagram, something 
impossible without duality. 

Consistent with all our measurements, f-electrons are 
essentially localized at ‘high’ temperatures, typically above 
100-200 K, and interact weakly with itinerant electrons 
through the Kondo interaction. From our measurements 
and those of others, we identified in these materials a 
characteristic low-temperature scale T* at which there are 
changes in physical properties. For a given material, T* 
was independent of the type of identifying measurement, 
whether from thermodynamic and transport, NMR, µSR 
or Andreev reflection. For temperatures T<< T*, these 
measurements were consistent with a substantial itinerant 
nature of the f-electrons, and therefore, we associated the 
scale T* with the crossover from localized to the onset of 
itinerant character of the f-electrons. With this association, 
T* denotes the temperature or equivalently the energy 
scale E*=kBT* on which electronic duality starts to become 
significant, and this scale arises because of the RKKY 
interaction between f-electrons. Independently, we also 

determined the energy scale TK for the Kondo interaction 
from experiments that probed this interaction when the 
f-ion was a dilute impurity in a non-magnetic counterpart 
host. For example, if we were studying duality in CeRhIn5, 
we determined TK from measurements of very dilute 
Ce in the host LaRhIn5. Because this dilute limit is well 
understood theoretically and there is no electronic duality, 
we could extract straightforwardly the magnetic exchange 
parameter J upon which TK depends exponentially. The 
RKKY interaction increases as J2, and consequently, we 
expected Jρ = -1/ln[TKρ)] = [c-1T*ρ)]1/2, where ρ is the 
experimentally determined electronic density of states of 
the non-magnetic, uncorrelated counterpart compound. 
The validity of this simple relationship is shown in Figure 
1 where we plot (T*ρ)1/2 as a function of –[ln(TKρ)]-1 for 
several different strongly correlated 4f- and 5f-electron 
materials that we have studied. 

 

Figure 1. (T*ρ)1/2 as a function of –[ln(TKρ)]-1 for strongly 
correlated 4f- and 5f-electron materials with different ground 
states and different crystal structures. Unexpectedly, all of 
these materials have a common, materials- independent linear 
relationship.

Unexpectedly, this figure shows that these quantities are 
related by a materials-independent constant c=0.45 and, 
most surprisingly, that the development of electronic 
duality, i.e. T*, depends only on simple, measureable 
quantities. This remarkable correlation establishes for the 
first time that electronic duality evolves as a function of 
temperature; however, it does not predict the ultimate, 
zero-temperature state that a particular material will 
have if its exchange parameter J is known. Nevertheless, 
empirically it does appear that superconducting materials 
cluster around (T*ρ)1/2 ≈ 0.1 and materials with magnetic 
ground states tend to have smaller values of (T*ρ)1/2.  This 
is borne out in our study of the pressure dependence 



64

of CeRhIn5, which is a strongly correlated magnet at low 
pressure and becomes an unconventional superconductor 
at higher pressures. Pressure tunes the magnitude of J 
and, hence, the evolution of (T*ρ)1/2 and -1/ln[TKρ)] that is 
plotted by the blue curve in Figure 1. The lower end of this 
curve corresponds to lower pressures.  

The physical picture that has emerged from these studies 
is that electronic duality can be viewed as the quantum 
mechanical collective entanglement of f-electrons with 
surrounding itinerant electrons. The language used in 
this description, however, is specific to the starting point 
from which we derived the relationships discussed above. 
At a more microscopic level, the essential parameter J is 
proportional to the square of the hybridization strength 
between f- and itinerant electrons, i.e., J ∝ Vkf

2. It is, then, 
hybridization that determines the extent of electronic 
duality and the scale T*. We have established this 
clearly in several different ways, one being through our 
discovery and study of a new family of strongly correlated 
5f-compounds, (UM2Zn20, where M= Co and Rh). In 
these crystals, the U atom is structurally surrounded by 
a cage of electronically inert Zn atoms, which minimizes 
hybridization of the 5f-electrons with itinerant electrons 
of the transition metals Co or Rh. As a result, the physical 
properties of these compounds can be described 
almost completely by well-known theoretical models in 
which strong electronic correlations derive only from 
local, Kondo-like spin-hybridization effects; that is, the 
5f-electrons do not exhibit any pronounced duality, at least 
for any U-based correlated system. 

Resonant photoemission measurements provide a probe 
of the energetic distribution of f-electrons and were 
applied to the strongly correlated series CeRh1-xIrxIn5 to 
explore the interpretation of duality from hybridization. 
As mentioned, the x=0 end member of this series is an 
antiferromagnet with small Jρ. In contrast, the x=1 end 
member is an unconventional superconductor with 
larger Jρ, i.e., T*, and for intermediate values of x, the 
ground state evolves systematically from magnetic to 
superconducting.  Figure 2 shows the progression in 
the 4f-electron derived photoelectron intensity as this 
series is crossed at temperatures less than T*. For x=0.25, 
there is more intensity at lower kinetic energy (more 
localized-like 4f electrons) but more intensity near the 
Fermi energy (more itinerant-like 4f electrons) for larger 
x. Significantly, even with this progression from more 
localized to more itinerant-like behaviors of the 4f electron, 
which is a hallmark of increasing f-electron hybridization, 
there is intensity indicative of simultaneous localized 
and itinerant character in the 4f electron of cerium for 
all values of x. Though clearly establishing the transfer of 

4f-electron spectral weight from more localized to more 
itinerant natures with increasing hybridization, these 
particular experiments are insensitive to the possibility 
of anisotropic hybridization. Indeed, angle-resolved 
photoemission studies of the x=1 compound have 
established that hybridization is anisotropic and further, 
that the resulting 4f electronic density of states has a 
temperature dependence predicted by our model that 
led to Figure 1. One of the consequences of electronic 
duality in CeIrIn5 is a new electronic state discovered as 
part of our investigation of duality. This unexpected state 
emerges just above the onset of superconductivity and 
completely surrounds the field-dependent evolution of 
superconductivity. In several respects, this new state 
appears analogous to the ‘pseudogap’ state that precedes 
the onset of high temperature superconductivity in the 
strongly correlated copper-oxide materials.  The detailed 
relationship among duality, the new state in CeIrIn5 and 
the cuprate pseudogap are being pursued by collaborators.
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Figure 2. Resonant photoemission exhibiting the two 
characteristic contributions from the 4f electron of Ce, localized 
character at a binding energy near 116 eV and itinerant 
character at the Fermi energy near 119eV. 

Numerous phenomenological parallels have been 
drawn between f- and d- electron systems in an 
attempt to understand their display of unconventional 
superconductivity. The microscopics of how 
electrons evolve from participation in large moment 
antiferromagnetism to superconductivity in these systems, 
however, has remained a mystery. Knowing the origin of 
Cooper paired electrons in momentum space is a crucial 
prerequisite for understanding the pairing mechanism. Of 
especial interest are pressure-induced superconductors 
CeIn3 and CeRhIn5 in which disparate magnetic and 
superconducting orders apparently coexist – arising from 
within the same f-electron degrees of freedom. We made 
ambient pressure quantum oscillation measurements on 
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CeIn3 that crucially identified the electronic structure – 
potentially similar to high temperature superconductors. 
Heavy pockets of f-character were revealed in CeIn3 
(Figure 3), undergoing an unexpected effective mass 
divergence well before the antiferromagnetic critical 
field (Figure 4). We thus uncovered the softening of a 
branch of quasiparticle excitations located away from the 
traditional spin-fluctuation dominated antiferromagnetic 
quantum critical point. The observed Fermi surface of 
dispersive f-electrons in CeIn3 could potentially explain the 
emergence of Cooper pairs from within a strong moment 
antiferromagnet. 

Figure 3. Measured Fermi surfaces of CeIn3. (a) measured d, 
k- and r- orbit quantum oscillation frequencies F related to the 
Fermi surface (FS) cross-sectional area Ak , versus the orientation 
of H. Electrons undergoing cyclotron motion in real-space 
circumnavigate the FS in momentum space k. Measured d- and 
k- band frequencies are similar to those in nonmagnetic LuIn3 
(red lines) calculated by an augmented plane wave method, 
whereas r-orbit frequencies, found only in CeIn3, correspond to 
simulations (purple lines) of the 8 ellipsoidal pockets depicted 
in the lower inset. The upper inset shows a less than half filled 
f-electron Fermi surface sheet from LDA calculations in the 
paramagnetic phase of CeIn3. (b) Schematic representation 
of the conduction electron Fermi surface (d-sheet) expected 
within the strong moment Kondo lattice model. In this picture, 
any mass enhancement would occur due to conduction-f 
electron hybridization over the entire conduction electron 
Fermi surface. (c) Schematic for unconventional participation of 
f-electrons in Fermi surface indicated in CeIn3. A distinct heavy 
surface of principally f-electron character appears, causing an 
enhancement of the conduction electron density of states only in 
the regions of conduction-f electron band proximity.

Our deHaas-vanAlphen measurements were modeled and 
explained by solving a single band Hubbard model for the 
f-electrons. Figures 3 and 4 show comparisons between 
the deHass-vanAlphen measurements and the theoretical 
results. Our model fully accounted for these observations 

and also predicted specific signatures in angle-resolved 
photoemission. Though these signatures could not be 
observed fully in our ARPES experiments because of 
insufficient energy resolution (>70meV), experimental 
results were consistent with trends expected from our 
predictions. An important conclusion of this work is the 
potential for finding Mott physics (the properties of a 
doped Mott insulator) in 4f electron compounds. This 
state of matter that is the precursor of the unconventional 
superconductivity in the cuprate high-temperature 
superconductors was never considered to be present in 
4f-eletron compounds. Our discovery in CeIn3 suggests 
that the same deHass-vanAlphen measurements should 
be done in CeRhIn5 under pressure to find out if similar 
f-electron pockets appear above the critical pressure 
necessary for inducing coexistence of superconductivity 
and antiferromagnetism.

Figure 4. Intermediate transition field from experiment and 
theory. (a) Inverse effective mass of itinerant charges 1/m* 
(cyan squares), in agreement with theoretical prediction (red 
lines), vanishes at Bf  ≈ 0.7Bc - suggesting m* divergence within 
the antiferromagnetic phase (b) Measured deHaas-vanAlphen 
frequencies (squares) compared with theoretical simulations 
(red lines) for an f-hole Fermi volume of V = 0.375 × (1-B/Bd)%  
per ellipsoid (Brillouin zone percentage). (c) Experimentally and 
theoretically determined field-pressure phase diagram for CeIn3.

Impact on National Missions
Strong electronic correlations define every major problem 
at the forefront of condensed matter physics. Traditional 
electronic band structure calculations and minimal many-
body models are inadequate to reproduce macroscopic 
electronic, metallurgical and crystallographic properties 
of strongly correlated materials and the rich spectrum of 
complex states found in them. These deficiencies have 
exposed critical gaps in our understanding of condensed 
matter that cannot be ignored. By providing an essential 
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new understanding and interpretative frameworks for 
f-electron compounds we have closed some of these gaps. 
The relevance of these achievements extends beyond the 
exciting challenges for condensed matter physics. Many 
of the Laboratory’s special, materials-dependent mission 
needs depend critically on strong electronic correlations, 
whether it is the equation of state and metallurgy of 
actinides, control of quantum excitations for new sensor 
technologies or emergent functionality in nano-structured 
materials. To ensure that its long-term core missions can 
be met, Los Alamos cannot afford to lose its leadership 
position in the synthesis, characterization and modeling 
of strongly correlated electron materials and phenomena. 
Substantial and internationally-recognized successes of 
team members in the study of strong correlations have 
come from close integration of experiment and theory, 
in a deliberate strategy built around a set of well-defined 
scientific problems. The challenge of discovering and 
understanding the physical manifestations of f-duality and 
their implications for new states of matter has stretched 
limits of the Laboratory’s experimental and predictive 
capabilities that underpin the science and technology 
needs of the Lab and addresses an exceptional problem 
of immediate interest to the international condensed 
matter community. The involvement of team members 
in the study of Pu in this project has ensured the cross-
fertilization of insights and capabilities needed to improve 
our predictive understanding of the complex electronic 
and metallurgical properties of plutonium’s solid state.

In summary, by exposing and understanding the dual 
nature of f-electrons in strongly correlated materials we 
have underpinned our ability to predict the consequences 
of strong electronic correlations that are responsible for 
complex states of worldwide interest and that control solid 
state properties of mission-relevant materials. 
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Figure 5. Measured angle-integrated photoemission spectrum 
for alpha-Pu (a) and delta-Pu (b). Experimental data and fit are 
shown in black lines. The different peak components obtained 
from the fit are shown as blue lines, while the measured curve 
convoluted with the experimental conditions is shown in red. 
Panel (b) also shows the 115eV resonance scan for delta-Pu as a 
green line.
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Abstract
Hydrogen storage is the top technological challenge 
for the future of the hydrogen economy, requiring 
revolutionary R&D improvements and breakthroughs. 
We have conducted a fundamental study of hydrogen 
clustering in nanoscale cavities, guest-host interactions, 
and the stability of the host frameworks. A crystal 
design approach was used to synthesize novel inclusion 
compounds with cage-/channel-topology and hydrogen-/
intermolecular-bonding chosen to facilitate hydrogen 
storage. We addressed effective gas separation and 
encapsulation, H2 storage capacity and phase stability, 
and controlled kinetics of formation and degassing. 
We applied shape-, size-, and bonding-selectivity rules 
to maximize storage efficiency. In particular, we have 
synthesized and characterized tens of new metal-
organic frameworks (MOFs), several of which have 
exceptional gas adsorption capabilities, high thermal 
stability and/or favorable uptake/release kinetics. Our 
integrated experimental approaches using neutron 
diffraction, synthetic chemistry, thermal analysis, 
quartz crystal microbalance (QCM) measurements and 
chemical engineering analysis , coupled with theoretical 
modeling, have enabled innovative molecular design, 
thermochemical control, and an assessment of process 
scale-up. Technological improvements have thus been 
made in materials design, sorption reversibility, reaction 
kinetics and feasible P-T conditions towards practical 
applications.

Background and Research Objectives
Ever-increasing fossil energy consumption and 
associated global environmental concerns have 
provoked intensive searches for alternative energy 
resources. Hydrogen in the form of H2, the most 
abundant gas in the universe, is considered to be one 
of the most promising alternatives to fossil energy [1]. 
The energy content of hydrogen (142 MJ kg-1) is at least 
three times more than that of any other chemical fuel 
(e.g., the equivalent value for hydrocarbons is 47 MJ 

kg-1).  Hydrogen is also the cleanest combustion fuel, 
where the only exhaust is water vapor. Developing 
prototype cars powered by hydrogen, together with 
the advantages of fuel cells, is a promising concept for 
transportation. However, incorporation of large amounts 
of hydrogen into a material that ensures both safe 
storage and ease of release for energy conversion is one 
of the most daunting challenges to the realization of the 
hydrogen economy. The U.S. Department of Energy set 
targets for hydrogen storage of 9.0 wt% and/or 2.7 kWh/
liter by 2015. Hydrogen storage is highlighted not only 
as an important techno-scientific problem but also as 
an urgent socio-economic issue. Meeting the hydrogen 
storage challenge requires revolutionary improvements 
and breakthroughs in science and technology. 

An ideal hydrogen storage technique should capture 
a high hydrogen mass with a low volume fraction, 
be safe and inexpensive, and have fast kinetics for 
absorbing and releasing H2 reversibly in a controllable 
fashion. Conventionally, hydrogen has been stored 
as compressed gas or cryogenic liquid. However, 
compressed gas stores relatively low contents of 
hydrogen (about 1 wt% at 200–300 bars), and cryogenic 
liquid requires significant energy (i.e., high cost) to 
maintain cryogenic conditions. In addition, both 
methods have safety issues and are not yet practical 
for mobile applications. Solid-state storage has also 
been considered as a possible safe and effective way 
of routinely handling hydrogen, e.g., in the form of 
metal hydrides (such as LiBH4) and via carbon nanotube 
absorption. Solid-state forms have different properties 
in terms of balancing high energy density with easy 
reversibility of adsorption/desorption. For instance, 
the hydrogen content of LiBH4 is high (18 wt%), but 
it can only release hydrogen at high temperatures 
(as high as 900 K) [2]. As an alternative, we focus on 
3-dimensional frameworks of inclusion compounds 
with cages/cavities that can host and release hydrogen 
molecules under milder conditions. Novel inclusion 
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compounds with hydrogen-/intermolecular-bonding and 
cage-/channel-framework topologies have great potentials 
to host large quantities of gas molecules.  Because of their 
vast variety of possible structures and their differences in 
pressure/temperature stability and in framework-molecule 
interaction mechanisms, these compounds may be suitable 
for various gas storage/separation applications. Separation 
applications were focused on during the latter phases of 
this project.

The discovery of hydrogen clathrate presents a new 
methodology for hydrogen storage using hydrate 
polyhedral cages to host substantial amounts of molecular 
hydrogen [3-5]. Strong intermolecular interactions result in 
multiple hydrogen molecules occupying a single nanoscale 
clathrate cage, yielding H2 content of about 5 wt% at P = 
100 MPa and T = 180 K. The local H2 density within the 
polyhedral cage is even higher than that in solid/metallic 
hydrogen due to quantum intermolecular bonding. 
High energy content, fast kinetics, easy reversibility, and 
excellent recharge ability are ultimate materials objectives 
for hydrogen storage. 

We have extended the studies of hydrate clathrates to 
those of metal-organic frameworks (MOFs). We have 
conducted fundamental studies of hydrogen clustering in 
nanoscale cavities, guest-host intermolecular interactions, 
and framework stability.  A crystal engineering approach 
was used to design and synthesize novel MOFs with cage-/
channel-topology and hydrogen-/intermolecular-bonding 
tailored for hydrogen storage. We addressed effective 
gas separation and encapsulation, H2 storage capacity 
and phase stability, and controlled kinetics of formation 
and degassing. We applied shape-, size-, and bonding-
selectivity rules to maximize storage/separation efficiency. 
Our integrated experimental approaches of neutron 
diffraction, thermodynamic and kinetic analysis, synthetic 
chemistry, and chemical engineering enable innovative 
molecular design, thermochemical control, and ultimately 
process scale-up. Theoretical modeling was integrated 
with the experiments relevant to gas separation/storage 
applications.

Scientific Approach and Accomplishments

Materials Design and Synthesis
To develop desired materials for storage/separation 
of gases, especially hydrogen, we have designed and 
synthesized a number of new metal-organic frameworks 
(MOFs) using hydrothermal/solvothermal methods. 
Particularly, we used the following design strategies to 
tune gas storage and separation capacities of porous 
MOFs: 1) creating open metal sites, 2) varying pore sizes, 

3) functionalizing pore walls, and 4) producing framework 
interpenetration.

Some of the new MOFs that we have synthesized include: 

Y(BTC)(H• 2O).4.3 H2O (H3BTC = 
1,3,5-benzenetricarboxylate acid) (Figure 1) [6];

[Co• 2(OH)(3,4-PBC)3]n (3,4-PBC = 3-pyrid-4-ylbenzoic 
acid) [7];

[Zn• 3Na2O(BTB)2(DMF)2](DMF)(H2O) (Figure 2);

[Zn• 2K3(BTB)2(HCOO)(DMF)3](DMF)3(H2O)2; 

 [Zn• 2(OH)(3,4-PBC)3]n (3,4-HPBC = 
3,4-pyridylbenzenecarboxylate acid); 

[Zn(3,3-PBC)• 2. H2O]n (3,3-HPBC = 
3,3-pyridylbenzenecarboxylate acid); 

[Cu(4-TYMP)• 2]n (4-HTYMP = 4-(1h-1,2,4-triazol-1-
ylmethyl) benzoic acid); 

[Cd(4-TYMP)2]• n; 

Zn(II)-4-tetrazole-pyridine; • 

Cu(II)-4-tetrazole-benzonic acid framework; • 

ZnNa(BTC)(DMF)(H• 2O)0.5 (BTC = 
1,3,5-benzenetricarboxylate); and 

[Zn• 4O(BTB)(H2O)2](H2O)3.5 (BTB = benzene-1,3,5-
tribenzoate) (Figure 3). 

Figure 1. The structure of Y(BTC) MOF with hydrogen clusters 
(green) formed inside its cages.
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Figure 2. Crystallography of [Zn3Na2O(BTB)2(DMF)2](DMF)
(H2O): (a) local coordination environment of Zn3Na2(μ4-O) MBB 
(symmetric codes: A = x, -y + 2.5, z), (b) coordination modes of 
staggered BTB ligand pairs, and (c) three-dimensional sodium-
bridged two-fold interpenetrated network with open channels.

Figure 3. Structure of [Zn4O(BTB)(H2O)2](H2O)3.5.

High-quality crystals of these compounds were grown, 
and their structures were solved with single-crystal X-ray 
diffraction. The samples were also characterized by IR 
spectrometry, thermogravimetry, powder X-ray diffraction 
and gas adsorption measurements. In addition, we have 
explored the methodology of using GC-MS to study gas 
separation capabilities of MOFs. This technique also has 

the advantages of determining their thermal stability and 
activation conditions and has proved very useful in MOF 
research. 

The new MOFs exhibit novel framework structures, 
high gas adsorption capabilities, high thermal stability 
and/or favorable uptake/release kinetics. For example, 
[Zn3Na2O(BTB)2(DMF)2](DMF)(H2O) and [Zn2K3(BTB)2(HCOO)
(DMF)3](DMF)3(H2O)2 adopt similar alkali-bridged two-
fold interpenetrated, (3,6)-connected nets with the rtl-c 
topology, though they consist of different molecular 
building blocks, Zn3Na2(μ4-O) and Zn2K2(HCOO) clusters, 
respectively. The samples were prepared via solvothermal 
reactions of Zn(NO3)2.6H2O and NaCl or KCl with the 
trigonal-planar ligand, benzene-1,3,5-tribenzoic acid 
(H3BTB). The alkali-bridged interpenetration reduces the 
flexibility of their interpenetrated nets, leading to their 
permanent porosity and high thermal stability. These two 
MOFs also exhibit high capacities of hydrogen uptake and 
strong solid fluorescent emissions. Another example is 
Y(BTC)(H2O).4.3 H2O, which was synthesized from reaction 
of Y(NO3)·6H2O and H3BTC. The resulted MOF has a pore 
size of 5.8 angstrom and is thermally highly stable (up 
to 475 C). Gas adsorption measurements show that it 
is highly selective for hydrogen over nitrogen and can 
take up hydrogen of about 2.1 wt% at 77 K and 10 bar. 
This compound is rather unusual inasmuch as it is the 
first MOF containing a rare-earth cation (yttrium), rather 
than transition metal cations as in most of the previously 
reported MOFs [6]. We anticipate several additional 
publications and reports related to these new MOF 
compounds.

We have also developed a new type of porous materials, 
named “metal-organic aerogels (MOAs)”, that have high 
surface areas (> 1000 m2/g) and good solvent/chemical 
stability. This represents a structurally expansion of 
aerogel materials from traditional main group element-to-
element interaction systems, such as oxides, carbons, and 
chalcogenide clusters, to metal-ligand coordination based 
systems. By replacing oxygen atoms with organic ligands 
and replacing silicon atoms with metals (or metal clusters) 
in conventional aerogels, we produce a new class of metal-
organic aerogels. These MOAs have unique hierarchical 
architectures classified from atomic- (primary) to micro- 
(secondary) to macro- (tertiary) length scales. This work 
provides a new perspective on utilizing the growing 
knowledge base in coordination chemistry, including the 
concepts of secondary building units in metal-organic 
frameworks and hard-soft acid-base theory, to facilitate 
the design and fabrication of aerogel materials for a wide 
range of scientific and technological applications. 

Another effort was devoted to studies of conducting 
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polymers for hydrogen storage. In particular, we have 
studied interaction of polyaniline (PANi) with H2 to form 
“quasi-chemical” bonding that has significant effects on its 
electrical conductivity [8]. The hydrogen storage potential 
of PANi was explored via PANi morphology control and 
synthesis of MOF/PANi composites. Our results show that 
reaction conditions affect the polymerization kinetics and 
thus the morphology of the final polymeric product. The 
formation of a distinct reaction intermediate under low 
proton concentrations is found to relate to polyaniline 
nanotube formation.  By controlling the formation 
and aggregation rate of the intermediate, rectangular 
polyaniline nanotubes are synthesized with high yields.

Neutron Diffraction
We performed neutron diffraction experiments of 
Prussian blue analogue Cu3[Co(CN)6]2 [5] and Y(BTC) [6] 
at various H2 gas loading, temperature and pressure  
conditions. Rietveld analysis of the diffraction data 
allowed determination of lattice parameters, atomic 
positions and atomic displacement parameters. Since 
the scattering power of neutrons does not vary with the 
number of electrons in an element (as for X-rays), neutron 
scattering is much more sensitive to the positions of light 
elements (especially hydrogen and its isotopes) and is 
thus a powerful technique for studying hydrogen-bearing 
materials. For example, in Y(BTC), difference Fourier 
analysis of neutron powder diffraction data revealed 
four distinct D2 sites that are progressively filled within 
the nanoporous framework. Interestingly, the strongest 
adsorption sites identified are associated with the aromatic 
organic linkers rather than the open metal sites, as 
occurred in previously reported MOFs. Our results provide 
for the first time direct structural evidence demonstrating 
that optimal pore size (around 6 angstrom, twice the 
kinetic diameter of hydrogen) strengthens the interactions 
between H2 molecules and pore walls and increases 
the heat of adsorption, thereby allowing for enhanced 
hydrogen adsorption through the interaction between 
hydrogen molecules with the pore walls rather than with 
the normally stronger adsorption sites - the open metal 
sites. At high H2 loadings (5.5 H2 molecules (3.7 wt%) per 
Y(BTC) formula), H2 molecules form highly symmetric novel 
nanoclusters with H2-H2 distances even shorter than that 
in solid H2. These observations are important and hold 
the key to optimizing this new class of rare metal-organic 
framework (RMOF) materials for practical hydrogen 
storage applications. 

QCM Measurements
To determine the kinetics of H2 sorption/desorption 
process, we conducted quartz crystal microbalance (QCM) 
measurements of Cu3[Co(CN)6]2 as a function of particle 

size, film thickness and temperature. The H2 uptake 
capacity of Cu3[Co(CN)6]2 film with a thickness of a few 
micron can be as high as 4.6 wt% at ambient conditions. 
However, as the film thickness increases, the H2 uptake 
decreases, suggesting that gas diffusion dominates its H2 
soption/desorption process. In addition to hydrogen, we 
studied gas adsorption of He, N2, and CO2 in Cu3[Co(CN)6]2. 
This compound shows strong interaction with H2 and CO2 
and can thus be used for separation of H2 and CO2 from 
their N2 mixtures. 

Theoretical Modeling
We focused our theoretical effort on the Cu Prussian 
Blue analogue system to understand hydrogen sorption 
properties. First-principles quantum chemical calculations 
have been performed on both cluster and periodic 
representations of the crystal structure.  At the periodic 
level, it has been determined that  currently available 
density functionals provided in plane wave codes are 
inadequate to correctly represent the weak interactions 
present involving hydrogen molecules interacting with 
both the isocyanide and metal centres. At the cluster 
level, wavefunction methods such as Hartree Fock with 
MP2 corrections appear to account for the interactions 
correctly. We predict binding energies ranging from 
4-8 kJmol-1 at the free Cu(II) binding sites, which are 
considerably less than for molecular nitrogen and carbon 
dioxide at the same site.  This result correlates well with 
our QCM measurements.

We have performed simulations of hydrogen molecule 
binding on the Zn-TBC MOF structure using periodic 
density functional theory as implemented in the cp2k 
software [9].  Three binding sites were predicted. The 
most favorable site is located between two benzene rings 
at an average distance of 2.3 A from the carbon atoms 
(Figure 4).  The predicted binding energy is 7.4 kJ/mol. The 
other two binding sites are located in the vicinity of the Zn 
tetrahedral framework site and close to the tetrazole ring, 
respectively. 
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Figure 4. The most favorable calculated binding site for hydrogen 
in Zn-BTC MOF (hydrogen in yellow)

Chemical Engineering
A new concept for electric field enhancement of gas 
adsorption was developed that includes design of 
highly polarizable centers within porous adsorbants. We 
have conducted an initial experimental demonstration 
of electric field modulated gas storage centered on 
CO2 capture. We realized that the strong quadrupole 
found in CO2 was a “handle” that, if properly exploited, 
could facilitate separation. A series of proof-of-concept 
experiments were performed in a small Metal-Insulator-
Metal capacitor bank. Thin copper sheets were used as the 
capacitor plates while MOF-5 was used as the insulator 
material. Once loaded, the capacitor bank was inserted 
into a pressure vessel equipped with electrical leads. 
The gas used was a mixture of CO2, O2, and N2. These 
experiments showed that CO2 was selectively pulled into 
MOF-5 upon application of an electrical potential. This 
system was found to be reversible; upon discharging the 
capacitor the CO2 was released back into the gas phase. 
Quantification of CO2 uptake showed that the CO2 held 
within the energized capacitor cell was in fact enhanced 
over the concentration found in the absence of the electric 
field.  This effort has resulted in an externally-funded (DOE-

EERE) project on hydrogen storage.

Summary
Novel inclusion compounds for hydrogen storage must 
be workable over readily accessible temperatures and 
pressures, in order to be economically feasible.  Within 
the R&D scope of the project, we have: (1) provided novel 
engineering materials that can potentially be used for 
hydrogen and byproduct gases separation and storage 
in energy application and environmental protection; 
and (2) developed new unique experimental capabilities 
and innovative theoretical modeling methods for the 
Laboratory that may be applicable to tritium problems 
relevant to the national security and (3) identified methods 
to enhance performance of the adsorbent materials (e.g. 
by applying external electric fields).

Impact on National Missions
We address vital research issues on energy security and 
environmental remediation, providing underpinning S&T 
to address materials science focusing on hydrogen storage. 
The project integrates approaches of molecular design, 
thermochemical control, and high-pressure neutron 
diffraction. Efficient separation and storage of gaseous 
phases are crucial bottlenecks in the future hydrogen 
economy of the Nation and for many other energy 
applications. The novel (patented) materials developed in 
this project are currently being marketed to a wide range 
of external customers (DOD, DHS, etc.). New projects 
related to MOFs have been funded by Chevron and DOE-
EERE.
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Abstract
The mechanical and physical properties of U and Pu 
are unusual when compared to other well-understood 
materials. This unusual behavior is attributed to the 
presence and interactions of 5f electrons and their 
transitional behavior between acting as unpaired 
electrons, also known as localized, and participating in 
bonding, also known as itinerant. The electron-electron 
interactions, or correlations, are the central theme 
of this research. In this project, we developed new 
experimental and theoretical tools to help understand 
the behavior of electrons in actinides and the role that 
this behavior plays in determining their properties. 
Experimental tools focused on direct electronic 
structure measurements using high-magnetic fields, 
photoemission spectroscopy, and neutron scattering. 
Simultaneously, we developed theoretical methods that 
provide a better understanding of electron correlation 
physics. The application of variably sophisticated 
theoretical tools allowed us to gradually increase 
correlation effects and validate with experiment. The 
new state-of-the-art experimental and theoretical tools 
have produced unique data sets that are driving the 
future of actinide condensed matter science.

Background and Research Objectives
When compared to metals such as copper, the 
mechanical and physical properties of plutonium and 
uranium are very unusual. The distinctive behavior of 
these actinide metals is attributed to the presence of 5f 
electrons. Some theoretical models have successfully 
predicted the experimentally-observed atomic 
volumes of the various phases of Pu. In such schemes, 
the transitions between the phases are associated 
with rearrangements of the f electrons; in particular, 
changes of some or all of the f-electrons from localized 
(unpaired) to itinerant (participating in bonding). A key 
problem for such calculations is that localization of f 
electrons should result in the ions acquiring observable 
magnetic moments, and even magnetic order. However, 

there is no experimental evidence for localized magnetic 
moments in Pu. It is possible that a large rapidly-
fluctuating moment could have gone undetected, but 
the negative result remains a problem for most of the 
theoretical approaches. It is almost certain that strong 
correlations – interactions between the electrons 
themselves – are responsible for this difference between 
theory and experiment. In metals such as copper, the 
role of correlations is small, and conventional theories 
are able to predict almost all properties rather well; by 
contrast, the f electrons in Pu and U are thought to be 
very prone to such interactions, leading to the observed 
complex, unpredictable behavior.

This project took advantage of recent advances in 
condensed matter theoretical and experimental 
techniques to make a fresh attempt to sort out and 
understand the physics of electron correlations in 
actinides. We measured a variety of properties within 
varying magnetic fields and temperatures where 
appropriate. We applied the most advanced theoretical 
physics tools to understand correlations and how they 
affect the properties of actinides. Uranium has weaker 
electronic correlations than Pu and working on both 
simultaneously, as well as understanding the difference 
between the two, provided important clues as to how 
correlations control the properties of these materials.

Scientific Approach and Accomplishments

Synthesis, Characterization, & Properties

Synthesis
The key to a strong experimental effort on the properties 
of actinides is the production of high-quality samples. 
Moreover, due to the accumulation of radiation damage 
and the affect of this damage on properties, it is 
paramount to able to harvest, prepare, mount, and ship 
samples as quickly as possible, preferably within hours. 
Our ability to succeed in these areas was challenged when 
the sole actinide crystal growth and small-scale alloy 
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synthesis laboratories in Wing 2 of the CMR Building were 
closed in February 2007. After 9 months of activity approval, 
we resumed making Pu samples in Wing 5 in March 2008.

Transport Measurements
The materials we selected and produced all had specific or 
predicted qualities that lend themselves towards studying 
correlations. For example, to study correlations at the 
dilute limit we made single crystals of compounds such 
as Lu1-xPuxCoGa5 (x = 0.005, 0.01, 0.02). We measured 
their electric resistivity and found no evidence for the 
development of a characteristic (Kondo) energy scale for Pu 
in these systems. We did discover a new family of UM2Zn20 
(M=Co, Rh), in which the U atoms weakly interact with a 
shell of Zn atoms, and therefore behave as local-moments 
embedded in a metallic host.  Our measurements reveal 
that these materials have a characteristic energy scale 
(Kondo temperature) of order TK=20 K.  Thus, these UM2Zn20 
materials are model systems to investigate a particularly 
simple limit that incorporates strong electronic correlations.

In our search for strongly correlated Pu-based compounds, 
we synthesized a new material Pu2Ni3Si5.  This material 
has the same crystal structure as the unconventional 
and strongly-correlated superconductor Ce2Ni3Ge5.  
Magnetization measurements reveal a complex magnetic 
structure involving ferromagnetism at TC=70 K and 
subsequent antiferromagnetic transition at TN=35 K (Figure 
1).  Thus, this compound appears to be on the localized side 
of the localized/itinerant boundary that is so prevalent in 
the actinides.  

Figure 1. Magnetic susceptibility vs temperature of Pu2Ni3Si5 
showing a ferromagnetic transition at 70 K, followed by an 
antiferromagnetic transition at 35 K.  Top inset:  electrical 
resistivity vs temperature showing the two magnetic transitions.  
Bottom inset:  Magnetization vs magnetic field at T=5 K also 
providing evidence for the two magnetic transitions.

Radiation Effects
Aging effects are of particular concern for performance 
of the nuclear stockpile and they may have important 
consequences for the electronic structure of δ-Pu and 
its relation to strongly correlated behavior.  We used 
x-ray absorption fine-structure (XAFS) spectroscopy and 
muon-spin relaxation measurements to examine the 
effects of self-radiation damage on superconducting 
PuCoGa5, which has a very similar electronic structure 
to that of δ-Pu. The XAFS measurements indicate that 
the local crystal structure is disordered much more 
strongly than anticipated.  The results suggest that strong 
distortions around radiation-induced defects create 
disorder throughout the damage cascade region.  These 
experiments help to refine standard damage models and 
suggest the need to accurately account for the changes in 
electronic structure in the damaged regions. In a tour de 
force muon spin relaxation experiment, we have set a very 
stringent limit on any size of the static magnetic moment 
of Pu of less than 0.001 Bohr magnetons—a very small 
value, indeed. 

Elastic Constants
Resonant ultrasound spectroscopy (RUS) provides the 
highest absolute accuracy of any routine elastic modulus 
technique. Elastic moduli are the first measurable 
properties that can be computed from theoretical 
electronic structure models, so we applied RUS to pure 
Pu with the goal of providing accurate elastic moduli from 
cryogenic temperatures to well above room temperature. 
We measured the bulk and shear moduli for the entire 
temperature range of existence for α-, β-, and γ-Pu. 
The shear modulus change between β and γ phases is 
unexpectedly small. 

Angle-Resolved Photoemission Spectroscopy
Angle-resolved photoemission spectroscopy (ARPES) 
provides key experimental evidence for the nature of 5f 
electrons. Figure 2 shows the first ever ARPES results from 
a Pu material and shows that the 5f electrons in PuSb2 
near the Fermi energy are well described by a quasiparticle 
peak which moves through the Fermi energy near the 
center of the Brillouin zone. These data provide an anchor 
point for modeling the electronic structure of PuSb2. 
Whatever computational framework or model is used 
to describe the electronic structure of PuSb2, it should 
account for a narrow, dispersive quasiparticle peak, of 
substantial 5f character, crossing the Fermi energy. These 
data show a similarity to the narrow electronic structure 
feature in USb2, which provided the first evidence of kink 
physics in f-electron materials. The kink physics identifies 
an energy scale for enhanced electron correlation, which 
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provides insight into the electronic structure generally 
beyond the scope of density functional theory. 

Figure 2. The two dimensional energy vs. crystal momentum 
mapping for PuSb2. The black vertical line is the Fermi energy at 
16.955 eV, the blue horizontal lines show the angular acceptance 
of the energy distribution curves shown on the right of the figure. 
Red is low spectral intensity, blue is high.

Neutron Scattering Studies
Unpaired electrons play a role in the electronic structure 
of Pu and its compounds, so any magnetic properties 
would shed light on the electronic structure of the 
material. Neutron scattering is often used to characterize 
the magnetic structure and dynamics of materials at the 
atomic level. The lack of a magnetic signal from unpaired 
electrons in δ-Pu is interpreted to be a consequence of 
the delocalization of the unpaired valence electrons on 
the Pu atoms amongst all of the atoms rather than being 
localized on a single atom. This leaves open the question 
of whether an applied external magnetic field on a sample 
of δ-Pu could cause the electrons to localize resulting in 
a measurable signature of magnetic structure by using 
neutron diffraction. Low temperatures also encourage 
less disorder and distinct magnetic structures. We 
therefore carried out a detailed search for the signature 
of a magnetic structure of δ-Pu using magnetic fields in 
the range of 0-7 Tesla and the temperature range of 1.5 
– 300 K. Within the sensitivity of the neutron technique 
we did not observe any signature of a coherent magnetic 
structure in d-Pu. This demonstrates that neither a 7 
Tesla field nor low temperatures are sufficient to force 
localization of unpaired electrons in δ-Pu.

Another approach to understanding the role of the 
electrons in δ-Pu is to probe the range of non-magnetic 
atomic structures observed for plutonium compounds. 
We focused on a search for the structural signal from α’-
Pu which is observed upon cooling Ga-stabilized δ-Pu to 
sub-ambient temperatures. The onset and characteristics 

of this transformation are dependent on the cooling 
rate and the composition of the alloy, indicating a subtle 
signature of a change in electronic and atomic structure. 
Experiments were done on samples of 242δ-Pu that were 
expected to transform upon cooling. No unequivocal 
structural signal could be observed using neutron 
scattering, suggesting that the transformation is subtle 
in origin and more detailed work is needed to further 
elucidate the origin of the bulk signature of α’.

High-Magnetic Field Measurements

Infrared Measurements in High Magnetic Fields
We used the cyclotron resonance effect to study electronic 
structure and the evolution of correlation effects. A 
material’s band structure will evolve as a result of 
chemical substitution or some external parameter change. 
Correlation effects in the 5ƒ elements are especially 
important to track as one of these parameters is changed 
since the role of these carriers have the potential to cause 
a substantial change in the response of the material 
to external perturbations. We developed a cyclotron 
resonance measurement capability at ultra-high magnetic 
fields and then applied the technique to actinides. 
Experiments on 238U-doped Si showed a dramatic hysteretic 
transition in the infrared transmission to fields of 156 T. We 
are still developing this technique for Pu.

Upper Critical Phase Diagram of PuCoGa5

Superconducting PuCoGa5 piqued the interest of the 
condensed matter physics community several years ago 
upon its discovery at LANL. The anisotropy of the upper 
critical field has only been studied to ~0.9 Tc since the dHc2/
dT slope is so large. This puts the theoretical understanding 
of the pairing anisotropy at a severe disadvantage when 
compared to many other contemporary superconductors. 
The reason for the lack of data are the safety challenges 
associated with magnetic field generating systems such 
as pulsed magnets. We addressed these challenges by 
designing and building a pulsed magnet that is highly 
reliable and has a conservative 50 T range of maximum 
field. Next, we refined a method for measuring the 
superconducting anisotropy and tested it on a non-actinide 
sample. The new method called, the proximity detector 
oscillator (PDO), was then applied to PuCoGa5 to map 
out the upper critical field anisotropy. Figure 3 shows the 
preliminary data for PuCoGa5 measured in pulsed magnetic 
fields to 45 Tesla.
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Figure 3. (Top) The upper critical field of PuCoGa5 measured in 
pulsed magnetic fields. Although the blue triangles look like 
a convincing H-T curve, the deviation from the DC field points 
(green checkers) indicate that the transient nature of the pulsed 
magnetic field is causing heating. (Bottom) Two different pulses 
with the sample in He-4 gas (red curve) and He-4 liquid (blue 
curve). The added heat capacity of the liquid He-4 prohibits the 
sample from heating during the pulse proving that the H-T plot is 
indeed inconclusive.

Magnetic Quantum Oscillations
USb2 has been studied in high magnetic fields to reveal 
the Fermi surface via magnetic quantum oscillations. We 
have revisited the material in much higher magnetic fields 
using the improved PDO method. We also studied PuSb2 
to investigate the effect of narrow bandwidths associated 
with Pu. Surprisingly, no magnetic quantum oscillations 
were measured in PuSb2 (Figure 4) despite the significant 
effort to get the sample measured within 8 hours from 
the time that it was removed from the furnace. It is likely 
that substitution of Pu for U has significantly increased the 
effective mass of the electrons in the metal; an enhanced 
mass will make magnetic quantum oscillations much 
harder to detect.

Figure 4. (Top) Clear magnetic quantum oscillations in USb2 
measured with the PDO method in pulsed magnetic fields. 
(Bottom) The results of the PDO method applied to PuSb2 
measured in pulsed magnetic fields. No clear quantum 
oscillations are detected.

Theory
Our theoretical efforts applied methods at three different 
levels of sophistication: (1) conventional first-principles 
band-structure theory that contain only minimal electronic 
correlation; (2) the first-principles GW method, which 
includes the lowest-order electronic correlation beyond 
band structure methods; and (3) including many body 
effects by using such methods as density functional 
theory (DFT), dynamical mean-field theory (DMFT), and 
Gutzwiller.

Band Structure
We performed band-structure calculations on pure 
actinide elements and several compounds to provide the 
necessary input for the more sophisticated approaches.  
For magnetic compounds, however, these methods are 
sufficiently accurate in themselves to provide new insights.  
We achieved particular success in showing how orbital 
order can enhance the net magnetic moment dramatically. 
Agreement between band structure calculations and 
experimental data has now improved significantly.
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GW Method
We successfully used the GW method to explain why elec-
tronic correlation in pure U appears surprisingly weak.  
Correlation is actually significant in this material, but only 
shows up strongly in the unoccupied electron states and 
hence the occupied electrons are still described well by 
conventional band structure.  We have also used the GW 
method to show that non-local exchange effects change 
the k-dependence of the band structure and that electron-
ic correlations modify the crystal field splitting as well as 
the effective dispersion of the actinide band structures.

DFT
Density functional theory (DFT) codes describe with 
excellent accuracy the simple metals, and have done so 
for some time. Efforts to further develop the DFT codes 
to more accurately calculate the electrons’ behavior in 
the heavy fermions, on the other hand, form a very active 
field of research. The results from these calculations 
provide researchers with maps of the electron density 
in real space, showing where the electrons prefer to sit. 
However, the electrons’ behavior has much more to do 
with their momentum than their position, and so much 
more information can be found in maps of the electrons’ 
momentum, i.e., in reciprocal space.

Experimentalists benefit from reciprocal-space maps of 
the electrons that respond to their experimental probing 
with electric or magnetic fields. The reciprocal-space 
map of these electrons forms the so-called Fermi surface. 
Figure 5 shows the Fermi surface calculated for USb2, 
where the tubular nature of the Fermi surface in reciprocal 
space reflects the layered structure of the crystal in real 
space. This 2D character is likely a key component of this 
materials’ superconductivity. Experiments cannot directly 
plot the Fermi surface itself, but they can quantify its 
character with de Haas-van Alphen (dHvA) measurements. 

Figure 5. Two calculated sheets of the Fermi surface of USb2.

DMFT and Gutwiller methods
Our use of many-body Gutzwiller and DMFT methods has 

shown the sensitivity of the spectral function to the 5f 
electron occupancy in δ-Pu; our results compare better 
with the photoemission data than that achieved by any 
other calculation. We have also developed better methods 
for handling the spin-orbit interaction for the Coulomb 
effects as well as improvements for the DMFT method.

Impact on National Missions
This project supported one graduate student and four 
postdocs, one of which was converted to staff.  We 
generated state-of-the-art experimental and theoretical 
tools and unique data on Pu and U. These results have 
enhanced our understanding of electron correlations and 
these new tools continue to push the frontiers of actinide 
science. Application of these tools beyond this project can 
enable predictions on the effect of extreme perturbations 
on relevant nuclear weapons systems and their evolution 
over time. 
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Abstract
Improving our ability to detect, modulate, and direct 
electromagnetic radiation is crucial for threat reduction 
missions.  Metamaterials research enables a predictive 
approach to the realization of materials with tailored 
electromagnetic properties since subwavelength 
elements can be designed that respond resonantly 
to the electric or magnetic field of the incident 
radiation. The added flexibility this provides in creating 
composite electromagnetic materials is a revolutionary 
conceptual advance with practical implications. Indeed, 
negative refractive index materials, perfect near-field 
imaging, and compact lightweight lenses have all been 
realized during the past decade using such composite 
metamaterials. The objective of this project was to 
advance the understanding of metamaterial properties 
with a view towards utilizing such structures to create 
functional electromagnetic materials for threat 
reduction applications. 

Background and Research Objectives
The field of metamaterials (MM) has blossomed with 
the realization that it is possible to create “artificial” 
electromagnetic composites that combine tailored 
magnetic and electric response. This has led to 
the demonstration of unique functional behavior 
such as a negative index of refraction, which is not 
attainable with naturally occurring materials. Such 
novel electromagnetic properties, coupled with the 
scalability of the metamaterial response from radio-
frequency to near optical frequencies, have resulted in 
a flurry of research activity with a view towards both 
fundamental understanding and practical applications. 
In short, metamaterials provide a new scale-invariant 
design paradigm to create functional materials that 
revolutionize our ability to manipulate, control, and 
detect electromagnetic radiation. Our objective is to 
advance the understanding of metamaterial properties 
with a view towards utilizing such structures to create 

functional electromagnetic materials and devices 
for threat reduction applications at terahertz (THz) 
frequencies. Specifically, we will design, fabricate, 
and characterize the following THz metamaterial 
devices: (i) Active metamaterial switches: we will 
develop metamaterial modulators for high-bit-rate 
signal processing and covert communication. (ii) 
Metamaterials enhanced thermal detector: we will 
develop bimaterial cantilever detectors where the 
absorption of electromagnetic radiation is enhanced 
through the incorporation of resonant metamaterials. 
(iii) Electromagnetic cloaking: recent results reveal the 
ability of electric and magnetic metamaterials to hide 
objects from electromagnetic radiation. Our major 
goal is to advance our ability to model, fabricate, and 
characterize non-planar three dimensional metamaterial 
structures for cloaking at THz frequencies. 

Scientific Approach and Accomplishments

Active metamaterial switches
Although the metamaterial resonant response is mainly 
determined by the geometry and dimensions of the 
metamaterial elements, we found that incorporation 
of additional materials, e.g. semiconductors, as the 
substrate or as an integral part of the metamaterial 
particles, can enable dynamical control over the 
metamaterial resonances through external stimuli 
to achieve novel functionalities. We fabricated split 
ring resonator (SRR) arrays on high resistivity GaAs 
semiconductor substrates that reveal very strong 
resonances. Under near-infrared photoexcitation, we 
demonstrated that the generated photocarriers on 
the substrate surface make it conducting and short-
circuit the split gaps, therefore dynamically switching 
the resonances and tuning the values of the effective 
permittivity and/or permeability. Consequently, the 
transmission of the THz radiation was also switched over 
a narrow frequency range centered at the resonance. 
Such an all-optical dynamic switching (modulation) 
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of THz radiation could be very fast if the lifetime of the 
photocarriers can be reduced. We demonstrated an 
ultrafast switching (~20 ps) of THz transmission using 
GaAs:ErAs nanoisland superlattice substrate where the 
carrier lifetime can be engineered from sub-picosecond to 
tens of picoseconds. As a device, this dynamical switching 
of THz transmission through metamaterials exhibits very 
high switching efficiency and ultrafast switching speed and 
requires very low photoexcitation fluence.

The resonant nature of metamaterials results in high 
frequency dispersion and narrow bandwidth where the 
center frequency is fixed by the geometry and dimensions 
of SRR elements comprising the metamaterial composite. 
The creation of frequency agile metamaterials would 
extend the spectral range over which devices function 
and further, enable the manufacture of new devices such 
as dynamically tunable notch filters. Figure 1 reveals 
such frequency-agile THz metamaterials accomplished 
through incorporation of semiconductors in critical 
regions of metallic SRRs. Through photoexcitation of 
the semiconductor regions, we have experimentally 
demonstrated over 20% tuning of the resonance 
frequency, in excellent agreement with numerical 
simulations.

Figure 1. Scanning electron microscopy images of the frequency-
agile planar metamaterial, (a) an individual unit cell, and (b) 
a periodically patterned square array. (c) The experimental 
THz electric field transmission amplitude under various 
photoexcitation fluences, and (d) results of numerical simulations 
by varying the silicon conductivity.

Figure 2. (a) Schematic of a unit cell for the active THz 
metamaterial. (b) Optical microscopy image of the active THz 
metamaterial. (c) THz transmission amplitude and (d) phase 
spectra under various voltage biases.

An electrical approach to control the metamaterial 
resonances is often desirable. We have accomplished 
electrically switchable metamaterials by fabricating gold 
SRR array on a thin n-doped GaAs layer on an intrinsic GaAs 
substrate. The interface of metal SRRs and the substrate 
forms a Schottky diode structure, where a reverse 
voltage bias actively depletes free electrons from the 
split gaps, modifying the resonant response. The effective 
permittivity can then be conveniently tuned between 
positive and negative values, alleviating the strict design 
requirements. We have demonstrated that the electrical 
approach of THz modulation is capable of a modulation 
depth as high as 80% at a designed resonance frequency 
of 0.8 THz, and a modulation speed up to 2 MHz, limited 
only by the stray capacitance. Our metamaterial modulator 
exhibits a twenty-fold improvement in modulation depth 
over previous electrically-driven THz-modulators based on 
semiconductor quantum-well structures while operating at 
room temperature.

We further demonstrated that, at the resonance 
wing (0.89 THz) where the THz transmission intensity 
remains constant, the THz transmission phase had a 
linear dependence on the applied voltage bias, and a 
maximum change of π/6 was achieved for such a single 
layer metamaterial under relative low voltage bias 
(16 volts), making it an excellent solid state THz phase 
modulator. Larger values of phase modulation could be 
easily achievable by stacking multi-layered metamaterial 
structures. Although both the intensity and the phase 
modulation are narrowband, their correlation enables 
broadband modulation when applying an AC control 
voltage. The band roughly covering the frequencies 
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between the two metamaterial resonances, which can 
be engineered to span the whole THz regime. We also 
fabricated a metamaterial device with independently 
controllable pixels, demonstrating a spatial light modulator 
for THz imaging applications. 

Metamaterial-enhanced thermal detector
We have explored the use of bimaterial cantilever 
detectors where the absorption of electromagnetic 
radiation is enhanced through the incorporation of 
resonant metamaterials. This approach is based on 
metamaterials, which provide for the synthesis of design-
specific electromagnetic resonances coupled with MEMS 
(MicroElecroMechanical Systems) cantilever technology. 
Fabrication of strongly absorbing metamterials elements 
on a MEMS cantilever will lead to a deflection of the 
cantilever when terahertz radiation is incident. The 
principle of operation is that cantilevers are fabricated 
from two materials with different coefficients of thermal 
expansion. In these bimaterial cantilevers the absorption-
induced deflection can be measured using optical readout. 
The possibility of incorporating metamterials into the 
detector is of crucial importance at THz frequencies 
where it is difficult to find highly absorbing materials at 
this wavelength range that, further, are compatible with 
MEMS processing. A crucial aspect of any thermally-based 
detection radiation detector is to have a low thermal mass 
to obtain the greatest possible temperature change for 
a given incident flux. Free standing cantilevers meet this 
requirement. Additional advantages include the potential 
for straightforward fabrication of a focal plane array.  A 
thermal analysis of these detectors suggests that it should 
be possible to achieve a noise equivalent temperature 
difference of ~10mK, a very competitive technology for the 
detection of THz radiation. 

We have focused on interfacing metamaterials with 
various MEMS technologies to create new composites and 
devices that operate at terahertz frequencies. This includes 
non-planar flexible composites and micromechanically 
active structures where the orientation of the 
electromagnetically resonant elements can be precisely 
controlled with respect to the incident field. We have 
fabricated arrays of gold split ring resonators on 400-nm-
thick silicon nitride films where each individual unit cell is 
a free-standing cantilever. Through temperature tuning, 
the orientation of the SRRs can be precisely controlled. 
This, in turn, provides direct control of the electromagnetic 
response enabling independent access and tuning of the 
electric and magnetic properties.  These structures provide 
an important approach towards creating a thermally active 
metamaterial-based detector that is amenable to focal 
plane integration. 

We have fabricated a split ring resonator (SRR) on 
bimaterial cantilevers using silicon nitride and gold. With 
SRRs fabricated on top of the cantilever, this allows for 
a thermally responsive reorientation of the SRRs with 
respect to the incident terahertz radiation field resulting 
in dramatic changes in the resonant electromagnetic 
response [6]. Figure 3(a) shows the basic idea where each 
unit cell consists of a SRR on a free-standing 400 nm thick 
layer of silicon nitride which is connected to a supporting 
substrate by the bimaterial cantilever arms. With the 
incident field orientation as depicted in the figure, there 
will not be a resonant response when the SRRs lie in the 
plane of the substrate. However, if the temperature is 
increased, the cantilevers will bend upwards leading to a 
penetration of the magnetic field through the SRRs which 
will then drive the magnetic resonance. Figure 3(b) shows 
fabricated bimaterial cantilever metamaterials lying in-
plane and bent upwards out of the plane of the substrate. 
The corresponding electromagnetic response for the two 
configurations is shown in Figure 3(c). A strong magnetic 
resonance is evident for the out-of-plane SRRs. These 
results highlight the possibility of creating reconfigurable 
metamaterials potentially leading to dynamically reversible 
refractive index structures and/or thermal detectors. 

Figure 3. (a) Schematic of “pop-up” MM and field orientation 
for measurements. (b) Scanning electron microscopy pictures 
of split ring resonators (SRRs) for in-plane and out-of-plane 
configuration. (c) THz-transmiision spectra – a magnetic 
resonance appears when the MM are bent out-of-plane and 
couple to the THz magnetic field.

An issue which determines, in part, how well a 
metamaterial enhanced thermal detector works is how 
much of the incident radiation is absorbed. Our design 
consists of a bilayer unit cell which allows for maximization 
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of the absorption through independent tuning of the 
electrical permittivity and magnetic permeability. We 
have now demonstrated several improved metamaterial 
absorber designs operating at THz frequencies. These 
absorbers have experimentally achieved absorption values 
of 95%. Studies, both computational and experimental, 
have investigated the impact of off- normal absorption 
for both S and P-polarizations. Absorption coefficients 
of α=2000cm-1 have been shown, thus indicating the 
great potential for metamaterial absorbers to perform as 
bolometric pixels in focal plane arrays for THz imaging. 

Electromagnetic cloaking
The concept of cloaking an object from electromagnetic 
radiation using metamaterials was based on ideas 
related to sculpting the path of electromagnetic radiation 
using coordinate transformations [1]. The design and 
implementation of a cloak is technically challenging in 
terms of fabrication and design. Thus, during the project, 
we did not expect to produce a THz cloak, rather to 
advance simulation and fabrication for creating non-planar 
metamterial composites required for cloaking. 

Therefore, we worked to develop a metamaterial 
device that demonstrates the tools that serve as the 
foundation for a THz cloak.  This device is a negative-index 
metamaterial (NIM) prism, which demonstrates three 
essential components of a THz cloaking: 1) beam steering 
in a defined manner, 2) simultaneous tuning of both the 
permittivity and permeability, 3) three-dimensional THz 
metamaterial fabrication.  The following describes the 
design, simulation, and fabrication processes that have 
resulted from our studies.

The design parameters of a bulk THz cloak require 
comparatively thick interlayer spacing (10-20 µm) 
comprised of dielectric.  Such layers are hard to fabricate 
by traditional deposition techniques of well known 
dielectrics (SiO2, SiN, etc).  We have thus designed our THz 
NIM based on a stacked metallic “fishnet” structures with 
interlayer spacing provided by 18 µm thick Kapton. We 
are fabricating the sample in collaboration with Oklahoma 
State University (OSU). The metallic fishnet layers are 
deposited using standard photolithography. To form the 
dielectric spacing layers we used liquid polyimide (Kapton 
is cured polyimide).  Following metal deposition of the 
fishnet structure on each layer we spin coat a thick layer of 
polyimide and follow a prescribed curing process that we 
perfected with OSU.  The process repeats 10 times until we 
have built up a bulk 3D THz metamaterial.  Using selective 
etching techniques we can then remove the thick layers of 
polyimide from inside the holes of the fishnet structure as 
well as remove excess material to sculpt the prism profile.  
This fabrication process took several months to develop 

and is nearing the final stages presently.   

We have thoroughly characterized our design by using the 
measured properties of cured polyimide as well as detailed 
electromagnetic simulations.  The prism simulation set up 
is shown in Figure 4(a).  A plane wave incident on the flat 
surface of the prism from the bottom undergoes negative 
refraction at 0.8 THz as shown in Figure 4(b). We have also 
simulated the propagation of 1.3 THz through the same 
structure and have clearly observed a positive refraction.   
The only remaining task is to measure the electromagnetic 
response of this NIM prism.  We do not foresee any 
complications and intend to complete this high-impact 
measurement.

Figure 4. (a) Geometry of the prism simulation. (b) The resulting 
electromagnetic wave simulation reveals the negative refraction 
of the THz wave after propagating through the prism. A prism 
with normal (positive) index of refraction would bend the 
wavefront in the opposite direction relative to the normal to the 
prism.

Impact on National Missions
This project is of strategic importance to the Laboratory 
since it is advancing the science and technology of 
artificially engineered electromagnetic metamaterials 
for threat reduction applications. The ability to (i) 
covertly transmit data at high bit-rates at difficult to 
intercept wavelengths, (ii) to image objects at far-infrared 
frequencies, or (iii) to cloak an object from interrogating 
radiation are highly desirable goals for threat reduction. 
Thus, such electromagnetic MM devices offer considerable 
potential as transformational components of an overall 
system architecture designed to mitigate or detect a 
potential threat. This project has enhanced the Laboratory 
Grand Challenges in Materials and Sensing and was timely 
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given the keen international interest in metamaterials.  

Further, R&D in metamaterials represents a strategic 
growth opportunity for the Laboratory in the threat 
reduction arena, providing an avenue for applying LANL’s 
forefront materials fabrication, design, and characterization 
capabilities in partnership with its detection and sensor 
expertise.  This project has enabled the funding of several 
external projects from sponsors from the threat reduction 
arena, including a highly competitive project from DARPA 
on “Engineering the Casimir Force with Metamaterials.” 
Further, the particular emphasis in this project is the 
development of metamaterials for sensors and detectors 
in the THz frequency range. The Laboratory is interested 
in developing such THz technology for nonproliferation 
and defense transformation applications because it is 
the shortest wavelength electromagnetic radiation that 
can be used in all weather conditions, day or night, in the 
W-band water vapor window. This project will underpin 
future endeavors in the MaRIE’s signature facility at LANL 
controlling materials functionality for global security 
applications. 

This project has enabled this team to ensure a continuing 
leadership role for the Laboratory in the emerging 
technology of metamaterials, as demonstrated by the 
large number of publications in peer reviewed journals 
and the many plenary and invited talks at international 
conferences given by team members. This project also 
hosted two International Workshops on Electromagnetic 
Metamaterials which were heavily attended by leaders 
of international metamaterials community. The topic of 
metamaterials is highlighted in BESAC’s report Directing 
Matter and Energy: Five Challenges for Science and 
the Imagination [2], where it is stated that “artificially 
engineered structures have properties not found in nature 
and not observed in their constituent materials.” As this 
report describes future directions for DOE-BES, this project 
has provided the foundational science for growth from 
that basic science sponsor, as well.
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Abstract
Revealing and understanding the relationship between 
magnetism and superconductivity was a centerpiece 
of physics for nearly half the 20th century. This 
relationship, which is critical for the design of today’s 
superconducting technologies, is now well understood 
in conventional superconductors in which magnetism 
and superconductivity develop from distinctly unrelated 
electrons. In contrast, recent discoveries have suggested 
that unconventional superconductivity and magnetism 
in classes of strongly correlated electron materials, 
ranging from oxides to f-electron metals, might arise 
from the same electrons. One family of 4f-electron 
unconventional superconductors discovered by us has 
emerged as the prototype for understanding how the 
same electrons can produce simultaneously magnetism 
and superconductivity. Our project has focused on this 
family in which we have found experimentally that 
unconventional superconductivity and magnetism not 
only coexist microscopically and arise from the same 
electrons but indeed they require each other. We have 
shown theoretically how this can happen and have 
established commonalities between these 4f-electron 
and the oxide unconventional superconductors. Insights, 
acquired from in-depth studies of high quality crystals, 
also have been applied to understand the low transition 
temperatures in a new family of superconductors we 
have discovered. Accomplishments in this project 
represent significant progress on the challenge to 
‘master the control of energy-relevant complex systems 
that exhibit collective, cooperative and/or adaptive 
behaviors’ and to ‘use the complexity of matter as an 
asset rather than an obstacle by ‘tuning’ the properties 
of matter with small changes in composition or with the 
application of pressures or a magnetic field.’

Background and Research Objectives
There are thousands of materials that, at sufficiently low 
temperatures, become superconducting. The physics 

of their conventional superconductivity is very well 
understood theoretically, and this theory also predicts 
that the electrons participating in superconductivity 
cannot be magnetic, a conclusion supported by many 
experiments. Unexpected discoveries during the past 
decade have shown, however, that some materials 
become superconducting only when magnetism is 
present or ‘nearby’ and when complex electron-electron 
correlations are very strong. These unconventional 
superconductors cannot be explained by any theory, 
yet they hold substantial promise for future energy-
saving technologies. The problem posed by coexisting 
unconventional superconductivity and magnetism 
is a declared Grand Challenge. Our goal has been to 
establish experimentally and theoretically how the 
same electrons allow magnetism and unconventional 
superconductivity to coexist and the consequences of 
their coexistence.

The copper oxides, with superconducting transition 
temperatures exceeding 100K, hold most promise for 
technological applications, but they are very complex 
structurally and electronically, which has made if very 
difficult to unravel the relationship between magnetism 
and their unconventional superconductivity--an essential 
step toward developing a theory of unconventional 
superconductivity. A family of f-electron materials of the 
form CeMIn5 (where M=Rh, Co, Ir), discovered at Los 
Alamos, also supports unconventional superconductivity, 
and, unlike the oxides, they crystallize as exceptionally 
pure single crystals. We have shown that there are 
remarkable similarities between essential physical 
properties of the oxides and CeMIn5 members: 
unconventional superconductivity in both develops in 
proximity to antiferromagnetic order, the symmetry 
of the superconducting electrons is the same in both 
cases, and both have the same unusual characteristics 
of their normal state. Though most worldwide attention 
has focused on studies of the copper oxides, the CeMIn5 
materials offer a number of advantages, especially 
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the ability to tune these materials easily by chemical 
substitutions, pressure and magnetic field.  This tunabilty 
has allowed insights not possible in the copper oxides, but 
they should be applicable to the oxides as well as to other 
electronically correlated systems.  As discussed below, 
these insights now set the stage for a microscopic theory 
of unconventional superconductivity.

Scientific Approach and Accomplishments
Departing from traditional approaches that attempt 
to understand the strongly correlated magnetic or 
nearly magnetic normal state and its consequences for 
unconventional superconductivity, we have used the 
unconventional superconductivity itself as a primary 
diagnostic of the relationship between magnetic and 
superconducting electrons. Both approaches are 
complementary, and in the course of this project, we 
have had to understand experimentally and theoretically 
the normal state as well but in the context of what 
we have learned from the superconducting electrons. 
Experimentally, a wide range of techniques have been 
applied to the problem, including electrical transport and 
thermodynamic measurements that provide a macroscopic 
perspective as well as neutron scattering, nuclear 
magnetic resonance, photoemission and point contact 
spectroscopies that probe electrons on a microscopic level. 
Many of these measurements were made at extremes 
of very low temperatures, high pressures and high 
magnetic fields. Theoretically, Ginzburg-Landau models 
have been used to capture macroscopic consequences 
of coupled magnetic and superconducting electrons; 
whereas, analytical and numerical solutions to low-energy 
effective theories provided interpretations of microscopic 
mechanisms.  In the following, we briefly summarize a few 
of the many important discoveries that have come from 
this project. 

Our earlier thermodynamic studies of CeCoIn5 revealed 
the emergence of a new phase transition, labeled 
T2 in Figure 1, in its superconducting state at low-
temperatures and high magnetic fields. An analysis of 
these observations suggested that the new phase could 
be the long-sought inhomogeneous superconducting 
state predicted 40 years ago by Fulde, Ferrell, Larkin 
and Ovchinnikov (FFLO). Nuclear magnetic resonance 
(NMR) should exhibit characteristics that would prove 
this suggestion. Instead, our NMR measurements found 
evidence for antiferromagnetic order in the T2-phase [1]. 
To confirm this, we used neutron diffraction to establish 
unambiguously that long range magnetic order develops 
in the low-temperature, high-field superconducting state 
of CeCoIn5, and most significantly that magnetism exists 
only inside the superconducting state. This exciting result, 

published in Science [2], confirmed our earlier conclusion 
from NMR that superconductivity is, in fact, necessary 
for magnetic order, a totally new and unexpected state 
of matter that derives from the coupling of magnetic 
and superconducting electrons.  These experiments, 
however, left open the question of whether magnetic or 
superconducting electrons drove this new state. From 
specific heat measurements on CeCoIn5 with very slight 
(0.05% or less) substitutions of Hg for In, we concluded 
that unconventional superconductivity underlies the origin 
and that field-induced magnetic order is detrimental to the 
possible FFLO state [3]. The coupling between magnetic 
and superconducting electrons also should influence the 
nature of quantized units of magnetic flux that result from 
applying a magnetic field to any superconductor.  Again, 
using neutron diffraction techniques, we discovered 
that quantized units of magnetic flux assume an unusual 
distribution in the superconducting state of CeCoIn5 and, 
most significantly, that the flux units became more well-
defined with increasing field. This result, never seen before 
and also published in Science [4], is a direct result the 
proximity of CeCoIn5 to magnetic order.

CeCoIn5

SC

NMT2T2

Figure 1. Low-temperature, high-magnetic field portion of the 
superconducting phase diagram of CeCoIn5. The solid blue 
symbols denote a first-order transition from the superconducting 
(SC) to non-magnetic (NM) normal phase; whereas, the green 
symbols define a line of second-order phase transitions, labeled 
T2, into a possible FFLO phase. The solid red symbols are results 
of neutron diffraction experiments that signify the observation 
of magnetic order which exists only in the shaded area of the T2 
phase. The structure of the magnetic order also is shown by red 
arrows.

Besides a magnetic field, replacing larger amounts 
of In with either Cd or Hg induces long-ranged 
antiferromagnetic order, determined by neutron diffraction 
and NMR, that coexists with superconductivity [5]. By 
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several techniques, we found that Cd and Hg substitutions 
have nearly identical effects, and because Cd and Hg have 
qualitatively different atomic size but the same electronic 
charge, this implies an electronic origin for the response 
to these substitutions. Detailed NMR experiments 
on Cd-substituted samples showed that magnetism 
nucleates initially around the substituted atoms and then 
spreads to microscopically coexist with superconductivity 
throughout the sample [6]. Results of neutron diffraction 
[7] on a sample with Cd-induced coexisting magnetic and 
superconducting order are summarized in Figure 2 where 
we see magnetic scattering intensity growing below the 
magnetic transition at 3 K, but the growth is arrested 
abruptly with the onset of superconductivity at 1.2 K. Like 
neutron measurements in pure CeCoIn5 at high fields, 
these experiments show that there is a direct coupling 
between magnetic and superconducting electrons, a 
far stronger statement about their relationship than 
previously possible. This conclusion also was supported 
by point contact spectroscopy studies that revealed the 
development of a change in electronic response at the 
magnetic transition and that superconductivity emerged 
from this new electronic state [8]. 

CeCo(In.99Cd.01 )5

TN
Tc

igure 2. Magnetic scattering intensity as a function of 
temperature for CeCoIn5 in which 1% of the In atoms have 
been replaced by Cd. As expected, magnetic intensity grows 
in below the onset of antiferromagnetic order at TN, but at 
lower temperature, this growth is arrested abruptly with the 
onset of bulk unconventional superconductivity at Tc. These 
results indicate a direct coupling between magnetic and 
superconducting electrons.

CeRhIn5 offered an example where we could study 
coexisting magnetic order and superconductivity in the 
absence of an applied field or chemical substitution. In this 
case, the ‘clean’ variable pressure allowed access to the 
coexistence. In a very productive collaboration, we used 
specific heat measurements under pressure to establish 
that pressure-induced superconductivity in CeRhIn5 is 
unconventional when it coexists with antiferromagnetic 
order and that the unconventional nature does not change 
when magnetism is suppressed at higher pressures. 
Indeed, this higher-pressure limit of CeRhIn5 appears 
very analogous to pure CeCoIn5 at atmospheric pressure 
in which there is no long-range magnetic order in zero 
field. These experiments on CeRhIn5 were essential in 
establishing the generality of conclusions deduced from 
CeCoIn5.

Of the CeMIn5 materials, CeIrIn5 has been the most difficult 
to understand. In contrast to CeCoIn5 and CeRhIn5 under 
pressure, the superconducting transition temperature 
of CeIrIn5  is much lower, but there had been no obvious 
reason why this should be. From very careful study of the 
response of CeIrIn5  to magnetic field, we discovered a new 
electronic state that develops on the same temperature 
scale as superconductivity in the related family members.
[9] This new state has magnetic character that is revealed 
explicitly in our neutron scattering experiments on samples 
with small amounts of Hg. Interestingly, the Hg-induced 
magnetic order is slightly different from that found in 
CeRhIn5 or in substituted CeCoIn5 materials, and further, 
the new electronic state in pure CeIrIn5 appears analogous 
to the so-called pseudogap state in the copper-oxide 
superconductors. Our experiments strongly suggest that 
the new electronic state in CeIrIn5 competes for electrons 
that eventually become superconducting at lower 
temperatures, a conclusion that remains very controversial 
in the copper oxides. 

All of these studies consistently find that magnetic and 
superconducting electrons are intimately coupled and 
that the 4f electron of Ce is critical to both magnetism and 
superconductivity. Because superconductivity develops 
among itinerant electrons and the 4f electron has strongly 
localized character, we were faced with the question of 
how this can happen. Several experiments, but especially 
photoemission spectroscopy that directly probes the 
electronic structure, shed light on this question. These 
measurements found that the 4f electron is localized 
close to the ionic core for a broad temperature range 
below room temperature, but at temperatures below 
about 20 K, the 4f electron begins to take on itinerant 
character due to its interaction with itinerant s, p, 
and d electrons [10].  Alternatively stated, a strongly 
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interacting band of quantum mechanically entangled 4f 
and itinerant electrons emerges below 20 K, and it is this 
entangled electronic state that gives both magnetism and 
unconventional superconductivity or either magnetism 
or superconductivity depending on pressure, magnetic 
field and chemical substitution. (We return to this point 
in the discussion of theory.) Further, our high-resolution 
photoemission measurements that probe the momentum 
dependence of the strongly interacting band showed 
that electronic structure developed a ‘kink’ as the band 
dispersed toward the Fermi energy below which all 
electronic states are occupied. This is not unique to 
the CeMIn5 materials, as we found the same ‘kink’ in 
strongly correlated but non-superconducting USb2 [11] 
and it also had been found earlier in the copper oxide 
superconductors.  

In the last year of this project, groups in Asia reported 
superconductivity at temperatures above 50 K in two 
families of Fe-based magnetic materials, the first example 
of such high transitions in materials without Cu. Besides 
being the first to discover that applying pressure to one 
of the magnetic parent compounds CaFe2As2 induced 
superconductivity, we also discovered superconductivity 
in new Ni-based analogs BaNi2AS2, SrNi2As2 and SrNi2P2 
[12,13,14] of the Fe systems. Unlike the Fe-based 
materials, there is no evidence of magnetism in these 
Ni-materials and their transition temperatures are an 
order of magnitude lower than in the Fe-systems.  These 
discoveries have been important because they suggest 
that magnetism plays a role in enhancing the transition 
temperature of the Fe-based systems. 

Experimental discoveries have been placed in context by 
theory. Ginzburg-Landau models of coupled magnetic 
and superconducting order can account for several 
observations, but we have gone beyond these models to 
develop microscopic understanding. To understand the 
nature of the localized-delocalized transition for f-electrons 
and the interplay with the magnetic properties, we 
derived for the first time a low-energy effective Anderson 
model that is valid right at the transition between the 
two different regimes (C. D. Batista, unpublished). An 
important precondition for the validity of this derivation 
is that the f-d hybridization must cancel at the Fermi level. 
This effective model has two important characteristics 
that lead to a rather surprising conclusion: the localized-
delocalized f-electron transition becomes a selective Mott 
transition when the hybridization cancels at the Fermi 
level. One of the consequences of our conclusion is that 
the localized-delocalized f transition does not coincide 
with the suppression of the magnetic ordering that is 
present in the localized regime. In other words, there is a 

region of coexistence of magnetic ordering and f-electron 
delocalization. This conclusion has been important to 
understand how the f-electrons simultaneously provide 
magnetic ordering and superconductivity. 

We also constructed a model that incorporates local 
spin correlations in a magnetically disordered system 
with strong electronic correlations and have shown that 
this model leads to novel inhomogeneous states that 
are characterized by non-harmonic charge modulation 
and spatially dependent interactions among correlated 
electrons. The existence of these ‘Kondo stripes’ opens the 
possibility of coexisting superconductivity or magnetism.
[15] In parallel and complementing this work, we 
used a low-dimensional limit of the infinitely strongly 
interacting variant of the Anderson model to prove that 
such a model contains an unconventional mechanism 
for superconductivity when the localized electrons have 
a long enough antiferromagnetic correlation length. The 
superconducting pairing in this case is due to a confining 
interaction between topological defects (solitons) 
attached to each carrier. We showed that a robust pairing 
mechanism emerges under these condition and leads 
to dominant superconducting fluctuations. Further, we 
showed that the mechanism survives in dimensions higher 
than one [16].

In the context of our work on Fe- and Ni-based 
superconductors, we determined the criteria 
for thermodynamic stability of ‘odd-frequency’ 
superconductivity wherein superconducting electrons form 
a state without a gap in the electronic excitation spectrum.
[17] This work demonstrated the fundamental possibility 
of odd-frequency superconductivity, a subject of long-
standing controversy, and significantly that this exotic type 
of superconductivity accounted in a consistent way for 
photoemission and NMR observations on the Fe-based 
superconductors.

 Impact on National Missions
The discovery nearly 20 years ago of high temperature 
superconductivity in complex copper oxide materials 
held great promise for revolutionizing electrical power 
transmission and storage technologies, but this promise 
has not been realized, in part because of the absence 
of understanding how strongly interacting electrons 
produce unconventional superconductivity. Using 
4f-electron materials as prototypes of the physics, we have 
uncovered game-changing insights into this problem and 
have laid a solid foundation for a microscopic theory of 
unconventional superconductivity. Our accomplishments 
represent significant advances toward meeting the Grand 
Challenge posed by the Department of Energy and the 
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Laboratory to understand how remarkable properties of 
matter emerge from complex correlations of atomic and 
electronic constituents. 
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Abstract
The objective of this LDRD-DR project was to develop 
an atomic-level understanding of “aging” of palladium 
(Pd) tritide.  “Aging” refers to the decreased capacity of 
the Pd host to store the radioactive gas tritium (T), and 
to retain helium-3 (3He) generated by radioactive decay 
of the tritium, with time.  We had proposed to study the 
aging phenomenon using a “science-based” approach, 
integrating experimental measurements, theory, and 
computer modeling.  Unfortunately, we were unable 
to complete all facets of the proposed research.  The 
main reason was that we could not obtain tritium gas, 
which was essential for our research.  Indeed, for 30 of 
the 36 months of this project, the Laboratory’s WETF 
tritium facility was out of commission for renovations, 
safety assessments, changes in operational procedures, 
etc., etc.  We named this “the WETF debacle”, and we 
comment on it later in this report. In addition to the 
WETF debacle, we lost several critical personnel during 
the project, including two Laboratory Fellows who 
retired as part of the Laboratory’s voluntary separation 
plan in January 2008.  In response to these unforeseen 
changes, we redefined the scope of the project.  
Specifically, we limited its scope to understanding the 
interaction of Pd with the two other (non-radioactive) 
isotopes hydrogen, protium and deuterium.  We made 
several important advancements during this project, 
among them a clearer picture of how dislocations 
affect H-absorption/desorption hysteresis, a new 
understanding of the phase diagram of Pd-hydride 
(and metal-hydrides in general), an atomistic computer 
model that accurately predicts the Pd-H phase diagram, 
and an understanding of hydrogen motion and short-
range ordering in Pd-H.  We also constructed three 
experimental apparatuses, two of which are specifically 
designed for use with radioactive tritium gas.  This 
research has already generated 5 published (or in-press) 
papers, with 4 more manuscripts submitted and another 
4 manuscripts planned.  

Background and Research Objectives
Tritium (T), and its non-radioactive isotopes hydrogen 
(H) and deuterium (D), is easily absorbed into Pd metal, 
where it occupies interstitial sites of the type (½, 0, 
0).  Inside the Pd-tritide, 3He atoms are continuously 
born by the radioactive decay of tritium (half-life of 
12.3 years). It is usually assumed that newly born 3He 
atoms reside in the same (½, 0, 0)-type lattice position 
occupied by the parent tritium atom, although this has 
never been verified by experiment.  Initially, each 3He 
atom is isolated from its neighbors.  However, as more 
3He is generated, the 3He atoms coalesce into dimers, 
trimers, and higher-order aggregates.  The physics of 
this coalescence process is not understood.  When a 
3He aggregate reaches a critical size, it transforms into 
a bubble, where the 3He atoms are no longer in registry 
with the Pd lattice.  Over time, more 3He is incorporated 
into a bubble, causing it to grow in size via the emission 
of dislocation loops.  Eventually, all of the 3He contained 
in the bubbles is released, presumably by fracture in the 
Pd-tritide host.  This completes the aging process.

There are two main differences between the research 
approach taken in this project and that taken in 
previous efforts to understand aging in Pd-tritide: (1) 
We employed a science-based approach, integrating 
experiment, theory, and computer-modeling, to gain 
atomic-level insight.  In contrast, previous efforts 
focused only on modeling, or only on experiment, and 
failed to generate an atomistic picture. (2) We focused 
on the early stages of aging, when the 3He atoms are 
initially formed and first agglomerate.  In contrast, 
previous studies focused on the bubble characteristics 
(such as morphology and internal 3He pressure) and 
their growth mechanism [1-5].

In this project, we accomplished all objectives that were 
associated with the non-radioactive isotopes, H and 
D.  However, we accomplished none of the objectives 
requiring the use of radioactive tritium gas.  The 
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main reason is that the WETF tritium facility was out of 
commission, and unable to deliver tritium gas, for 30 of the 
36-month length of the project.  In addition to this “WETF 
debacle”, we also lost several key personnel, including the 
original PI and co-PI of the project.  Despite these difficult 
circumstances, we made several new discoveries that 
contribute to our understanding of the thermodynamic 
and elastic properties of Pd-H and Pd-D, and of metal-
hydrides in general.  The same fundamental physics that 
we discovered for Pd-H(D) should apply to Pd-T as well.

Scientific Approach and Accomplishments

Thermodynamics of the Pd-H(D, T) System 
Although the Pd-H system has been extensively studied, 
many of its thermodynamic properties (e.g., the 
phase diagram) are only partially known, or are poorly 
understood. Furthermore, the literature contains scarcely 
little thermodynamic data for the Pd-T system.  To 
understand the aging process, we must first characterize 
and understand the phase diagram of Pd-H isotope 
systems.  We therefore built two Sieverts’ machines for 
measuring the equilibrium phase diagram of Pd-H isotope 
systems.  One machine, located at MST-8, was used to 
characterize Pd-H and Pd-D systems.  The other machine, 
located at the WETF tritium facility, was supposed to be 
used to study Pd-T and Pd-T-3He systems.

In the literature, the equilibrium Pd-H phase diagram, 
plotted on a pressure-composition diagram, shows a 
single miscibility region where the alpha and beta phases 
coexist.  On studying the properties of coexisting alpha and 
beta phases, one finds that properties such as resistance, 
lattice parameter, and in particular, equilibrium hydrogen 
chemical potential, have different values depending on 
whether the measurements are done during absorption 
or desorption of hydrogen.  Several theories have been 
developed to explain the hysteresis.  Because the presence 
of hysteresis in reversible transformations cannot be 
explained by conventional thermodynamics, it has 
been attributed to dissipative phenomena such as the 
generation and annihilation of dislocations.  However, 
a dislocation-based explanation is contrary to what one 
infers from TEM observations [6] and from theories for 
work hardening.  Schwarz and Khachaturyan (SK) proposed 
[7] that the hysteresis is due to elastic strains that exist 
between the alpha and beta phases when these phases are 
coherent.  The coherency strain generates a macroscopic 
elastic energy barrier that must be overcome both during 
the forward alpha to_beta transformation (monotonic 
increase in H content) and the reverse beta to alpha 
transformation (monotonic decrease in H content). 

An important prediction of the SK model is that the 
palladium-hydrogen phase diagram has two-miscibility 
curves (rather than one, as appears in the literature): 
one for the coherent decomposition, and another for 
the incoherent decomposition, as illustrated in Figure 1.  
During H loading, the Pd-H system follows curve A-H-B-E-
F-D, whereas during the removal of hydrogen, the system 
follows curve D-F-C-G-H-A. 
!

Figure 1. Coherent and Incoherent phase diagram for the 
palladium-hydrogen system according to the work of Schwarz 
and Khachaturyan [7].

Figure 2 shows, as an example, our data for Pd-deuterium 
at 140.1 C.  In this plot, the ordinate is the molecular 
deuterium gas pressure that is in thermodynamic 
equilibrium with the Pd sample.  The logarithm of this 
pressure is proportional to the chemical potential in Figure 
1.  Curves similar to those in Figure 2 were measured at 
various temperatures and the data was used to delineate 
the correct phase diagram for the Pd-deuterium system, 
which is shown in Figure 3.  This diagram represents a 
great improvement over the earlier published diagrams for 
the Pd-hydrogen system and demonstrates the importance 
that the coherency strains have on the transformation.
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!

Figure 2. Our measurement of the pressure-composition 
equilibrium curves for the palladium-deuterium system at 140.1 
C.
!

Figure 3. Our experimentally determined coherent (solid symbols) 
and incoherent (open symbols) phase diagram for the Pd-
deuterium system.  The large red circles on top of the dashed 
curves are the critical points for the coherent and incoherent 
phase diagrams.  These points were independently determined 
from an analysis of the data in terms of the Landau-type model 
we developed to explain the decomposition.

As seen in Figure 2, the coherent and incoherent phase 
diagrams terminate at tri-critical points located at the top 
of the parabolic-shape curves.  The SK model predicts that 
hysteresis vanishes at the critical point of the coherent 
phase diagram.  To analyze the behavior of the Pd-
deuterium system near the critical points we developed a 
model based on Landau’s theory for second-order phase 
transitions.  The critical points deduced from this analysis 
are shown as solid circles in Figure 3.

Atomistic simulations of the Pd-H system 
One goal of this project was to provide an atom-level 
description for the behavior of 3He atoms in a beta-
phase Pd-tritide host.  To achieve this goal, we started 
by developing an atomistic model for the Pd-H system.  
All previous efforts to model this system had failed to 
reproduce its equilibrium phase diagram mainly because 
they relied on too-simple interatomic potentials.  Because 
Pd is a transition metal that has a partially filled d-band, 
its atomistic interactions must be treated by a model such 
as the Modified Embedded Atom Method (MEAM) that 
explicitly accounts for the directionality of the bonding.  
We developed MEAM potentials that represent, in a more 
realistic manner, the Pd-Pd, Pd-H, and H-H interactions 
present in a Pd-hydrogen alloy. 

We calculated the phase diagram of Pd-H using our 
MEAM interatomic potentials described above and 
chemical potentials obtained through the Grand Canonical 
Monte Carlo method.  Figure 4 compares our calculated 
equilibrium phase diagram for the Pd-H system with 
that measured by various authors, and evaluated by 
Manchester [8].  The symbols are literature data and the 
solid curves are the results of our GCMC calculations.  The 
heavy horizontal lines give the chemical potential within 
the coexistence two-phase region.

Figure 4. Comparison of our calculated phase diagram for the 
Pd-H system (solid curves) and the data compiled in the review of 
Manchester et al.  The abscissa gives the chemical potential for a 
H atom in the Pd-H alloy.

As shown in Figure 4, the agreement between our Monte 
Carlo simulations and the measured phase diagram for the 
Pd-H system is quite good.  The plateau chemical potentials 
denoting the co-existence of the dilute alpha-phase Pd(H) 
solid solution, as well as the concentrated beta-phase Pd-
hydride, are well-reproduced at all temperatures. 
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 Elastic properties of PdHx

In beta-phase Pd-H(D,T), the hydrogen atoms are not 
randomly distributed on the octahedral interstitial sites of 
the Pd host.  Indeed, ultrasonic [9] and neutron diffraction 
[10] measurements suggest the presence of short-range 
ordering (SRO) of the hydrogen atoms.  This implies that 
there are regions within the Pd-tritide lattice that are 
devoid of tritium atoms, and hence 3He atoms cannot be 
born.

We studied the H-atom SRO in single-phase beta-PdHx 
single crystals (0.62 < x < 0.71) by measuring the shear 
moduli Cprime = (C11-C12)/2 and C44 between 1.4 and 296 
K.  For Cprime, we observe an anomaly at ≈50 K during 
warming, and a hysteresis between cooling and warming, 
whereas for C44 we observe no anomaly or hysteresis.  
Based on these data, we proposed that the H-atom 
SRO becomes kinetically “frozen” as the Pd-H alloy is 
cooled to low temperatures, and then “thaws” as it is 
warmed.  Furthermore, the presence of the hysteresis in 
Cprime but its absence in C44 strongly suggests preferential 
crystallographic orientation of the SRO.  Our data are 
inconsistent with a low-temperature thermodynamic 
phase transition, as is claimed in the literature.

For two-phase (alpha+beta)-PdHx (0.01<x<0.62), the 
alpha and beta phases are coherent. Here, we find that 
the composition dependence of both C44 and Cprime deviate 
negatively from a Vegard-type volume average for all 
temperatures in the range 1.4<T<296 K.  Data for the 
composition dependence of Cprime is shown in Figure 5.  We 
attribute the deviation from Vegards law to two effects: 
(1) the partly in-series arrangement of the precipitate and 
matrix phases, relative to the externally applied stress, 
and (2) thermally activated anelastic relaxations involving 
the rapid motion of H interstitial atoms, leading to slight 
changes in the shape of coherent precipitates.  The first 
effect is present for both Cprime and C44 and is temperature 
independent, whereas the second is present only for Cprime 
and is strongly temperature dependent.

Figure 5. Composition dependence of Cprime = (C11-C12)/2 for 
beta- and (alpha+beta)-phase PdHx, in the range 1.4 < T < 296 
K. The alpha-, (alpha+beta)-, and beta-PdHx phase fields are 
indicated in the figure, with the phase boundaries denoted 
by vertical dashed lines. The diagonal dashed lines show the 
composition dependences of Cprime in the two-phase region, 
assuming a Vegard-type volume average. The up-pointing arrows 
denote compositions where many of the precipitates were at 
least partially incoherent with the matrix. In the β phase region, 
Cprime decreases linearly with increasing x. In the (alpha+beta)-
phase region, C follows a polynomial dependence on x, as 
demonstrated by the solid curve and the dash-dotted curves (red 
and blue). The distance (a) denotes the temperature-independent 
contribution to the deviation from Vegard’s law, and (b) denotes 
the temperature-dependent contribution to the deviation, both 
for 296 K.

Ion channeling/nuclear reaction analysis studies of the 
position of 3He in Pd 
To understand aging, we must know where a newly born 
3He atom resides within the Pd-tritide lattice.  Because the 
recoil energy of the 3He atom is only a few electron volts, 
it is usually assumed that a newly born 3He atom resides in 
the same octahedral interstitial site occupied by the parent 
tritium atom.  This assumption, however, has never been 
verified by experiment.

We performed ion channeling/nuclear reaction analysis 
experiments on single crystals of PdD0.02, using 750 keV 3He+

 

ions.  Our measurements confirmed that deuterium atoms 
indeed occupy only the octahedral interstitial sites of the Pd 
lattice. The next step was to determine the lattice position 
of the 3He atoms formed by radioactive decay of tritium 
atoms in Pd-T.  Although we prepared a Pd-3He single crystal 
for these measurements, the management at TA-16 has not 
yet allowed us to remove the sample from the WETF tritium 
facility, due to the ongoing facility shutdown. 
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The WETF tritium facility debacle
Our report would be incomplete without a brief discussion 
of the WETF tritium facility debacle.  Here we use the word 
“debacle” to describe the inability of WETF administration 
to keep the facility operational while renovations, self-
assessments, and changes in operational procedures were 
done at the facility.  Indeed, WETF was not operational, 
and thus unable to deliver tritium gas, from October 2006 
to May 2007 (due to reconstruction of the ventilation 
system), from approximately November 1, 2007 to March 
15 2008 (due to concerns about the facility’s overpressure 
release systems), and from June 1, 2008 to September 30, 
2009 (due to a broken compressor, to implementation of 
new conduct of engineering and conduct of operations 
guidelines, and due to pressure safety issues). Thus, WETF 
delivered tritium only for ~6 of the 36 months of this 
project, and these months were mainly at the start of 
the project when we were still constructing our tritium-
capable Sieverts’s apparatus [discussed in (1)] and our 
tritium-capable, liquid-helium cooled Resonant Ultrasound 
Spectroscopy system.  Several times we investigated the 
possibility of performing the tritium work at another 
facility, such as Savannah River National Laboratory or the 
European Union facility at Karlsruhe, Germany.  Ultimately 
we did not pursue this route because (1) we would 
have to  “start over” and construct again our specially 
designed tritium-capable equipment, (2) it would have 
been an embarrassing admission of LANL’s inability to 
perform tritium work, (3) we were repeatedly told by 
management that WETF would deliver tritium “soon”, or 
by a particular date.  Time and again, however, tritium 
gas was not delivered.  Eventually it became clear to us 
that accomplishing the goals of this LDRD project, and of 
other laboratory programs, was not a priority to the WETF 
management.  

Impact on National Missions
Understanding the properties of the Pd-T-3He system, and 
how they change with aging, are important to the national 
security mission of the Laboratory.  Obviously, then, 
we were disappointed that the WETF facility could not 
supply the tritium necessary for the proposed research.  
Nonetheless, we made several important contributions 
to understanding the properties of metal hydrides, and 
these contributions are also relevant to Pd-tritide.  We 
also constructed three new experimental apparatuses, 
namely a tritium-capable Sieverts’ machine for measuring 
the equilibrium phase diagram of metal tritides, a 
protium- and deuterium-capable Sieverts’ machine, and 
a tritium-capable, helium-cooled Resonant Ultrasound 
Spectroscopy system, for measuring the elastic properties 
of tritided materials.  With these experimental capabilities 
already established, this research could resume (under the 

auspices of Laboratory programs) if and when the WETF 
facility reopens.
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Abstract
The detonator is the weak safety link in explosive 
systems. Detonators can use environmentally hazardous 
materials (lead and mercury), or be accidentally set 
off by electrostatic discharge or illicit means. These 
drawbacks can be avoided using less sensitive materials, 
but with the consequent need for larger energy because 
explosives are very difficult to directly initiate using 
lasers; low-density pressings and large laser energies 
are required, if initiation can be achieved at all. This 
project developed a new laser method – coherent 
control using shaped laser pulses tailored specifically to 
each energetic material – to initiate detonation in low 
sensitivity energetic materials, increasing the safety of 
detonators. The technique uses adaptive pulse-shaping 
techniques to drive the desired chemical reaction. An 
additional layer of safety is achieved because the pulse 
shape is like a “key” in the detonation “lock”. A model 
system (photochemical branching in stilbene) was used 
to optimize laser sources and develop and test control 
algorithms. Those results were extended to direct 
quantum-controlled initiation of explosives. Large scale 
modeling was performed to guide the control feedback 
experiments, and also to achieve inversion of the 
optimal control waveform into real molecular coordinate 
space on the potential energy surfaces, giving insight 
into the fundamental reaction dynamics and perhaps 
promoting a discovery path towards new potential (and 
better) detonator materials.

Background and Research Objectives
The current generation of exploding bridge wire (EBW) 
detonators has the inherent potential for accidental 
initiation via electrostatic discharge (ESD) events, which 
has driven the development of direct optical initiation 
(DOI) schemes. Current DOI schemes are essentially 
an “optical” EBW. Recent advances in ultrafast laser 
technology were extended in this project to achieve 
direct quantum controlled initiation (QCI) of explosives. 
In QCI, a laser pulse is temporally shaped to achieve 

initiation, an iterative process using adaptive genetic 
algorithms. The use of shaped laser pulses tailored 
specifically to each energetic material offers a new 
approach for efficient initiation at much lower energies 
than used in DOI. At these low laser energies, only the 
shaped pulse can achieve initiation, leading to safer, and 
perhaps encryptable, systems.

More fundamentally, experimental quantum control of 
molecular dynamics in condensed phases is an emerging 
field with widespread application in controlling and 
understanding mechanisms of chemical and physical 
reactions.

The research objectives were as follows. Use adaptive 
pulse shaping to control both the cis/trans isomerization 
ratio and cyclization quantum yield in stilbene solutions 
and solid mixtures, using UV/visible absorption as 
feedback. Perform accurate dynamics simulations on 
stilbene’s well-characterized potential energy surfaces; 
compare to experiment. Extend the stilbene results to 
explosives. Manufacture several HE (e.g., PETN, HMX, 
RDX, HNS) single crystals and polycrystalline thin films; 
measure vibrational dephasing times (when not known). 
Perform control algorithm feedback experiments 
on thin single crystal HE samples using UV/visible 
absorption, Raman, and infrared absorption feedback 
(UV/visible absorption is the easiest experimentally). 
Extend feedback experiments to polycrystalline samples. 
Compare molecular modeling to experimental results; 
use modeling to guide feedback experiments. Develop 
theory and modeling necessary to invert the optimal 
control algorithm onto molecular coordinates. Finally, 
devise methods to transfer optimal pulse shapes to 
photonics engineered devices. 

Scientific Approach and Accomplishments
We achieved coherent control of photoisomerization 
branching in our model system - stilbene. The laser 
source, ultrafast pulse shapers, control algorithms, 
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and closed-loop optimization from those studies were 
applied to carefully manufactured explosives samples.  The 
feedback that indicates successful initiation was obtained 
using one of several spectroscopic or thermal diagnostics.  
Large-scale modeling was performed to guide experiments 
and gain insight into the fundamental reaction dynamics, 
with perhaps clues towards new potential detonator 
materials with strong quantum key safeguards.

We designed a simple scheme for efficient, global (coarse-
grained) parameter space optimization for the stilbene 
ground and excited state potential energy surface (PES) 
dynamics.  The scheme included the means for efficient 
calculation of the ground and excited state PES and the 
inclusion of the shaped electric field into the quantum 
molecular dynamics simulations.  We generated a 
program that can simulate the numerically exact quantum 
wavepacket dynamics for a single degree of freedom 
interacting with an electric field of arbitrary form. The 
electric field was also added to a more approximate 
quantum MD code that is capable of treating the dynamics 
of molecules with many degrees of freedom. The latter 
code was tested successfully against the numerically exact 
code for an ultra-short electric field pulse. 

To study the vibrational energy transport, which is a vital 
component of chemical reaction dynamics in energetic 
materials, we developed a first principles computational 
package (integrating commercially available packages, 
i.e. VASP and a suit of home made parallel codes and 
scripts) for determining the vibrational band structure 
and anharmonic couplings between phonon modes 
in polyatomic materials with periodic structure. This 
approach utilizes a state of the art generalized super 
cell method. The code was applied to model vibrational 
structure in PETN materials in order to calculate the 
density of states and phonon dispersion relations. Further 
application of the methodology resulted in the calculations 
of anharmonic model couplings and determination of the 
IR line shape function and vibrational energy transfer rates. 

Understanding photoexcited reaction dynamics in 
energetic materials and further development of the 
strategies for their optical control requires simulations 
of the vibrational wavepacket dynamics in the vicinity 
of the level crossing and in particular near the conical 
intersections (unavoided level crossings). We developed 
a generalized time-dependent (dynamical) variational 
approach, which accounts for the degenerate or almost 
degenerate ground state structure (conical intersection). In 
combination with semiclassical wave packet propagation 
techniques (semiclassical molecular dynamics), the 
developed approach can be used for accurate calculations 
of electronic spectra in the vicinity of conical intersections.

We calculated the reaction chemistry of high explosives 
(HMX and TATB) at high temperature and pressure, in 
preparation for modeling the control of HE reaction 
chemistry, with classical MD using the ReaxFF reactive 
force field from Caltech. We made significant headway in 
understanding the reaction kinetics of HMX decomposition 
and the difference in carbon condensation for the two 
explosives. We developed a first principles computational 
package for determining the anharmonic couplings 
between vibrational normal modes (phonons and vibrons) 
in molecular crystals and in particular in energetic 
materials, including efficient parallel code to handle the 
extended super cell geometry.

Using high-level quantum chemistry methods, we studied 
the excited electronic states of several high explosives that 
are candidates for experimental quantum control studies. 
Our aim was to map out the potential energy surfaces 
for excited states that are accessible via photo-excitation 
with 400 nm light. We investigated the absorption 
spectrum in the 400 nm region, the excited state reaction 
pathways and the mechanisms for radiative (fluorescence 
or phosphorescence) and non-radiative decay of the 
excited molecules. Overall, we have developed a 
deeper understanding of the excited electronic states 
and their interplay in many important high explosives. 
This theoretical work provides useful information for 
ongoing experimental efforts toward spectroscopic and 
photochemical control of these compounds.

The results from our generalized time dependent 
variational approach for calculations of electronic spectra 
during transit near and through a conical intersection 
guided our experiments by indicating the optimal 
spectroscopic probes. We determined some of the critical 
initiation diameters of HE of interest using a flexible test 
bed for initiation spot size testing. We utilized single crystal 
HE samples to understand basic HE material phenomena 
such as defect concentration, quasistatic compression, 
isothermal compression, isentropic compression, and THz 
spectroscopy. We utilized 2D-IR spectroscopy to measure 
vibrational dynamics in thin PETN polycrystalline films. 
The 2D-IR results include the homogeneous line width, 
inhomogeneous line width, dephasing times (from 1.8 to 
3.5 ps) and intra-vibrational mode couplings.

We developed a state of the art optimal quantum control 
capability including pulse shaping, measurement of 
fitness or result, and closed-loop computer controlled 
optimization of the pulse shape to maximize or minimize 
the fitness. We developed this capability in the visible 
(800 nm) as well as UV (both 400 and 266 nm - the latter a 
world’s first). We then used this capability to demonstrate 
control of the photoisomerization branching ratio in 
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stilbene, enhancing or suppressing the cis and trans yields 
at will. We produced some well-controlled HE samples 
needed to extend this optimal quantum control capability 
into the realm of HE initiation control. Because the control 
bandwidth was deemed inadequate to achieve initiation in 
real HE samples, we constructed and tested pulse spectral 
broadening in a gas cell to allow greater control bandwidth 
and have achieved more than a factor of four increase. 
Greater bandwidth allows a larger span of molecular 
vibronic features in the control space. We demonstrated 
vibrational spectroscopic control of nitromethane in 
various solvents, achieving several orders of magnitude 
greater control than with the narrower band commercial 
laser system. We developed and optimized a spectrally 
resolved electronic transient absorption spectrometer 
that can measure small changes in spectra across the 
range 320-750 nm in a single laser shot. We used this 
capability to measure the transient absorption spectral 
characteristics of several explosives to aid determination 
of the optimal feedback mechanism and to benchmark 
the modeling efforts. All of these experimental efforts will 
continue using follow-on funding (from DHS, ONR, and 
DOE).

We formulated a nanogold / PETN detonator powder and 
performed DOI experiments to demonstrate plasmonic 
resonance enhancement. The gold nanoparticle size was 
chosen to maximize coupling to the 1064 nm drive laser 
wavelength. The DOI data indicated a level of performance 
equal to or better than the present vapor-plated Ti film 
based DOI system, and pointed the way towards another 
factor of two or more improvement, which will be pursued 
using follow-on funding.

Finally, we investigated the properties of the control pulse 
shape needed to achieve a quantum key. The idea of 
“quantum key” hinges on the assumptions that these pulse 
shapes are 1) relatively rare due to the complexity of the 
system, and 2) hard to obtain. Due to the complex nature 
of the chemical control landscape, we tend to think that 
both these assumptions are probably valid.

Impact on National Missions
The QCI approach may provide resilience not only against 
accidental initiation through the use of less sensitive 
explosives, but also against illicit initiation through a 
“quantum key” concept, which benefits both nuclear 
weapons (NW) and threat reduction (TR) NNSA missions by 
improving the safety and security of the stockpile. 
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Abstract
Energy security is a dominant national security issue and 
has posed urgent socioeconomic, political, and scientific 
challenges. The goal of this project was to enhance our 
national energy security by developing a new approach 
to the production of hydrogen fuel from renewable 
sources: water and solar energy. The potential capacity 
for solar energy is extremely large, sufficient to meet the 
rapidly increasing demands for the foreseeable future. 
Nature solved the problem of efficient capture, transport 
and storage of solar energy billions of years ago, through 
the development of photosynthetic systems. By adopting 
a bio-inspired approach in this project, we proposed 
to combine experiment and theory into the design and 
development of efficient light-driven molecular catalysts 
for O2 and H2 production from water splitting. In analogy 
to the biological modular systems, the oxidation 
and reduction half-reactions were conceptualized as 
separate O2 and H2 modules which, upon detailed 
understanding and individual optimization, can be 
photoelectrochemically coupled into an integrated 
assembly toward the clean, renewable production of 
hydrogen energy using only water and sunlight as the 
energy source.

Background and Research Objectives
Our overall objective was to develop a new, biomimetic 
approach to the production of hydrogen fuel from 
solar water splitting. Natural photosynthesis converts 
solar energy into high-energy chemical bonds by 
splitting water to form ATP, NADPH (analogous to H2), 
and O2. Photosynthetic water oxidation is catalyzed 
by the oxygen-evolving complex of photosystem II. 
Hydrogenases from various microorganisms catalyze 
the production of H2 from protons and electrons at 
extraordinarily high rates (up to 104 turnovers/sec) using 
nonprecious metals such as iron. Despite decades of 
efforts, scientists have not yet come close to mimicking 
these natural systems. Two major scientific barriers 

persist: developing efficient molecular catalysts for 
splitting into O2 and H2, and coupling these reactions to 
a photochemical energy source. In order to tackle the 
photochemical water splitting, which involves extremely 
challenging multi-electron/proton coupled reactions, we 
aimed at using the natural systems to guide the design of 
synthetic, transition-metal inorganic catalysts and their 
assembly. One of the primary lessons from biology about 
efficient water splitting is the use of separate functional 
modules for light harvesting, water oxidation, electron/
proton transfer, and production of H2 equivalents. As 
detailed in the following sections, our research followed 
the lead of Nature in order to develop functional 
modules for independent optimization and further 
assembly into a complete scheme to photochemically 
drive the oxidative and reductive catalytic cycles toward 
the renewable production of solar fuels.

Scientific Approach and Accomplishments
Our approach to photocatalytic water splitting was 
to subdivide this complex problem into tractable 
pieces. The key elements are synthetic “modules” 
involving molecular chemistry that can be established 
independently and then assembled pairwise to test 
photochemical behavior. Therefore, our focus was on 
the molecular catalysis related to H2 and O2 production, 
which sets our approach apart from existing schemes 
because most deficiencies of solid-state materials 
relate to difficulties in carrying out the required multi-
step, proton-coupled electron-transfer reactions to 
completion, yielding incompletely oxidized/reduced 
intermediates that are highly reactive and deleterious. 
In our biomimetic design, we chose transition-metal 
molecular complexes with properties and functions 
inspired by the principles operating in hydrogenases and 
photosystem II. In this modular concept, the protons 
and electrons needed to produce H2 at the cathodic 
phase are furnished by the oxidation of water or organic 
substrates at the photoanodic module. To this end, our 
team combined experimental and theoretical expertise 
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and capabilities in synthetic chemistry, spectroscopy, 
electrochemistry and photochemistry, photosynthesis, and 
nanoscience. Although our progress is organized below 
by modules, each of these comprises a highly interactive 
effort among the subteams on synthesis, measurement, 
and theory.

O2 Module – Oxidation Catalysis

Experiment
A major challenge in molecular photocatalysis for water 
oxidation has been the realization of multi-component 
assemblies that can meet the required kinetics and 
thermodynamics while integrating (i) charge-transfer 
photoexcitation and accompanying stepwise transfer 
of a single electron to an acceptor at the chromophoric 
end with (ii) proton-coupled, multi-electron redox 
buildup and chemical reactivity at the catalytic unit. 
Toward this goal, we designed and synthesized a family 
of molecularly bridged dyad assemblies of ruthenium-
polypyridyl complexes containing a sensitizing unit for 
visible photoexcitation and a catalytic unit with capability 
for multi-electron/multi-proton reactivity (Figure 
1). To prepare such chromophore-catalyst systems, 
we developed a synthetic methodology for coupling 
chromophore and catalyst using various types of bridging 
ligands [1,2]. The bimetallic dyads and corresponding 
monometallic components were characterized structurally 
and electronically by a variety of spectroscopic techniques 
and electrochemistry, including spectroelectrochemical 
approaches for the study of multiple proton-coupled redox 
processes in situ (e.g. H2O-RuII/HO-RuIII/O=RuIV) [1-3]. The 
chemically relevant metal-to-ligand charge-transfer states 
of the photoexcited dyads were identified and investigated 
using time-resolved fluorescence spectroscopy and 
transient absorption pump-probe measurements [4]. 
Essential to photophysical studies were the analytical 
comparisons between the absorption/emission properties 
of the dyad systems and their building blocks [4,5].

Figure 1. (A) Schematic of the main steps involved in the 
oxidation of organics or water (step 4) upon photoactivation of 
the catalyst following sequential repetition of the photoexcitation 
and electron transfer processes (steps 1-3); acceptor = sacrificial 
electron-accepting molecule or nanoparticulate TiO2. (B) 
Representative structure of one of the dyads of ruthenium-
polypyridyl complexes. Other structurally related assemblies 
were also prepared by varying the bridging ligand (boldfaced 
fragment).

Among our key accomplishments was the successful 
demonstration that, under simulated solar irradiation 
and in the presence of sacrificial electron acceptors, the 
chromophore-catalyst assemblies in water, at ambient 
conditions can (i) undergo activation by photoinitiated 
stepwise electron transfer and charge separation, and 
(ii) perform the visible light-driven catalytic oxidation 
of organics (including the 2-electron/2-proton 
photoconversion of a series of aliphatic and benzyl alcohols 
into the corresponding aldehyde or ketone products) 
with very high selectivity (≈100%) and tens of turnover 
cycles per hour in some cases [1], as probed by NMR 
spectroscopy and gas chromatography. We also initiated 
kinetic and mechanistic studies of water oxidation with 
O2 evolution for monometallic catalysts to be optimized 
and incorporated into new dyads with capability for the 
4-electron/4-proton photooxidation of water.

Theory
The monometallic catalyst/chromophore components 
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in Figure 1 were used here for the optimization of a 
catalyst-chromophore-semiconductor assembly in which 
the catalyst-chromophore dyad was attached onto 
nanostructured TiO2 by phosphonate anchoring groups 
at the terminal ligands of the chromophore (Figure 2). 
Upon excitation with visible light, this assembly should be 
capable of electron injection into the TiO2 semiconductor 
and subsequent proton-coupled electron transfer, with 
concurrent regeneration of the hole on the chromophore 
and first oxidation of the water ligand at the catalytic 
center. Our theoretical efforts focused on understanding 
(i) the electronic structure and excited state properties 
of the molecular components alone as well as the overall 
assembly, and (ii) the electron injection into the TiO2 
nanoparticles.

Figure 2. Calculated structure of a catalyst-chromophore-
TiO2(nanoparticle) assembly constructed by attachment of the 
molecular photocatalyst (in Figure 1) onto the semiconductor 
surface via phosphonate anchoring groups. Photoexcitation 
of the chromophore with visible light is followed by electron 
injection into the conduction band of TiO2. The hole created 
at the chromophoric unit is then filled by a secondary proton-
coupled electron transfer from the catalytic unit. Red arrows 
denote the movement of electrons (e-) and blue arrow the 
movement of the proton (H+).

First, we characterized the ground- and excited-state 
structures of the individual monomers and found that 
these complexes undergo metal-to-ligand charge transfer 
(MLCT) photoexcitation following visible-light absorption. 
The resulting triplet potential-energy surfaces are 
complicated, with several metal-centered (3MC) and 3MLCT 
states very close in energy. Furthermore, the energy gap 
between the lowest 3MC and 3MLCT states is strongly 
influenced by the solvent environment and decreases 

(the 3MLCT state is stabilized) with the increasing solvent 
polarity [5]. Next, we studied interfacial electron transfer 
(IET) processes in chromophore-semiconductor and 
catalyst-chromophore-semiconductor assemblies [6]. For 
the chromophore-TiO2 assembly, we found that IET takes 
1–10 ps, a time comparable to the lifetime of the excited 
electronic state of the chromophore. The calculated IET in 
the catalyst-chromophore-TiO2 assembly was slower due 
to localization of the electronic excitation into the bridge 
between catalyst and chromophore, which is weakly 
coupled to the electronic states of the conduction band 
of TiO2. By modifying the ligands of the original assembly, 
we designed new derivatives where the electronic 
excitation is shifted toward the terminal ligand, which has 
a stronger coupling with the TiO2 conduction band and 
should promote more efficient electron injection into the 
semiconductor.

H2 Module – Reduction Catalysis

Experiment
The goal here was to synthesize functional mimics of 
iron-hydrogenases from mononuclear iron(II) complexes 
to function as inexpensive catalysts for H2 production. 
Complexes containing at least one carbonyl ligand and one 
or more protonatable ligands are desired to aid heterolysis 
of H2 and its reverse formation from protons and electrons. 
Starting from simple carbonyl precursors or chloride salts 
of iron(II), several synthetic routes to possible catalysts 
were devised. Various ligand systems were also explored 
to assess the importance of soft (sulfur) vs hard (nitrogen) 
donor groups in assisting the conversion of protons and 
electrons into H2 at the Fe center. An important question 
to address from these studies was the actual function of 
the ubiquitous thiolate in natural hydrogenases. Therefore, 
we specifically focused on models containing FeII centers 
supported by thioamine, diphosphine and carbonyl or 
isocyanide ligands [7]. Typical examples that we targeted 
as synthons for potential hydride/dihydrogen binding are 
shown in Figure 3. Following the spectroscopic (infrared 
and NMR) and electrochemical characterization of their 
structure and complex redox properties, these systems 
are now being tested for their ability to bind/cleave H2 as 
well as for their chemical linkage to photoreceptor sites to 
provide a direct pathway for transfer of electrons.
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Figure 3. Structural formulas of representative mononuclear 
iron(II) complexes prepared as precursors to H2-producing 
catalysts (R = various alkyl groups; Ar = 2,6-dimethylphenyl).

Another front of investigation was the potential use of 
PdII-Trost* complexes (Figure 4) to catalytically produce 
H2 via cyclic interconversion between Pd0 and PdII. We 
focused on the two possible mechanistic pathways 
shown in Figure 4. First, we examined the likelihood of 
pathway (a) in dichloromethane, but 31P and 1H NMR 
spectroscopy indicated only the presence of unreacted 
[PdII-Trost*]0, with no formation of the [Pd0-Trost*]2- 
dianion. By using strong reductants and heating toluene 
solutions to 50 oC, the starting complex was reduced but 
not to the diamagnetic Pd0 species, as suggested by the 
paramagnetism in 31P NMR spectra. EPR spectra displayed 
an inorganic signal assigned to the open-shell (d9) PdI 
center. Therefore, pathway (a) does not appear to operate 
in the observed H2 production. Turning to mechanism 
(b), addition of two equivalents of a strong acid to the 
PdII-Trost* complex resulted in quantitative formation of 
the doubly protonated [PdII-Trost*(H)2]

2+ species, while 
addition of less than one equivalent afforded a mixture of 
[PdII-Trost*(H)]+ and [PdII-Trost*(H)2]

2+. Then, treatment of 
[PdII-Trost*(H)2]

2+ in dichloromethane with the reductant 
resulted, again, in a paramagnetic species (likely PdI) 
with no regeneration of the starting material. Given that 
pathway (b) offered the most promising route in facilitating 
H2 production, we explored its potential for electrocatalysis 
via cyclic voltammetry, which displayed a quasi-reversible 
reduction process at -1.95 V vs ferrocene for the 
catalyst in dichloromethane. Upon addition of acid, an 
electrocatalytic response was observed, with the reduction 
potential shifted to about 0 V. This result suggests that the 
PdII-Trost* system is capable of catalytic H2 production, 
and further experiments should elucidate the kinetic and 
mechanistic details.

Figure 4. Possible mechanistic pathways for H2 production by the 
Pd-Trost* catalyst (structure A): reduction first then protonation 
[(a), left] and protonation first then reduction [(b), right]; Cp*2Co 
= reductant.

Theory
Our initial efforts focused on the calculation of one-
electron redox potentials for dinuclear FeIFeI model 
complexes mimicking the active sites of iron-hydrogenases. 
By using density functional theory (DFT) with the 
appropriate functionals (GGA), we achieved excellent 
agreement with experiment [8,9]. Also, the redox 
potentials directly correlate to the spectrochemical series 
of the ligands and can be justified by the electron density 
donated by the ligand onto the iron centers. We also 
extended this analysis to other transition-metal complexes 
with varying oxidation states, and a natural starting 
point was ferrocene. From this example, we showed 
that solvation free energies alone are not an appropriate 
quantity when referencing calculated potentials to 
standard hydrogen electrode. Moreover, if results are 
referenced to a calculated standard such as ferrocene, one 
can effectively cancel out all additional thermodynamic 
assumptions necessary for modeling experiment.

We also contributed to the theory-driven H2 catalyst 
design using mononuclear Fe complexes [10]. Using DFT 
methods and based on several known experimental results 
in the literature, we proposed a complex (with carbonyl, 
cyanide, and pyridine thiolate ligands) as a plausible 
catalyst for H2 production (Figure 5). Upon reduction, our 
system forms a five-coordinate species with the open site 
trans to the carbonyl ligand. However, double reduction 
is necessary to facilitate the formation of a FeII-H species. 
Once the hydride intermediate is formed, a second proton 
should readily coordinate to the hydride to give a Fe-H2 
complex and H2 will dissociate in the presence of a strongly 
coordinating solvent. Our results will aid experimentalists 
in the rational design of these types of Fe systems.
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Figure 5. Calculated catalytic cycle for H2 production by 
mononuclear iron(II) complexes.

Another aspect of our work relates to the stability of 
molecular platinum catalysts. Recently, several groups 
reported that PdII or PtII diimine complexes can act as 
efficient H2-evolving catalysts. However, other reports 
suggest that such molecular catalysts photodecompose 
to colloidal Pd or Pt, which are presumably the true 
H2-generating catalysts. We performed DFT and time-
dependent DFT calculations on two PtII diimine systems 
and found that, while these compounds are stable upon 
reduction, photoexcitation of the reduced species leads to 
dissociation of the ligand set. The decomposition sequence 
occurs upon formation of an unstable PtI or Pt0 species by 
occupying a strongly σ antibonding Pt(dx2-y2) orbital with 
the surrounding ligands [11]. In a different approach to 
Pd chemistry, our team explored H2 catalysts based on 
Pd-Trost complexes (see above), for which we worked 
closely with our experimentalists to elucidate the possible 
operating mechanisms [12].

Technique Development
New instrumentation was required to interrogate the 
complex mechanisms and fast kinetics of photophysical/
photochemical processes in our systems. In one activity, 
for instance, a step-scan Fourier transform infrared 
instrument for time-resolved vibrational spectroscopy 
was designed, developed, and applied to our studies [13]. 
The unparalleled performance of this new instrument 
was confirmed through the characterization of our 
challenging molecular assemblies. As another example, we 
developed a spectrally tunable Raman spectrometer that 
was also used in our investigations. Combined, these new 
capabilities will provide us with important, unprecedented 
information regarding strategies to optimize charge- and 

energy-transfer processes in molecular-based, solar-energy 
devices.

System Integration
Following our studies of oxidation photocatalysis by 
the chromophore-catalyst systems in homogeneous 
conditions (Figure 1), we prepared and characterized 
heterogenized “triad” assemblies from attachment of 
the molecular dyads onto a metal-oxide semiconductor/
acceptor (nanoparticulate TiO2) via functionalization of 
the chromophore unit with a suitable surface-anchoring 
group (e.g. phosphonate). The interfacial electron injection 
upon photoexcitation and resulting photooxidation 
catalysis at these heterogeneous systems in aqueous 
environment was also demonstrated [14]. This scheme 
for organic transformations is of relevance to hydrogen-
based energy technologies because the liberation of 
protons and electrons at the photoanode can be coupled 
with recombination on a cathodic terminal for H2 fuel 
production in an integrated photoelectrochemical 
synthesis cell. Motivated by these remarkable results, we 
used the same principles of this proof-of-concept into 
promising steps toward a complete scheme for water-
oxidation photocatalysis integrated with the H2 module.

In addition to TiO2, we explored other nanomaterials as 
semiconductor components for integration of modules in 
our devised photoelectrochemical scheme. For instance, 
we developed a sol-gel method for constructing thin films 
of nanocrystalline WO3, which was incorporated into a 
tandem cell for successful demonstration of solar water 
splitting [15]. Although platinum was initially used as a 
catalyst for H2 production in our proof-of-principle, it will 
be replaced with the catalysts developed in our project 
and optimized for efficient production of solar fuel.

Impact on National Missions
This research supports the DOE missions and addresses 
our primary LANL institutional goals in national energy 
security by providing significant advancements toward 
carbon-neutral renewable energy technologies and by 
enhancing the fundamental understanding of materials.
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Introduction
The recent spread of H1N1 “ Swine Flu” to become a 
pandemic threat shows the limited ability and resources 
to detect and respond rapidly to challenges from natural 
emerging pathogens. The early detection of epidemic 
pathogens requires simple, robust and easily deployed 
assays. While current detection methods rely on rather 
sophisticated RNA, protein – antibody and laboratory 
based methods, simpler detection schemes that do not 
require instrumentation are currently overlooked.
Human preference for visual sensory input biases cur-
rent detection technologies towards optical read-out of 
a recognition event, equally discriminatory senses such 
as olfaction are underutilized in their potential to afford 
pathogen detection, which is surprising as respiratory 
infections are located in one of the most ubiquitous 
sensors available to humans – the nose! A rapid detec-
tion of the presence of influenza by scent would allow 
instrumentation free self diagnostics of an infection. 

Influenza viridae carry multiple copies of an enzyme - 
neuraminidase - that cleaves cell surface sialic acids, 
thus liberating the viral progeny from cell debris. Our 
project explores the synthesis and biological function 
of chimeric substrates of sialic acids and odorants. Such 
substrates will be cleaved by the innate enzymatic activ-
ity of the virus and the released odorant stimulates the 
olfactory receptors to alert the host (Figure 1 illustrates 
this concept).

This detection scheme substitutes instrumentation 
with the exquisite ability of humans to discriminate and 
recognize smells for truly field-able diagnostics. The 
presence of multiple copies of the enzyme on any viral 
particle, enzymatic turnover of multiple substrates all 
combined with the olfactory system amplification may 
allow detection of viral respiratory infection before a 
patient becomes aware of symptoms. Our final goal is 
to screen a library of such chimeric odorant substrates, 
optimize the assay and select for molecules that are 

cleaved differently by viral and bacterial neuramini-
dases. A discriminatory assay with two easily recognized 
scents that distinguish bacterial from viral infections can 
guide the early deployment of medical countermeasures 
and select the appropriate drugs at an early and most 
beneficial stage for the patient.
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Figure 1. Schematic representation of influenza detection by 
scent

Benefit to National Security Missions
The recent emergence of a novel influenza strain H1N1 
(Swine Flu) made the news headlines. Novel detection 
methods to indicate the presence of influenza to moni-
tor global outbreaks of influenza will become essential 
tools to mitigate and counter the spread of influenza 
infections. This research will enable dire needed novel 
detection techniques for this emerging health threat. 
The basic research supports the DOE mission of Na-
tional Security. In addition this project will further lead 
to enhanced capabilities for the DHS and the HHS in the 
detection of emerging biothreats.

Progress
The detection of influenza by a release of an odorant 
from synthetic substrates will provide a new instrumen-

Detection of Respiratory Infection by Scent
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tation free and rapid detection for influenza infections. 
The scent is detected and amplified by the receptors in the 
nose and will likely allow a pre-symptomatic screen. The 
syntheses of chimeric products of odorants attached to 
sialic acids, such as Neuraminic acids (NA), are among the 
most challenging synthetic problems in glycoside chemistry 
as the anomeric attachment site provides multiple options 
for side reactions.

Among multiple investigated options, reported in the lit-
erature for sugar coupling, only methods using phosphonic 
acid activations of the anomeric center proved successful 
in generating the odorant alcohol NA chimera. We have 
designed, executed and repeated the diethylphosphonate 
coupling to multiple odorants with highly diverse struc-
tures. These reactions yield between 30 and 50% of the 
product after purification and have now been optimized 
for combinatorial exploration of structural and “scent” 
diverse libraries of targets. All compounds were purified 
and their structure confirmed by 1H, 13C – NMR (Nuclear 
Magnetic Resonance) and mass spectrometry.

The direct attachment of the more volatile aldehyde and 
ketone odorants to NA was less successful, producing only 
traces of the product, we, however, believe that switching 
from highly basic conditions to more mild reaction condi-
tions will overcome this problem. 

While initial experiments on the neuraminidase cleavage 
of the substrates were conducted with commercial purified 
enzyme, the goal of this project is to show the release of 
the odorant with influenza samples. In the biology section 
of this project influenza virons have been expressed and 
UV inactivated. The PCR amplification of potential remain-
ing viral genes and attempts to culture the virus showed 
no residual viral infectivity after carefully optimizing the 
inactivation procedure. Commercial neuraminidase activity 
assays proved that the enzymatic reactivity is retained. 
These samples are now BSL-1 level and have been released 
to work within our mass spectrometry facility. The current 
focus in this area optimizes reaction conditions and buffer 
systems to retain the enzyme activity while using volatile 
salts, suited for mass spectrometry, in the buffers. 

While at the beginning of this project combinatorial and 
parallel syntheses seemed cost prohibitive, we have now 
access to free odorant samples. A Tecan liquid handling 
robot is currently adapted to combinatorial chemistry. 
This robotic station will allow the syntheses of 96 products 
in parallel under controlled temperature and inert atmo-
sphere to explore the chemistry and provide hundreds 
of samples for the enzyme studies. This will expedite the 
availability of the assay for emerging and potentially pan-

demic influenza outbreak preparedness.

During FY 09 we have filed an invention disclosure on the 
methods and our work on substrates. We have trained 
one summer student in chemical methods of carbohydrate 
chemistry, who joined the University of New Mexico and 
gave a favorable received talk on his work. The postdoctor-
al associate funded and mentored under this project has 
now joined Astra Zeneca in permanent staff position.

Future Work
We develop methods to use influenza specific neuramini-
dase catalyzed reactions on man made substrates, which 
releases an odorant on the primary location of respiratory 
infections, and, therefore, detect their presence directly in 
the nose. We design and synthesize a panel of substrates 
and test their enzymatic turnover monitoring the odorant 
release by mass spectrometry. Specific cleavage over non 
specific hydrolysis will be optimized by judicious choice 
of the connection chemistry in the substrates. Substrates 
are developed further into a selective and discriminatory 
detection that distinguishes among the most common 
causative agents of respiratory infection. Our detection 
approach will combine 4 distinct amplification steps – the 
presence of multiple neuraminidase copies on a pathogen, 
the catalytic substrate cleavage, the direct release of the 
trigger on the sensor and the biological cascade of smell, 
with a unique pathogen specific event and the exquisite se-
lectivity of olfactory sensing to provide a sensitive, instru-
mentation free and potentially pre-symptomatic detection 
scheme.

This research will provide odorant substrates for neuramin-
idase and we expect to reach the following milestones:
The chemistry of attaching odorants to sialic acids will be 
developed. Synthetic protocols for the incorporation of a 
wide range of linkages will be established. Substrates will 
be tested by mass spectrometry with neuraminidase for 
the odorant release. We will find critical contacts to the 
enzyme by Nuclear Magnetic Resonance spectroscopy and 
modeling. Modeling guides the rational optimization of 
substrates. Chemistry for odorant attachment to branched 
scaffolds and stereoselective attachment chemistry will be 
developed to enable discriminatory detection among respi-
ratory causative agents, even in the presence of complex 
interfering matrices.

Conclusion
An assay will be developed that specifically detects respi-
ratory infections. We expect to develop chemical entities 
that are converted by an influenza specific event to release 
odorants. This triggers the smell receptors in the nose to 
allow a “patient” to be alerted of the presence of a patho-
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gen. The exquisite sensitivity and selectivity of olfactory 
sensing not only provides the means to encode multiple 
pathogens with different smell, but such an assay will likely 
allow presymptomatic detection before the onset of other 
signs of infection.
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Introduction
Today’s electronics are based on the electron charge. 
Using electron spin to compliment electronic charge 
for information storage and transmission in electronics 
is the basis for a major international research activity 
called “spintronics.”  An ideal spintronic device consists 
of a magnetic contact to inject spin polarized current 
into the device, an active layer to manipulate the spin 
polarization, and a magnetic contact to detect the 
final spin polarization.  Organic semiconductors are 
attractive candidates for the active layer in spintronic 
devices because they have much longer spin lifetimes 
than inorganic semiconductors due to their weak spin-
orbit interaction, which is the principal spin de-phasing 
mechanism in these materials.  However, the spin-orbit 
interaction is also responsible for selection rules that 
allow optical generation/detection of polarized electron 
spin distributions.  Optical injection and detection 
was important in the development of electrical spin 
injection in inorganic semiconductors, but now both 
electrical spin injection and detection has been clearly 
demonstrated in these materials.  The purpose of this 
work is to develop both optical and electrical methods 
to inject and detect spins in organic semiconductors 
and demonstrate the advantages of these materials 
for spintronic applications.  We initially focused on 
optical spin injection/detection, using organic materials 
containing a heavy metal atom to increase spin orbit 
coupling.  In parallel, we are exploring the use of 
ferromagnetic contacts to electrically inject and detect 
spins in organic materials.  This parallel approach of 
optical and electrical methods of spin injection improves 
our chances of success in this important area of study.  
During the course of this work we have demonstrated 
that spin noise spectroscopy is very promising approach 
for the study of spin dynamics in semiconductors and we 
are continuing to develop this new method.

Benefit to National Security Missions
This project will support DOE missions in basic science 
and threat reduction by providing the fundamental 
understanding of spin-based processes in organic 
materials needed to enable new technologies including 

quantum information processing and computing.  
These technologies will support our national security 
by providing powerful tools for data encryption and 
decryption.

Progress
Our research into spins in organics has taken a multi-
pronged approach.  We have investigated: 1) methods 
to electrically inject spin polarized electrons into 
organic semiconductors, 2) device theory of spin 
injection and transport in organics semiconductors, 
3) ab initio quantum chemical modeling of magnetic 
semiconductors for use as spin injectors, and 4) 
new methods to measure spin polarizations in 
semiconductors.  We will address these topics in order. 
1) Investigated the use of the magnetic semiconductor 
europium sulfide (EuS) as a possible spin injector for 
organic semiconductors.  It has been previously shown 
(by D. Smith, an investigator on this project) that the 
conductivity mismatch between a magnetic metal and 
a semiconductor prevents injection of a spin polarized 
current unless some barrier is inserted between the two.  
We are pursuing using a magnetic semiconductor as a 
spin injector, thereby circumventing the conductivity 
mismatch problem.  We have shown electron injection 
from EuS into the organic semiconductor Alq.  We made 
devices ITO/PEDOT/Alq/Au, where ITO/PEDOT is a hole 
injecting contact, and Au (gold) is also a hole injecting 
contact.  These devices are hole only devices and 
emitted no light.  By incorporating a EuS layer between 
the Alq and Au, we increased the current and got light 
emission due to electron injection.  2) Investigated 
spin injection from ferromagnetic metals into organic 
semiconductors.  This work has shown that one can’t 
inject a spin polarized current from a magnetic metal 
directly into a semiconductor.  This is easily explained by 
the concept of thermal equilibrium.  If a magnetic metal 
is in equilibrium with a non-magnetic semiconductor, 
then currents will flow to maintain this equilibrium.  
This means the spin polarization in the semiconductor 
will remain zero.  To enable spin polarization in the 
semiconductor one needs to pull the interface out of 
equilibrium, either by inserting a barrier between the 
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metal and semiconductor as has been demonstrated in 
inorganic semiconductors, or by replacing the metal with 
a semiconductor which can be drawn out of equilibrium 
by current flow.  3) We used screened hybrid DFT to 
compute the electronic properties of EuS.  This material is 
a strongly correlated insulator, and conventional density 
functional theory predicts it to be metallic.  The screened 
hybrid approach utilized here does yield an insulator, with 
a computed gap of the order of 1eV, which is reasonable, 
but appears somewhat low compared with experiment.  
The Eu site contains nearly exactly 7 unpaired electrons 
in the f orbitals, coupled to a high-spin S=7/2 moment.  
There is a very slight negative spin polarization on the 
surrounding sulfur atoms.  4) Typical spin injection 
and detection schemes rely on tunneling to avoid the 
conductivity mismatch problem.  However, tunneling 
introduces a strong applied voltage bias dependence to 
the polarization.  Using a combination of magneto-optical 
and electronic transport techniques, we investigated 
the process of spin detection in lateral spin transport 
devices.  Our results show that spin detection sensitivities 
do not simply follow trivially from the spin-polarized 
conductivities of the contacts, but rather can be enhanced 
or suppressed due to the electric fields that exist in real 
semiconductor channels.  We have used experiments 
and theory to show that the bias dependence of the spin 
polarized tunneling current in combination with field 
dependence of the spin transport can be used to control, 
in a predictable way, the sensitivity of spin detection in 
lateral ferromagnet/semiconductor structures.  Thus, not 
only can spin polarized electrons be made to induce both 
positive or negative voltages at spin detection electrodes, 
but also some detector sensitivities can be enhanced over 
ten-fold with applied bias.  Part of our effort has focused 
on alternative, noise-based schemes to measure the 
dynamical properties of electron spins in semiconductors.  
Whereas most traditional studies of dynamics employ 
pump-probe methods to perturb and then measure the 
recovery of a spin system (such as ultrafast spectroscopy, 
or pulsed ESR), the Fluctuation Dissipation Theorem 
guarantees that the same dynamical information is 
available if one can “listen” to the intrinsic fluctuations of 
the spins while in thermal equilibrium.  We have recently 
demonstrated that such noise-based approaches can 
actually work, using n-type GaAs as a canonical solid-state 
spin system.  We used sensitive optical magnetometry 
based on off-resonant Faraday rotation to measure the 
frequency spectra of stochastic electron spin noise as a 
function of electron density, temperature, and interaction 
volume.   Even more recently, we have applied these 
techniques to study the spin fluctuations of electrons and 
holes that are quantum-mechanically confined in zero-
dimensional semiconductor quantum dots.  Future work 
is aimed at exploiting this technique to ascertain the true 
spin coherence time of holes in these quantum dots, which 
preliminary work suggests is far longer than originally 
expected.

Future Work
Work in the third year of this project will include three 
interrelated tasks: 1) modeling the behavior of organic 
semiconductor devices in which electrical injection is 
spin polarized, 2) modeling ferromagnetic metal/organic 
semiconductor interfaces that are used to achieve spin 
polarized electrical injection, and 3) measurements 
of spin noise spectroscopy used to characterize spin 
polarization in semiconductors.  In Task 1), we will model 
electrical injection of spin polarized electrons and holes 
from ferromagnetic contacts into conjugated organic 
semiconductors.  Transport in the semiconductor will 
be treated by the spin dependent continuity equations 
coupled with Poisson’s equation.  The boundary conditions 
used to solve the continuity equations will be given by 
specifying the spin polarized particle currents at the 
boundaries.  Injected spin currents are related to the 
charge currents via the transport parameters of the 
ferromagnetic contacts.  In Task 2), we will study the 
interface between a ferromagnetic metal (Fe) and an 
organic semiconductor (pentacene).  We will focus on 
structural questions and develop an appropriate force 
field and perform molecular dynamics simulations of the 
deposition of the organic onto the metal surface.  We 
will be particularly interested in learning the nature of 
the interactions which lead to specific structural motifs 
and in methods to characterize the nature of the disorder 
at the interface.  As our understanding of the possible 
interfacial arrangements grows, we will investigate these 
structures with electronic structure calculations examining 
the specifics of charge injection and band matching at 
the interface.  In Task 3), we will measure the dynamical 
properties of electron spins in semiconductors.  Progress 
in our laboratories over the last two years, has shown 
that spin noise spectroscopy is a viable alternative to 
more conventional pump-probe techniques.  Together 
with our efforts to develop 100% efficient digital noise 
spectrometers, we will attempt two main experiments: a) 
spin noise measurements on a single electron confined in 
a single semiconductor quantum dot, and b) measurement 
of the very long intrinsic hole spin relaxation time in 
quantum dot ensembles.  The former will be facilitated 
by modifications to our existing setup to include a high-
numerical aperture microscope objectives for sub-micron 
focusing of the probe beam, while the latter will exploit 
the passive nature of noise spectroscopy to reveal the 
unperturbed hole lifetime.

Conclusion
The goal of this work is to explore optical and electrical 
generation and detection of spin polarized electron 
distributions in organic semiconductors, and to use these 
techniques to study organic semiconductor devices based 
on electron spin dynamics.  We have established spin 
noise spectroscopy as a very promising technique for the 
study of electron spin dynamics in semiconductors.  These 
results will enable organic semiconductor based spintronic 
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devices which are promising candidates for quantum 
information processing and computing.
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Introduction
The vast range of structures and properties of ferroics 
(i.e. ferroelectric and/or ferromagnetic materials) 
provides an excellent case platform to investigate novel 
device functionalities. By combining efforts from both 
theoretical prediction and experimental verification, we 
have developed a theoretical model for investigating 
and predicting the magnetoelectric coupling effects on 
ferroelectric/ferromagnetic films. We have also grown 
ferroelectric/ferromagnetic nanocomposite (which is 
composed of two or more constituents differing in form 
and/or composition in the nanoscales) films with desired 
functionalities. By integrating properties of individual 
ferroics, we can overcome the problem that single 
phase multiferroic (i.e. showing both ferroelectric and 
ferromagnetic properties) materials are rare and only 
display a very weak magnetoelectric coupling effect 
at room temperature. Also, our research work holds 
great promise for enhancing various fundamental and 
applied studies of functional metal-oxides. This research 
ensures LANL’s continued leadership in nanotechnology 
and functional materials. LANL’s thrusts in functional 
materials, nanotechnology, and sensors can all benefit 
from this project.

Benefit to National Security Missions
This research ties to the mission of DOE Office of Science 
for fundamental understanding of materials. LANL’s 
thrusts in functional materials, nanotechnology, and 
sensors will directly benefit from this project.

Progress
As outlined in our last progress report, we have 
made tremendous progress in the preparation and 
characterization of nanocomposite ferroic films using 
both pulsed laser deposition and polymer-assisted 
deposition. Specifically, we have modeled ferroelectric 
domain structures of single-crystal like BiFeO3 thin films 
using a theoretical approach.  We have experimentally 
demonstrated nanocomposite BiFeO3 (BFO):Sm2O3 
(SmO) films, and observed that there is a reduction in 
the dielectric loss for the BFO/SmO nanocomposite, 
compared to the pure films of the two phases.

Since the last review report, we have systematically 
studied the effect of chemical composition and 
processing parameters on the structural and 
physical properties of two-phase vertically aligned 
nanocomposite (VAN) (BiFeO3)x:(Sm2O3)1-x thin films. 
We showed that the VAN thin films exhibited a highly 
ordered vertical columnar structure with high structural 
quality. We demonstrated the strains of the two phases 
in both out-of-plane and in-plane directions could be 
tuned by the deposition parameters during growth, 
e.g. deposition frequency and film composition of the 
nanocomposite. The strain tunability was found to be 
directly related to film composition and the systematic 
variation of the column widths in the nanocomposite. 
Our experimental results for the first time suggest 
a promising avenue in achieving tunable strain in 
functional oxide thin films by using VAN structures. 

Specifically, we processed single-crystal like (BFO)

x:(SmO)1-x VAN thin films with various compositions 
and deposition frequencies on SrTiO3 substrates, and 
observed that the out-of-plane lattice parameter/
strain is sensitive to the composition x and deposition 
frequency (as shown in Figure 1). The overall trend is 
that, as the deposition frequency decreases and the BFO 
content increases, the out-of-plane lattice parameter of 
BFO increases and the strain switches from compressive 
strain (x=0.5 and 0.6) to slightly tensile strain (x=0.75). 
On the other hand, the out-of-plane lattice parameter 
of SmO decreases and the strain switches from tensile 
(x=0.5 and 0.6) to slightly compressive (x=0.75). This 
suggests that both film composition and deposition 
frequency play a very important role in the overall strain 
control. When the film composition in the neighborhood 
of x=0.5, the VAN films show obvious vertical strain 
control rather than the substrate strain control. However 
when the composition reaches a certain limit (e.g., 
x=0.75), the VAN structure lost its vertical strain control 
and the substrate strain control dominates the overall 
film strain. We believe that the systematic variations in 
the BFO out-of-plane strain is most likely related to the 
size variation. This can be understood through the thin 
film growth kinetics. Lower deposition frequency results 
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in longer resting time in between laser pulses and thus 
longer atomic diffusion path and larger column width. This 
observation can also explain the systematic variation in 
BFO’s out-of-plane compressive strain. As the frequency 
reduces, the BFO column width increases and the total 
amount of the vertical column boundaries reduces. These 
will cause the reduction in the vertical strain control in 
between BFO and SmO columns and therefore the out-of-
plane compressive strain of BFO reduces.

Figure 1. Local XRD theta~2theta scans of BFO(001) peak as a 
function of deposition frequency for films with a) x = 0.5; b) x = 
0.6; c) x = 0.75; and as a function of film composition for films 
deposited at frequency of d) 1Hz; e) 2Hz.

Theoretically, we investigated the effect of anisotropic 
strains on the phase transitions and structures of 
ferroelectric thin films using different approaches. The 
misfit strain - misfit strain domain stability diagrams, i.e. 
the graphical representations of stable ferroelectric phases 
and domain structures as a function of strains, were 
predicted.

Furthermore, we explored the interplay of elastic 
interactions on functionality such as electronic, magnetic 
and polarization. To this end, we have demonstrated 
analytically and numerically boundaries between 
transformable regions that is surrounded by a parent 
non-transformable domain. Our approach allows us to 
explore the fundamental question of how the transition 
temperature and microstructure crucially depend on the 
size of the transformed region.

Future Work
We will use our theoretical modeling tool to guide our 
experiments. Three different forms of nanocomposites 
deposited by either pulsed laser deposition (PLD) or 
polymer-assisted deposition (PAD) will be investigated. We 

will also fabricate proof-of-principle dual-tuning microwave 
devices by utilizing the multifunctional properties of 
materials.

Investigation of the strain effect on the properties • 
of ferroics using the phase-field method: The phase-
field method, which describes the microstructure 
using a set of conserved and non-conserved field 
variables that are continuous across interfacial regions, 
has recently emerged as a powerful computational 
approach to modeling and predicting mesoscale (in the 
range of nanometers to microns) morphological and 
microstructural evolutions in materials. We will use 
this approach to simulate the effect of the lattice strain 
on the properties of nanocomposite ferroics films.

Growth and characterization of epitaxial • 
nanocomposites: We will investigate three particular 
epitaxial ferroic nanocomposite architectures: 
the vertically aligned nanocomposite, the layered 
laminar-like nanocomposite, and the particulate 
nanocomposite. We will use pulsed laser deposition 
to grow the first two architectures whereas polymer-
assisted deposition will be used to construct the 
particulate nanocomposite.

Fabrication of proof-of-principle dual-tuning • 
microwave devices: A microwave device can be tuned 
by changing the microwave propagation factor through 
physical, electrical, or magnetic means. We will design 
and fabricate proof-of-principle dual-tuning microwave 
devices to evaluate the desired functionality of 
nanocomposites.

Conclusion
We systematically investigated novel strain-induced 
physical phenomena in ferroic nanocomposite films. 
Instead of fitting experimental data using a given physical 
model to explain the experimental results, we used our 
theoretical modeling tool to guide our experiments. 
We explored the interplay of elastic interactions on 
functionality such as electronic, magnetic and polarization. 
Experimentally, we studied the effect of chemical 
composition and processing parameters on the structural 
and physical properties of epitaxial two-phase vertically 
aligned nanocomposite (VAN) (BiFeO3)x:(Sm2O3)1-x thin 
films.
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Introduction
Superconductivity occurs when a material loses all 
resistance to electric current below a certain transition 
temperature. There are many classes of superconductors 
among which are the high temperature superconduc-
tors that contain copper oxide with a superconducting 
transition temperature around 100 K (or about -300°F). 
Superconducting materials could dramatically increase 
efficiency of electrical energy distribution and revolu-
tionize electricity use. We are exploring the physical na-
ture of superconductivity in a class of compounds known 
as ‘heavy fermion’ or heavy-electron materials. These 
materials contain rare earth or actinide elements, such 
as cerium, and exhibit unusual superconductivity whose 
mechanism is still under scientific debate. Although 
the heavy fermion superconductors have low transition 
temperatures their mechanism is believed to be related 
to the high temperature superconductors. LANL discov-
ered a plutonium-containing compound in this class of 
superconductors with a critical temperature of 18 K and 
the search is still on for even higher transition tempera-
tures [1]. Our project aims to make thin layers of these 
superconductors for scientific study of their unusual su-
perconductivity. The project combines LANL’s advanced 
thin film technology currently used for high temperature 
superconductors with the LANL-established expertise in 
‘heavy fermion’ materials to access new physical mea-
surements and shed new light on unconventional super-
conductivity. We study thin films of the ‘heavy-fermion’ 
compound CeCoIn5. We intend to use the thin films for 
model studies of electrical transport across grains within 
the material. A particular result of this work will be to 
test the symmetry of superconductivity in these materi-
als, which is presumed to be not spherically symmetric. 
Furthermore, thin films offer the unique possibility to 
control the dimensionality of the samples, which will 
lead to further insight into the spatially inhomogeneous 
superconducting phases that have been discovered for 
larger samples of this material [2]. Insights from this 
work should lead researchers to better understand the 

limits of superconductivity and how to increase the 
superconducting transition temperature.

Benefit to National Security Missions
This project will support the DOE mission in Office of Sci-
ence by enhancing our understanding of unconventional 
superconductivity and through the search for new super-
conducting materials. Superconductivity is potentially a 
key technology for national energy security.

Progress
For the deposition of heavy-fermion thin films we are 
attempting two approaches. One approach is pulsed 
laser deposition (PLD) from a number of different 
targets and the second is by co-evaporation of individual 
elements. We modified our vacuum chambers to the 
needs for growing these heavy fermion intermetallic 
films. Figure 1 shows the schematic of our PLD approach. 
We use a novel target method, for which we submitted 
a patent disclosure. The target consists of concentric-
ring elemental sections. This target, illustrated in Figure 
1a, allows one to adjust the composition continuously 
by moving the laser across the different rings. Using 
this method we can do experiments with a varying 
composition range at an atomic mixing level. We are 
also using a linear combinatorial approach to sample 
synthesis to increase our sample fabrication throughput 
[3]. Substrates for deposition are placed on a linear 
‘conveyor belt’ of samples, as is illustrated in Figure 1b. 
In this manner many samples can be prepared in one 
pump-down of the vacuum chamber. We are making 
use of the user facility at the Center for Integrated 
Nanotechnologies (CINT) at LANL to help us with 
characterization of our films. The phase formation in the 
films is analyzed by x-ray diffraction, the stoichiometry 
by inductively coupled plasma spectroscopy and 
energy dispersive x-ray spectroscopy (EDX), for spatially 
resolved analysis. The electrical properties of selected 
samples were measured in a four point measurement 
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geometry in a Quantum Design PPMS He3 low temperature 
measurement system.

Figure 1. Schematic of the pulsed laser deposition method from 
a concentric-ring target, shown on the left, (a), and the conveyor 
belt sample transport using metal tape as a carrier of single crys-
tals, shown on the right, (b).

With the PLD approach we have succeeded in making 
films of CeIn3 and CeCoIn5. The crystallites of CeCoIn5 in 
the film are epitaxial with the substrate, but the sample 
is not phase homogeneous. Electrical transport has been 
measured to low temperatures and we observe a super-
conducting transition temperature of 1.95 K [4].  Figure 
2 shows the dependence of the transition temperature 
on the magnetic field. The transition temperature of the 
film is slightly depressed compared to that of bulk crystals 
whose transition temperature is 2.3 K. We are trying to as-
certain whether this is an intrinsic low-dimensional effect 
or due to some weaker superconducting regions in the film 
sample.

Figure 2. Temperature dependence of the upper critical field of 
the CeCoIn5 phase from the PLD film.

Our best samples to date by PLD were made with In-rich 
targets and at temperatures of 400 – 500°C. The main 
obstacle to obtaining single phase film growth appears 
to be that indium does not wet the insulating substrates 
and tends to form islands, which are In-rich. SEM images 
together with EDX analysis show the formation of these 
large In-rich particles. The main substrates that we use are 
MgO and MgF2; the latter one itself has an excellent lattice 
match to CeCoIn5. To improve the wetting we are attempt-
ing to deposit buffer layers before deposition of Ce-In com-
pounds. Thus far we were able to get excellent epitaxial 
films of chromium and tungsten on MgO, however indium 
wetting appears still to be an issue. In depositing films by 
co-evaporation we are focusing more on utilizing in situ 
reflection high-energy electron diffraction (RHEED) to 
observe epitaxy and atomic layer smoothness in real time. 
We are also utilizing time-of-flight ion scattering spec-
troscopy for in situ analysis of our thin film samples. We 
believe that the in situ monitoring approach is necessary in 
the end to successfully make these films with atomic-level 
control. We found that the growth conditions for epitaxy 
by co-evaporation seem to require low indium content 
and low deposition temperatures. This is in contrast to our 
best PLD films that were made at somewhat higher tem-
peratures with higher indium content. However, this is in 
agreement with recent results by a Japanese group that 
reported first films of CeCoIn5, although not yet epitaxial 
films [5].
We used the experience that we gained in this project 
to put together a mid-scale instrumentation proposal to 
the DOE BES office for an MBE (molecular beam epitaxy) 
System that would be dedicated to synthesis of intermetal-
lic thin films.  Although our present deposition systems can 
be used for synthesis of these intermetallics, the vacuum 
level in our current chambers is still not high enough as is 
needed for this work. Furthermore, the current systems 
are used for a number of different projects, which makes it 
difficult to conduct this research on a continuous basis.

Future Work
The objective of the proposed work is to gain a more thor-
ough understanding of the unconventional superconduc-
tivity in heavy fermion superconductors. We propose to do 
this by studying state-of-the-art epitaxial thin films. Spe-
cific goals of this research will be to produce epitaxial films, 
optimize and understand their growth, and understand 
the differences and commonalities with single crystals. 
The films will then be used to understand transport across 
model grain boundaries and to test the order parameter 
symmetry.
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Sample Fabrication
We will continue to grow the heavy fermion thin films by 
pulsed laser deposition and co-evaporation. We will be ex-
ploring the growth condition parameter space by studying 
growth of the parent compound CeIn3. Various epitaxial 
buffer layers, such as chromium and tungsten, are explored 
for the best film growth. The goal is to make high-quality 
epitaxial films of the superconductor CeCoIn5.

Structural and transport measurements 
In parallel with the sample fabrication, we will continuous-
ly characterize the samples with respect to their structural 
and superconducting properties. High-quality samples will 
be selected for further transport studies including trans-
port and susceptibility measurements in a dilution refrig-
erator down to 20 mK and in a field up to 14 T. We will also 
work on the theoretical understanding of the electrical 
transport in these materials.

Conclusion
We are studying the fabrication of a class of superconduc-
tors represented by the compound CeCoIn5 in the form of 
thin films. By studying film growth we hope to gain insights 
into how to tailor the materials synthesis for new super-
conductors. We also intend to use the thin films for model 
studies of electrical transport. A result of that will be to 
test the symmetry of superconductivity in these materials, 
which are presumed not to be spherically symmetric. This 
has important implications for determining the physical 
mechanism that is responsible for superconductivity and 
how to raise the superconducting transition temperature.
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Introduction
The objective of the research is to develop a new class 
of nanoscale photocatalytic materials, which upon solar 
irradiation can produce molecular hydrogen via photo-
chemical decomposition of organic substrates or water 
(Figure 1). The approach is based on exploiting unique 
properties of semiconductor nanocrystaline quantum 
dots (NQDs) in assemblies where they are coupled to 
established molecular catalysts. In the photocatalytic 
assembly NQD functions as a light harvester and a 
charge generator, which activates a molecular catalyst 
via charge transfer (CT). The assemblies take advantage 
of unique properties of NQDs, such as high light harvest-
ing efficiency, size-tunable absorption spectra and the 
ability to convert photon energy to charge with higher 
than 100% efficiency via the process of carrier multipli-
cation (CM). While the construction of an NQD-based 
device for solar hydrogen production is beyond the 
scope of the project the goal of the research is to 
address fundamental problems that are necessary 
first steps towards its development. Specifically: (1) 
Development of new nanoscale fabrication methods 
for chemical coupling of NQDs to molecular catalysts 
and nanocrystaline metal oxides and new approaches 
to characterization of these structures. (2) Identifica-
tion of factors that dictate the efficiency of hereto-
fore virtually unstudied interfacial charge transfer at 
NQD-semiconductor and NQD-molecule interfaces. (3) 
Fabrication of a photocatalytic assembly with the abil-
ity to efficiently harvest the solar radiation, convert 
it into charge show catalytic activity towards organic 
substrates or water. This assembly is a key component 
of the photoanode of the potential device. In addition 
to the obvious potential practical benefit, the pursuit 
of the above objectives is expected to provide impor-
tant insights into some of the most intensely studied 
problems in chemistry. 
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Figure 1. Left: Schematic diagram of the nanoscale photo-
catalytic assembly based on coupling of semiconductor NQDs 
and molecular catalysts. Irradiation of the NQD with visible 
light leads to generation of one or more electron-hole pairs 
(1), followed by rapid photoinjection of an electron into the 
conduction band (CB) of the metal oxide (MOx) (2). This elec-
tron is relayed through the external circuit to a metal counter 
electrode, where it reduces protons to molecular hydrogen. 
The hole in the valence band (VB) of the NQD is quenched by 
electron transfer from a molecular catalyst (3). When oxidized 
(activated) to its active form the molecular catalyst can oxidize 
the substrate (i.e., organic material or water) generating 
protons as a byproduct. Although multiple cycles are typically 
required to oxidize the catalyst to its active form, the number 
of photons required can be reduced through CM, thus increas-
ing the overall efficiency of the energy conversion process. 
Right: Energy diagram of the photoelectrolytic cell in which the 
composite material could be used as a photoanode (Cat is the 
molecular catalyst). Hydrogen production occurs at a metal 
(e.g., Pt) cathode. Development of the actual device is not the 
objective of the current project.

Benefit to National Security Missions
This project will support the drive toward national 
energy security, a key DOE mission. In particular, the 
work will enhance our understanding of how nanoscale 
materials can be utilized to improve the efficiencies of 
the solar energy conversion technologies.

Progress
During the second year of the project we have made 
progress in following areas.

Synthesis of materials 
Synthesis of materials for the photocatalytic assemblies 
remained an important component of our effort. In the 

Photocatalytic Materials Based on Quantum Confined Semiconductor 
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second year our focus was on optimization of synthesis 
of the CdSe and CdS NQDs, which showed to be the most 
promising sensitizers for the activation of Ru-based molec-
ular catalysts. We have also improved the synthetic proce-
dure for preparation of TiO2 to yield more monodisperse 
nanocrystals with significantly improved optical properties. 
A significant portion of our synthetic effort was dedicated 
to the synthesis of new molecular catalysts. Following 
recent report by T. J. Meyer and co-workers that mono-
nuclear Ru-polypyridine complexes can effectively oxidize 
water we have synthesized following series of Ru-polypyri-
dine water oxidation catalysts: [Ru(tpy)(bpm)(OH2)](OTf)2, 
[Ru(tpy)(bpz)(OH2)](ClO4)2, [Ru(tpy)((PO3H2)2(bpy)(OH2)]
(ClO4)2, [Ru(tpy)(bpm)(OH2)](PF6)2. These new water oxida-
tion molecular catalysts will be tested as components of 
the photocatalytic assemblies.

Development of fabrication methods for construction of 
nanoassemblies

Fabrication of NQD/catalyst assemblies
We have made important progress in our understanding 
of the mechanism of the NQD/catalyst chemical coupling 
(see summary shown in Figure 2). Using steady-state and 
time-resolved photoluminescence spectroscopies we have 
determined that the coupling of the catalyst to the NQD 
surface is associated with a rapid (few seconds) deproto-
nation of the anchoring carboxylic acid functionality to 
carboxylate. Using a novel experimental method based on 
Attenuated Total Reflectance Fourier Transform Infrared 
(ATR-FTIR ) Spectroscopy we were able to monitor in real 
time the substitution of the protective organic layer on 
the surface of NQDs with a catalyst and study the mode 
of catalyst-NQD attachment. To be able to better interpret 
our experimental results we have initiated collaboration 
with a theory group of Dr. Sergei Tretiak at the Center for 
Integrated Nanotechnology (CINT) at LANL. By modeling 
the process of catalyst-NQD assembly formation using 
Density Functional Theory we have shown that the binding 
energy of the carboxylate functionality exceeds that of the 
carboxylic acid by ~1eV, which explains the experimentally 
observed deprotonation associated with the catalyst-NQD 
coupling. Theory also suggests that the binding mode of 
the carboxylate group is bidentate with the catalyst bound 
exclusively to the metal sites of the NQD and that binding 
of the catalyst leads to a significant increase in the elec-
tron density in the NQD at the catalyst binding site. These 
results provided important insights necessary for us to un-
derstand not only how the catalysts bind to the NQDs, but 
also how the redistribution of electron densities associated 
with the coupling may affect the efficiency of the photoin-
duced charge transfer in the resulting assemblies.
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Figure 2. Experimental and theoretical studies of coupling of Ru 
catalysts to NQDs. (a) Evolution of the PL spectra of the NQD/
catalyst mixture following the addition of a catalyst over period 
of 10 seconds. The red arrows indicate magnitude of the blue 
shift in the PL band of the catalyst induced by the coupling to the 
NQD. (b) Similar shift in PL is observed in an independent experi-
ment where catalyst is deprotonated by addition of a strong 
base, such as NaOH. (c) The theoretical studies show that there 
three nonequivalent sites on the surface of the NQD, which can 
serve as binding sites for the catalyst. As indicated by more nega-
tive binding energies the binding of the catalyst to all three sites 
is more favorable if the anchoring group of the catalyst is depro-
tonated. The most thermodynamically favorable mode of binding 
is bidentate structure where both oxygen atoms of the anchoring 
group are bound to a single cadmium atom of an NQD.

Fabrication of NQD/MOx assemblies
We made important improvements in the process for 
fabrication of TiO2 mesoporous films by switching from 
“doctor-blading” to screen-printing approach. The physi-
cal and optical properties (e.g., thickness, porosity, optical 
transparency) of films prepared by the later method are 
much more reproducible. This new approach allowed us 
to optimize the method for infiltration of the TiO2 films 
with NQDs.  Using Light Harvesting Efficiency (LHE) of the 
composite films as a figure of merit we found that the re-
duction in the thickness of the organic passivating layer on 
NQD surfaces leads to significant improvement in the abil-
ity of the composites to absorb visible light. We have also 
found that upon air exposure the NQDs infiltrated in the 
TiO2 films undergo rapid photo-induced oxidation when 
irradiated with simulated solar light. While under aerobic 
conditions the oxidation leads to gradual decomposition of 
the NQDs, the NQDs are stable under argon or nitrogen at-
mospheres. Following this observation we have developed 
new procedures for fabrication of the composites under 
fully anaerobic conditions.
Studies of interfacial processes in NQD/catalyst 
assemblies

Energy and charge transfer at the NQD/catalyst interface
During the first year of the project we showed using the 
steady state photoluminescence spectroscopy that the 
mechanism of interaction (energy transfer (ET) or CT) in 
the NQD/catalyst assemblies depends on the NQD size. 
During the second year we focused on studies of the dy-
namics of the ET and the CT. We found that in assemblies 
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where ET is the dominant process the ET occurs on time 
scale ~1 ns. In the assemblies where the dominant process 
is CT our studies of relaxation dynamics suggests that the 
CT is much faster, with corresponding time constant <10 
ps (Figure 3).  An apparent difference in the dynamics of 
the ultrafast photoluminescence and transient absorp-
tion suggests that the charge transferred from the NQD 
to the complex is a hole rather than an electron. This is an 
encouraging result as the NQD→complex hole transfer is 
the process required for conversion of the catalyst to its 
active form. Ultrafast spectroscopy studies of the catalyst 
spectral signatures are currently in progress to confirm the 
CT mechanism. 
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Figure 3. Results of steady state and time-resolved photolumines-
cence (PL) and transient-absorption (TA) studies of NQD-catalyst 
electronic interactions. a) In assemblies consisting of large (>4 
nm diameter) NQDs the reduction of PL of the NQD is paralleled 
by a decrease in the PL of the catalyst, which indicates NQD-to-
catalyst charge transfer. The differences in PL and TA relaxation 
dynamics of the NQDs in the absence (b) and presence (c) sug-
gest that photoexcitation of NQD is followed by a rapid (~ 7ps) 
transfer of a hole from NQD to the surface adsorbed complex, 
which is an optimal mechanism of CT for utilization of NQD-cata-
lyst assemblies in practical applications.

Photoinduced charge transfer (CT) at the NQD/TiO2 
interface
Improvement in the fabrication methods allowed us to 
more accurately study the interfacial CT in the NQD/TiO2 
assemblies. We have found that, contrary to our prelimi-
nary results and reports available in literature, efficient 
charge transfer across the NQD/TiO2 interface is not 
contingent upon the use of organic linkers to provide elec-
tronic coupling between NQD and TiO2 . Using measure-
ments of External Quantum Efficiency (EQE) of the TiO2/
NQD-based photoelectrochemical devices we found that 
in the assemblies where the NQDs are adsorbed onto TiO2 
surface without the use of a linker, the charge transfer ef-
ficiency can exceed 50%. We also found that the thickness 
of the organic passivating layer significantly impacts the 
efficiency of CT and that in the best NQD/TiO2 assemblies 
the efficiency of interfacial CT exceeds 80%.

Future Work
Based on our progress during the second year, in third year 
we will focus on following studies: 

Fabrication of NQD/catalyst assemblies:  Complete the 
studies of chemical coupling between NQDs and catalysts. 
Evaluate the feasibility of NQD-catalyst coupling with func-
tional groups other than carboxylic acid (e.g,   phosphonic 
acid, bipyridyl amine) and construct assemblies with the 
series of oxidation catalyst synthesized in year two. 
Interfacial CT:  Complete studies of single exciton studies 
of CT at the NQD/catalyst interface to determine the CT 
mechanism. Extend studies of interfacial CT at NQD/cata-
lyst and NQD/MOx to multiexciton regime. The objective is 
to determine the potential of utilizing the CM effect in the 
assemblies. 
Building on our nanoscale fabrication know-how devel-
oped in first two years of the project  we will attempt to 
construct MOx/NQD/catalyst assemblies where all the 
components of the assembly are electronically coupled. 
We will study the photoinduced CT in these assemblies 
with the goal to demonstrate efficient charge separation 
between the TiO2 and the catalyst mediated by the NQD. 
We will then investigate the photocatalytic activity of 
these assemblies with respect to organic substrates and/or 
water. 
Conclusion
In terms of basic science the main objective of the pro-
posed research is improvement of our understanding of 
how nanoscale materials can be utilized to enhance the 
efficiencies of the solar energy conversion technologies. 
The practical objective is a development of a new class of 
nanoscale materials with potential to produce molecular 
hydrogen from organic substrates or water upon solar ir-
radiation. These objectives are aligned with DOE’s energy 
security mission as they have potential to reduce our 
energy dependence on oil and other fossil fuels.
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Introduction
The initial events that occur upon shock loading explo-
sives are crucial in determining the sensitivity of the 
material. Various theories have been proposed regarding 
the reaction mechanisms, but there are few experiments 
to test them. This project develops experiments sensitive 
to the time and length scales needed to observe chemi-
cal kinetics in shocked explosives.

Our measurement look into a shocked explosive at time 
scales of a millionth of a millionth of a second and length 
scales 100 times smaller than a human hair. By making 
direct measurements of the energy flow at the molecu-
lar level, mechanistic insights can be obtained that will 
impact modeling and optimization of explosive safety 
and performance.

The state of the art experimental developments required 
have many other scientific applications. These tech-
niques are expected to impact fields such as energy sci-
ences (photovoltaics) and matter under extreme condi-
tions (such as material testing of power plant alloys).

Benefit to National Security Missions
This project supports the Department of Energy (DOE) 
mission in Nuclear Weapons by enhancing our knowl-
edge of explosive issues important to the aging stockpile. 
This project supports  Department of Defense (DoD) mis-
sions that require better predictions and optimization of 
explosive behavior. DOE Office of Science missions are 
supported through development of new ultrafast laser 
methods.

Progress

Overview
We have developed new experimental measurement 
tools and coupled them to existing shock experiments. 
This involved significant time building, testing and opti-
mizing experimental designs. Transient absorption exper-
iments are producing useful data on shocked explosive 
crystals. We have begun testing transient measurements 
of temperature and chemistry.

We have performed transient absorption measurements 
in shocked explosive crystals and thin films. We observe 
the effects of the shock wave, and under some condi-
tions evidence of ionic or electronic excitations that are 
predicted by some models. Figure 1 shows an explosive 
crystal that exhibits increased absorption under shock 
loading. These results are beginning to test the assump-
tions underlying common modeling approaches. How-
ever, we need to continue experiments under stronger 
shock loading, where the reaction mechanism may 
change. 

Figure 1. A crystalline explosive, PETN, shock loaded for 200 ps 
shows increased absorption (k>0) indicating reaction.

Several new methods of measuring temperature and 
chemistry are being developed that work on timescales 
of a millionth of a millionth of a second. This is required 
to observe energy flow in a shocked explosive, on the 
molecular time scale. These methods are entirely new, 
and we are working out many of the details necessary 
for their use in single shot dynamic experiments.

Molecular Scale Shock Response of Explosives
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Presentations and publications
This work has been presented at the American Physical So-
ciety Shock Compression of Condensed Matter conference 
(June 2009) and as part of a Defense Threat Reduction 
Agency (DTRA) Basic Science Program Review (Oct. 2009).

A conference proceedings paper has been accepted and an 
Optics Letter is in preparation.

Collaborations
This ER project has led to a new collaboration with the 
French atomic energy agency, Drs. Viviane Bouyer and Phil-
lipe Herbert.

Student support
An undergraduate summer student worked on program-
ming and data analysis in support of this project.

Follow on funding
DTRA is funding a project to apply the experimental meth-
ods developed in this project to the study of a DoD explo-
sive, funded at $150K/yr for three years.

Outlook
These experiments are very high risk (many aspects have 
never been attempted before), but offer the ability to di-
rectly measure several previously inaccessible quantities. 
These measurements are necessary for explosive model-
ing of interest to DOE, DoD, the Department of Homeland 
Security (DHS) and other government agency customers. 
We are actively achieving the objectives and have contin-
gency plans for successful development of the highest risk 
aspects of the project.

Future Work
The goals of this project are to experimentally address fun-
damental underpinnings of explosive initiation and detona-
tion physics. Achieving these goals involves advancement 
of experimental measurement and analysis beyond the 
current state of the art. These advances are expected to 
have broad scientific applicability- the development of 
which is a corollary goal of the project.

Conclusion
Explosives are composed of molecular crystals that un-
dergo extremely fast reaction once stimulated by shock or 
heat. Understanding how explosives react to stimuli that 
may set off their destructive power is crucial for modeling 
explosive safety and performance.

The data provided in this project seeks to experimentally 
measure molecular scale mechanisms of reactivity in 
shocked explosives. These data are necessary to answer 
even qualitative questions regarding explosive initiation. 
These questions must be answered to identify the correct 
theoretical framework to understand, predict, and simu-
late explosive initiation.

Publications
McGrane, S. D., D. S. Moore, V. H. Whitley, C. A. Bolme, 
and D. E. Eakins. Molecular shock response of explosives: 
electronic absorption spectroscopy. To appear in AIP Pro-
ceedings of the Shock Compression of Condensed Matter 
Conference. (Nashville, TN USA, June 28-July 3, 2009). 
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Introduction
An outstanding challenge in materials science is  “bridg-
ing the gaps.”  Materials science typically is studied at 
three different length scales: the macroscopic (what we 
see unaided), the mesocopic (what we see with conven-
tional microscopy); and the microscopic (what we can 
see with sophisticated microscopy). Our understanding 
of materials must be consistent among the scales. Es-
tablishing this consistency however has been difficult. 
For a particular class of materials, the multifunctionals, 
we are proposing to achieve consistency in a novel way 
by placing the mesoscale Landau phenomenological 
theory for the free energy at the center of our analysis. 
Then we will fix as many of its unspecified parameters as 
possible by deriving them from microscopic theory and 
by measuring them experimentally. The question to be 
answered is: With the phenomenology parameterized 
better than ever, can we predict the many phase transi-
tions exhibited by multifunctional materials and also 
predict the evolution of their mesoscale structure? The 
answer to this question is important for the quest of the 
predictive design of such devices as switches, sensors, 
and actuators.

Multifunctional materials are those that have cross-field 
responses between two (or more) applied fields. For ex-
ample, in a piezoelectric material, a stress field produces 
an electric polarization and an electric field produces 
strain. Normally, strain is the response to a stress field 
and polarization is the response to an electric field. It 
is these types of novel responses that makes the multi-
functional materials interesting scientifically and impor-
tant technologically. Currently, a Landau phenomenology 
has not been developed to study such responses. Our 
objective in co-generating a Landau theory on the me-
soscopic and microscopic scales is assuring the “upload-
ing” of maximal information from the microscopic to the 
mesoscopic scale. Such information will include these 
responses. 

Experiment will play a special role in our research. We 
recently developed unique capabilities for measuring an 
important class of cross-field responses, that is, magne-

to-electric responses. These measurements will enable 
benchmarking the theory in a way never before possible.

Benefit to National Security Missions
This project will support the Department of Energy’s Of-
fice of Science missions by enhancing our understanding 
of multifunctional materials and establishing a theoreti-
cal paradigm for addressing their properties. In particu-
lar, it supports the Basic Energy Science program office 
mission for fundamental materials science research for 
energy independence.

Progress
We began by studying the properties of a family of com-
pounds fabricated with elements from the fourth and 
sixth columns of the periodic table. These materials are 
insulators (poor conductors of electricity) in contrast to 
metals (good conductors). Many in this family show a 
paraelectric to ferroelectric transition (the electrical ana-
log of a non-magnetic to magnetic transition), which is 
accompanied by a change in their length and shape.  At 
high temperatures, most exist in the same very simple 
crystal structure as table salt. On the addition of a very 
small number of magnetic atoms to their composition, 
a number of them become magnets. Additionally, the 
properties of all are very sensitive to the density of elec-
trons participating in their electrical conduction. Thus, 
this family sports crystallographically simple representa-
tions of a system having multiple simultaneous phases, 
that is, states of matter with specific symmetries and 
different physical properties. Further, their properties 
are potentially tunable by modest modifications of their 
electron densities. These types of materials are the cen-
tral theme of our research. In particular, we focused on 
tin-tellurium, a low temperature ferroelectric.

From the viewpoint of individual atoms, the tempera-
ture dependent mechanism for the structural transition 
associated with the length and shape changes is gener-
ally viewed as either being a change in the motion of the 
electrons, the vibration frequency of the atoms in the 
crystal, or the interaction between these two dynamical 
effects. We judged that the structural transitions re-

Multifunctional Materials
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quired at least a combination of the last two mechanisms 
to capture published measurements. Accordingly, we ad-
opted a microscopic (atomistic) model for these materials 
proposed by Sakai [1] that does this synthesis. From this 
model, a Landau phenomenological theory is relatively 
easy to derive. We did this and got the needed parameters 
in terms of the parameters in the microscopic model. In 
the process, we accomplished one objective of our project.  

Benchmarking the results of theory required repeating and 
then extending of several specific measurements of the 
properties of our focus material. To our surprise, we found 
that these measurements exhibited not two but three 
phases with the lowest temperature phase not being fer-
roelectric (insulating) but metallic. These unexpected find-
ings, challenging sixty years of published literature, forced 
us to execute a series of other measurements to confirm 
our results. Completed were an extensive series of angular-
resolved photoemission measurements. This technique 
directly produces the electron energies in a cross-sectional 
plane of their possible values. A typical measurement is 
shown in Figure 1 for the highest and lowest temperature 
phases. First, we see few differences between the two 
pictures, suggesting that the electronic structure is un-
modified by the phase changes.  Next, we see in both fig-
ures that the pattern is periodic, attesting to good atomic 
ordering in both phases. Most importantly, we note that 
the bright lines represent allowable electronic states.  This 
particular figure in fact unambiguously establishes the ma-
terial as a metal. We are in the process of analyzing it and 
similar data to understand why it is a metal. We also need 
to determine the crystal structures of the three phases as 
their identities affect the details of the modeling. These 
structural measurements will be performed soon. We 
believe the reason why our results are so different from 
those of the past lies in better materials preparation and 
instrumentation.

Using group theory, the mathematics of symmetries and 
their relationships, we verified the Landau phenomenol-
ogy generated microscopically is correct for the crystal 
structures, the length changes, and the shape changes 
traditionally asserted. To study phase transitions in materi-
als that couple electrical and magnetic orderings, it is im-
portant to incorporate the symmetries of magnetism into 
group theory by augmenting the crystallographic groups 
with time-reversal symmetry, which leads to what are 
called color (or black and white) groups.  We enumerated 
the color groups in quasi-one-dimensional and quasi-two-
dimensional cases and studied a representative phase tran-
sition.  We also suggested possible chemical compositions 
of quasi-one-dimensional materials with coupled magnetic 
and electric orders and quasi-two-dimensional materials 
coupling electric, magnetic, and structural orders. In addi-
tion, we enumerated all classes of chemical species consis-
tent with two-dimensional magnetic groups.

T=300K

T=20K

Figure 1. A two-dimensional representation of the electron en-
ergy in tin-tellurium measured by photoemission spectroscopy at 
two different temperatures. The bright lines indicate the exis-
tence of some electron energies. This particular plot is sufficient 
to establish the material is a metal. By more quantitative analysis 
of this and similar data, we will understand why it is a metal   
(The black line was caused by an interruption in the data transfer 
during the measurement.)

Overall, the proposal is about investigating symmetry 
changes in materials possessing two or more simultane-
ously ordered phases. Of particular interest is the interplay 
between the parameters describing the phases. To this 
end, we experimentally studied other materials [2] in addi-
tion to the column four-six compounds. Consequently, we 
prepared and characterized materials with cross-coupled 
order parameters, for example, coupled magnetic and elec-
trical orders. We successfully measured four cross-coupling 
constants. Our successful measurements of three of these 
couplings accomplished one of the major experimental ob-
jectives of our proposal.

Future Work
After reformulating the microscopic model, we are confi-
dent that the use of the Landau phenomenology for micro-
structure growth prediction will permit us  “to bridge the 
micron gap” between microscopic and mesoscopic length 
scales. To this end we will co-generate a mesoscopic and 
microscopic-based Landau free energy, fix the phenom-
enological parameters in the theory, evolve granular, mag-
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netic domain, and polar domain structures predicatively, 
and then compare the results with experiment. Typically, 
a Landau free energy phenomenology lacks the cross-field 
responses distinguishing a multifunctional material, for 
example, missing information reflective of symmetries bro-
ken microscopically but not macroscopically. 

At the mesoscopic level, our Landau free energy will in-
clude multiple multi-component order parameters. Novel 
will be our introduction of an order parameter for orbital 
ordering whose symmetry is the same as it is in our mi-
croscopic models. Orbital orbiting is the atom-by-atom co-
operative arrangement of local spatial patterns of electron 
densities. We will answer the question, “How much do the 
predictions of magnetization, polarization, and structural 
distortion change when their order parameters are con-
strained by the symmetries of this additional order?” At 
the microscopic level, we will derive a Landau free energy 
expansion for the orders present in several multi-orbital 
many electron models. Macroscopically, we will exploit 
new unique capabilities that enable the measurement of 
magneto-electric responses, perhaps the most important 
of the cross-field responses. This information has been 
missing for benchmarking microscopic and mesoscopic 
theories.

Conclusion
We believe we can successfully produce a Landau free en-
ergy phenomenology for the targeted materials. Available 
experimental data is likely insufficient for fitting the theory 
over large ranges of parameters. We will thus be less inter-
ested in a quantitative agreement with experiment but will 
be more interested in answering such questions as:  Are 
we capturing the right phase transitions?, Are they located 
in the right places?, Are our predictions of microstructure, 
magnetic domains, and electric domains reasonable?, and 
What does their interplay of these mesoscale structural 
features suggest about multifunctionality? In short, have 
we bridged the gaps?
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Introduction
Carbon nanotubes constitute a class of the most promis-
ing technological materials for high-strength materials 
with desirable - and tunable - electrical properties. Our 
progress in understanding and manipulating nanotube’s 
fundamental electronic properties, and subsequent 
practical applications has been slow due to difficulties in 
synthesizing sample materials. A lack of the experimen-
tal knowledge of electronic processes in carbon nano-
tubes has impeded advances in theory and simulations.
We have still not achieved a quantitative understanding 
and prediction of nanotube materials properties, how-
ever, several challenges in nanotube science are expect-
ed to be overcome in the near future.  Carbon nanotube 
and graphene based electronics are rapidly becoming 
today’s reality given the huge R&D effort in the industry.  
This creates a need for modeling and simulation effort to 
predict physical phenomena and deliver comprehensive 
theoretical framework of electronic structure and dy-
namics in carbon nanotubes. Such theory should provide 
guidance and a platform for future experimental studies, 
and impact technology.  We will conduct systematic the-
oretical investigation of electronic structure and excited 
state dynamics in carbon nanotube materials.  Our mod-
eling will use LANL-developed quantum chemical tools, 
which outperform similar techniques world-wide. Time 
dependent semiempirical and density functional theory 
will be used as the basic quantitative framework for 
computing electronic structure and photoexcited trajec-
tories and dynamics. Our research program involving the 
necessary expertise in quantum chemistry, condensed 
matter, spectroscopy, synthesis, and optical physics, will 
provide detailed understanding of fundamental physical 
processes, which in particular, govern the operation of 
nanotube-based electronic devices.

We expect to answer many outstanding questions in 
nanotube science. Namely, an interplay between exci-
tonic and vibrational  effects in photochemistry, the role 
of dark excitons and chemical defects in luminescence, 

formation of polarons and triplet states, transport, inter-
tube and solvent interactions, nonlinear dynamics and 
localization effects will be investigated in detail.

Benefit to National Security Missions
This project will make a significant contribution to our 
basic understanding of materials, a LANL Grand Chal-
lenge. Carbon nanotube technology is widely expected 
to impact many areas including energy security, threat 
reduction, ubiquitous sensing, among others. These are 
major mission areas within DOE, DHS, DOD, and other 
government agencies.

Progress
During the first year of the project our effort focused 
on two areas. First of all, we have used STM setup built 
at CINT to successfully demonstrate binding geometry 
of single strand DNA to carbon nanotube. STM images 
revealed that ssDNA prefers to wrap around CNTs of 
particular (6,5) chirality with a coiling period of 3.3 nm, 
which agreed very well with our theoretical predictions 
[1,2].  This allow us for the further elucidation of self-
assembling and structure-property predictions of CNTs 
functionalized by DNA – a topic of general interest due 
to the recent focus on bio-applications of such hybrid 
systems, including drag delivery, cancer diagnostics and 
therapy. The next step in these studies would involve 
electronic characterization of DNA-CNT hybrids with 
various CNT chiralities and DNA sequences. Ultimately, 
we will try to reveal the dependence of electronic prop-
erties of hybrids on their internal structure, which will 
provide valuable guidance for developing new methods 
for CNT dispersion and metal-semiconductor CNT sepa-
ration using ssDNA. Another paper summarizing the the-
oretical results is currently in being drafted. In another 
area we have explored theoretically subtleties of elec-
tronic states and structure of the lowest excitonic states 
in carbon nanotubes in the presence of environment, 
which is essential to tuning photophysical properties and 
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enhancing behavior for nanotube separations and sensing 
applications. This work has been done in collaboration with 
experimental group of Stephen Doorn. Experimental stud-
ies have been done in two areas. i) Saturation of Surfactant 
Structure: We demonstrate that surfactant structure can 
be modulated at the nanotube surface by varying charge-
screening effects through addition of electrolyte, or by 
adjusting surfactant concentrations.  Density-based separa-
tions of metallic nanotubes from semiconducting species 
show that above a certain threshold level of surfactant or 
electrolyte, metallic densities can no longer be altered, 
while semiconducting densities can be further lowered.  
We also note that the ability to use electrolyte additions 
to increase PL intensities in the semiconducting nanotubes 
can be tuned by adjusting surfactant concentrations and 
species.  The results suggest that a saturation density of 
surfactant at the nanotube surface will arise under certain 
solution conditions. This is significant for its impact it can 
have on generating nanotubes with stable PL properties 
and has implications for generating surface structures 
that are optimal for sensing and separations applications 
[3].   ii) Raman Spectroscopy of Structurally Pure Nanotube 
Samples. Probing the G-band (carbon-carbon deforma-
tions at frequencies of ~1600 cm-1) behavior of nanotubes 
with Raman spectroscopy can provide information on 
electronic structure unavailable with investigation of lower 
frequency phonons.  To do so, however, requires working 
with samples consisting of a single nanotube structure or 
chirality.  We have performed G-band Raman excitation 
profiling of a set of 12 different pure chiralities to test sev-
eral models for the nanotube Raman response.  Typical ex-
citation profiles for such a high frequency mode will show 
two resolved bands for resonances with the excitation and 
scattered photons of the Raman process.  Surprisingly, we 
find that the scattered resonance is significantly weaker 
than the excitation resonance.  This is a general result for 
all chiralities and classes of structure.  The results may be 
modeled in a 4-level molecular picture of the scattering 
process.  Future work is aimed at understanding the result 
in terms of non-Condon behavior of the electronic transi-
tions. Using the time dependent density functional theory 
(TD-DFT), we were able to analyze the energy splitting, 
relative ordering, electron-hole binding, and localization 
properties of the optically active and forbidden excitations 
in nanotubes. This detailed analysis provides an explana-
tion for the low luminescence efficiency of these materials.  
Our research has been finalized in the perspective feature 
article [4] and has been selected to represent the issue of 
this journal by highlighting graphical summary of our paper 
on the journal’s cover (Figure 1). Finally we investigated 
theoretically the electronic couplings and interactions in 
the carbon nanotube ensembles to understand properties 
of bulk materials [5]. In general, our research establishes a 

systematic and insightful understanding of photoinduced 
electronic dynamics in nanotube based materials, which 
will guide the design of new experimental probes, and 
potentially lead to new nanotechnological applications.

Future Work
Our team has pioneered applications of methodologies we 
previously developed for molecular materials to carbon 
nanotubes. We applied our experience and theoretical 
methodologies well characterizing molecular systems such 
as conjugated polymers, to nanotubes. This resulted in a 
number of studies addressing virtually every aspect of pho-
tophysics of an isolated tube from the very different per-
spective with respect to what has been published before. 
In this proposal we consider real nanotube materials. We 
apply ‘molecular-type’ approach, which assumes analysis 
of finite-size systems. This method is ideally suited to study 
inhomogeneous structures (from amorphous materials to 
perfect periodic systems), various disorders, local defects, 
chemical functionalizations, intertube interactions, etc. 
Molecular modeling software we are using and developing, 
can routinely compute excited state structure and follow 
the ultrafast dynamics on femto- to picosecond timescales 
in large molecular systems of thousands of atoms in size 
(tens of nm length-scale).

Using our theoretical modeling, we intend to reach de-
tailed understanding of electro- and photo-dynamics in 
carbon nanotubes and related hybrid materials, which 
govern the operation of molecular electronic devices. 
This includes charge transport and energy transfer in the 
presence of defects, functional groups, and intertube 
interactions. For example, the interplay between ballistic, 
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polaronic, and incoherent hopping charge transfer regimes 
is critical for transistor electronics based on nanotubes. We 
further pose a question: how could we engineer nanotube 
materials to gain specific functionalities (i.e. materials by 
design)? For example, nanotubes are weakly luminescent 
materials, by knowing all the ‘bells and whistles’ of their 
electronic structure, can we suggest specific chemical func-
tionalizations to enhance dramatically their luminescent ef-
ficiency? Our theoretical results will be immediately tested 
and verified by experiment (synthesis, spectroscopy and 
STM) at LANL. The experimental component of the project 
is greatly enhanced by our well established experimental 
collaborations world-wide.

Conclusion
Our proposal will achieve a quantitative description and 
a fundamental understanding of electronic processes in 
nanotube materials, provide novel material design strate-
gies, and suggest practical nanotube applications.
We expect to develop synthetically viable strategies in 
order to improve dramatically photoluminescence and 
electroluminescence of carbon nanotubes.  Development 
of novel hybrid materials such as nanotubes wrapped with 
polymers/DNA and tubes with intercalated dyes opens 
new and exciting functionalities.
The results will be immediately implemented synthetically 
and experimentally tested using spectroscopic and STM 
facilities at LANL. This will provide guidance to world-wide 
efforts in development of new functional nanotube-based 
electronic materials and devices.
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Introduction
PV technology will significantly impact our nation’s 
energy portfolio only when the costs are significantly 
reduced. Three materials systems are being aggressively 
explored for use in single p-n junction PV devices: Si, 
CdTe, and CIGS (Cu-In-Ga-Se). PV devices are made from 
either expensive single crystalline Si (efficiency ~24.7%) 
or from relatively inexpensive polycrystalline Si, CdTe, or 
CIGS based devices (all presently limited to about 10% 
efficiency). Clearly, breakthroughs in the cost and effi-
ciency of PVs are needed for widespread deployment.

This project seeks to create efficient, inexpensive, 
single-junction photovoltaic (PV) devices based on com-
positionally graded InGaN thin film materials offering 
unprecedented overall efficiencies approaching 30% for 
solar energy conversion. The InGaN materials are grown 
using a new technology for creating compositionally 
graded materials for PV devices combining the advan-
tages of high-efficiency single crystalline Si-based PV de-
vices with the low cost and simplicity of thin film-based 
PV devices. These devices will combine the advantages 
of the high efficiency of single crystalline Si PV devices 
with the low cost and simplicity of CdTe and CIGS based 
devices. Our device architectures are based on p-i-n 
semiconductor structures functioning like a single junc-
tion PV device but made from compositionally-graded, 
device-quality InGaN films using a unique LANL technol-
ogy called ENABLE. This project’s success will have im-
portant consequences for our Nation’s energy security. 

In nearly all conventional PV devices, the material’s 
bandgap is fixed at a single value (e.g. Si = 1.1eV), limit-
ing device efficiency because of two basic issues. Photon 
energies below a material’s band gap are not absorbed, 
and the extra photon energy above of the band gap is 
generally converted into heat without producing charge 
carriers (electricity). The ideal PV device would encom-
pass two demonstrated methods for improving effi-
ciency.  Fabrication from a single material system having 
tunable (multiple) band gaps tailored to match the full 
solar spectrum, and the use of PV films with high mobili-
ty charge carriers. Because the bandgap of InGaN system 
can be tuned from the infrared to the ultraviolet by vary-

ing the In and Ga concentrations (0.7eV for InN to 3.4eV 
for GaN), the PV materials and device architectures can 
be optimized to maximize efficiency. For widespread 
use, PVs must also be manufactured inexpensively from 
stable and non-toxic materials. Graded InGaN-based 
PV devices offer several advantages: absorption of pho-
tons over a wide spectral range directly creates charge 
carriers; the polar material generates an electric field 
enhancing carrier transport; and the high bandgap ac-
tive layer increases output power. The potential of the 
InGaN materials system offers a real opportunity for re-
alizing low-cost, high-efficiency PV devices. This project 
is poised to realize these breakthroughs, and substantial 
progress has been achieved in our first year of effort.

Benefit to National Security Missions
The development of new electronic and photonic ma-
terials directly supports the national energy security 
and threat reduction missions of LANL and DOE. This re-
search directly supports DOE’s core mission by develop-
ing an entirely new material system for PV applications 
offering unprecedented efficiency and lower costs that 
are key elements in several DOE programs including the 
Solar America Initiative. The results of this project will 
position us to compete for follow-on funding from DOE 
(e.g. DOE/BES, ARPA-E, and EERE initiatives) to expand 
this effort into a much larger program. There is also 
growing DOD and DARPA program interests in efficient 
PVs for satellite power, battlefield systems, etc. Given 
the potential of the InGaN materials system, the results 
of this project should be valuable in realizing the full po-
tential of the InGaN materials system for making practi-
cal, high-efficiency PVs widely available with important 
consequences for our Nation’s energy security and our 
environment.

Progress
Significant progress towards our project goals has al-
ready been achieved in the first year of this project. The 
developments are summarized as follows:

Isothermal growth of GaN, InN and high-In-content • 
InGaN has been routinely achieved, with the films 
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showing excellent crystallinity and optical properties 
(Figure 1). These results are critical for this project, 
since creating graded structures over a significant com-
position range requires isothermal growth. We have 
demonstrated growth of graded composition films 
covering the range from pure GaN to high-In-content 
InGaN to pure InN, and are investigating methods for 
forming the uniform gradients in InGaN composition 
that are necessary for the proposed PV devices.  We 
are also exploring the rate at which we can change the 
graded composition as a function of film thickness, 
which will determine the thickness of the graded lay-
ers.

Figure 1. Photoluminescence (PL) intensity vs. wavelength for 
three InGaN films with the indicated compositions grown using 
ENABLE at 750 oC. The absolute PL intensities are plotted along 
with PL from ENABLE grown GaN. The films were all ~800 nm 
thick.  The range of peak PL wavelengths and peak widths are 
indicative of tuning the bandgap of the InGaN semiconducting 
material.

By carefully controlling impurities and other sources of • 
contamination in our source gas streams, we have sig-
nificantly lowered (a >100X reduction) the background 
carrier concentration in the semiconducting GaN-relat-
ed films being grown. Typical levels are now routinely 
in the low-1017/cm3 range. This result has also led to 
improvements in carrier mobility and other electrical 
properties of InGaN films that are needed for making 
working PV devices.

We have solid preliminary evidence indicating suc-• 
cessful p-type doping of high-In-content InGaN films. 
Spectrally resolved electroluminescence measure-
ments (EL) indicate that Mg can be doped into InGaN 
at In contents up to ~50% yielding bright, tunable band 
edge EL. Our next step is to grow a p/n junction in films 
of the same materials, verify EL, and characterize the 
transport properties. These steps are critical for creat-
ing actual PV devices and measuring their efficiencies, 
particularly since the bottom n- and p-type films need-
ed for our proposed device structure will be doped 

In-rich InGaN.

The ENABLE system has been modified to routinely • 
grow GaN-related thin films over larger substrate ar-
eas. We have transitioned our substrates from one 
square cm areas to 5 cm diameter substrate wafers, 
the standard size for research grade devices. The larger 
substrate sizes will facilitate the fabrication of proto-
type PV devices.

The growth of high-quality GaN on silicon and glass • 
substrates has been demonstrated. These experiments 
yielded highly-crystalline GaN films (~100% c-axis ori-
entation) even on amorphous glass substrates. Once 
optimized, the ability to grow GaN-related thin film 
materials on inexpensive substrates will significantly 
reduce the costs of PV devices.

Future Work
Preliminary results show a clear path to making device 
quality InGaN materials. Some improvements in further 
reductions in the carrier mobilities are still needed.  Our 
next task will be to optimize p-type doping of fixed-com-
position, high-In content InGaN films needed for devices. 
N-type doping of InGaN films should be relatively straight-
forward with some minor modifications to the ENABLE sys-
tem. Creating high quality compositionally graded InGaN 
over well-defined, relatively narrow composition ranges for 
optimal performance in single junction PV devices will be a 
primary focus in the second year of this project. These op-
timized InGaN films will serve as the basis for our last task 
of fabricating prototype PV devices and measuring their 
performance. Our ultimate goal is to achieve ~30% PV ef-
ficiency for these graded composition devices and explore 
fabricating these devices on inexpensive glass substrates.

Conclusion
A new type of PV device based on compositionally graded 
InGaN thin film material is being investigated. These single-
junction PV devices will be alternatives to current thin film 
single-junction PV devices that are being aggressively re-
searched by others. Compositionally graded InGaN devices 
have the potential to achieve record efficiencies of ~30%, 
allowing them to produce electricity at $0.05/kWh (cost 
competitive with fossil fuel generated electricity). A unique 
LANL technology is the only one shown to be capable of 
growing high-quality compositionally graded InGaN over 
the full composition range, allowing the successful devel-
opment of this important PV technology.
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Introduction
Optical excitation of surface electrons (plasmons) within 
multiple interacting metal nanoparticles can result in 
huge amplification of associated surface enhanced Ra-
man (SERS) responses from adsorbed molecules, provid-
ing single-molecule sensitivity.  Gaining a fundamental 
understanding of these interparticle plasmonic interac-
tions is essential for future exploitation of this phenom-
enon for next-generation sensing needs.  Engineering  
such plasmonic nanoparticles into ordered arrays that 
also exhibit tunable photonic bandgap properties (with 
well-defined optical resonances) will present a novel 
system for exploring optical behaviors that will provide 
new modes for sensing opportunity.  Our broad goal is to 
probe, understand, and manipulate the interparticle and 
particle-photon interactions required to realize a func-
tional plasmonic/photonic-bandgap material hybrid.

To do so, we will pursue a fundamental understanding 
of the interparticle plasmonic interactions responsible 
for SERS signal amplification through probing controlled 
2-Dimensional and 3-Dimensional assemblies of SERS-
active particle aggregates.  We will also generate a new 
class of nanoparticles that combine magnetic and plas-
monic properties.  These hybrids will allow self-assembly 
of interacting nanoparticles with long-range 3-Dimen-
sional order.  The result will be a tunable dynamic photo-
nic bandgap material that displays SERS activity.  Finally, 
we will incorporate functional elements into this dynam-
ic plasmonic/photonic lattice to impart a chemorespon-
sive route to manipulation of its optical properties.

Our efforts represent the development of novel fabrica-
tion and self-assembly routes for producing 2- and 3-D 
plasmonic and plasmonic/photonic-bandgap hybrid 
nanoparticle assemblies. These new materials will be 
a powerful testbed for understanding the fundamental 
properties of coupled photonic/plasmonic metamateri-
als and will lead to novel sensing approaches not previ-
ously explored.  We anticipate this novel approach will 
generate more sensitive and more tunable sensing plat-
forms than are currently available.

Benefit to National Security Missions
We address DOE’s goal of developing advanced function-
al nanomaterials. DOE is also interested in materials that 
function at the nano-bio interface. Our plasmonic band-
gap materials will ultimately be functionalized to interact 
with bioanalytes at the nanoscale. These materials also 
have applications relevant to threat reduction missions.

Progress
The overall goal of this proposal is to develop novel ap-
proaches to nanoparticle aggregate formation using 
SERS activity as a metric for successful particle geome-
tries.  Along these lines, this work utilizes several parallel 
approaches for particle synthesis and manipulation that 
have each moved forward on their respective scientific 
fronts.

From an instrumentation standpoint, our surface pat-
terned, 2-d particle assemblies have been limited by e-
beam lithography difficulties requiring extensive instru-
ment overhaul.  After multiple repair iterations with the 
manufacturer, the instrument is now fully operational.  A 
first generation of patterned surfaces has been complet-
ed.  Illustrations of the 2-D particle assembly approach 
and our first generation of patterned surfaces are shown 
in Figure 1.  Our proposed approach to extending these 
concepts to 3-d particle geometries involves the use of 
a laser trapping system that is currently being built with 
collaborators in B-Division.  The principal component of 
this system, the spatial light modulator (SLM), was se-
lected, ordered and delivered at the end of the current 
fiscal year.

Realization of the self-assembled plasmonic photonic 
lattices will require synthesis of multilayered, multifunc-
tional particles with complex surface chemistry.  The 
synthetic aspect of this work therefore involves de-
velopment of techniques for generating magnetic and 
plasmonic nanoparticles.  These must be integrated in a 
core-shell geometry.  Methods for generation of complex 
particle geometries and surface functionalization are 
also necessary.   

Plasmonic Bandgap Materials:  Fusion of Interparticle and Particle-Photon 
Interactions at the Nanoscale
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Surface Assisted 2-D Aggregates

Figure 1. Illustration of approach to generating well-defined 
interaction geometries for plasmonic nanoparticles.  Patterned 
wells on the size scale of 100s of nanometers with different 
geometries are generated on a silicon substrate (left).  Nanopar-
ticles of different size and compostion are drawn into the wells 
using surface-tension effects (center).  A micrograph of a first-
generation set of wells is shown on the right.

We have developed synthetic approaches for generating 
simple colloidal particle systems, and also the develop-
ment of new particle structures that have promise in SERS 
applications.  We have demonstrated the synthesis of solid 
noble metal (Au and Ag) colloidal systems as well as core-
shell nanoshell geometries as effective SERS active materi-
als.  These particles are being examined for multiplexing 
capabilities and single particle spectroscopy using the 
flow cytometry resourses in B-division.  Additionally, they 
will be the primary particles of interest in the 2-D and 3-D 
aggregate assembly experiments that will be performed 
when the aforementioned instruments are operational.

As an extension on this initial particle work, we have been 
developing several synthetic routes to magnetic plasmoni-
cally active particle architectures.  In this area, significant 
work has gone into developing colloidal Fe3O4 particle 
systems with overall diameters on the order of 100nm.  
Attempts at these particles have been marginally success-
ful, in that we have been able to generate F e3O4 materials 
that are magnetically active; however, the particle sizes 
and morphologies are highly heterogeneous and require 
further refinement before plasmonic-photonic materials 
are realized.  Current work seeks to improve on this syn-
thetic route to yield homogeneous magnetic materials.  
Additionally, in parallel, we have successfully developed 
several alternate routes to similar superparamagnetic ma-
terials using different synthetic approaches.  We have been 
successful in creating silica core particles that have been 
decorated with small (~10nm) iron oxide particles that act 
as nucleation points for subsequent metallization (Figure 
2).  We are also pursuing use of larger iron oxide particles 
(~18nm), which serve as the central core of an oxide-met-
al, core-shell particle system.  These particles have been 
extensively characterized for overall homogeneity in size 
and morphology.  They are currently being investigated for 
magnetic properties at the NHMFL.  In both approaches, 
our capability for generating core-shell materials is essen-
tial.

Silicate
TEOS

Au NPs Au(OH)3Fe2O3 NPs 

Figure 2. Process for generating core-shell nanoparticles with a 
magnetic core paired with a gold plasmonic shell.  The top dem-
onstrates the process for synthesis.  A 100 nm core silica particle 
is functionalized with 10 nm superparamagnetic particles.  The 
assembly is coated with a thin silica shell and then functionalized 
with 5 nm gold seed particles.  A final gold shell is then gener-
ated.  At bottom are transmission electron micrographs illustrat-
ing the appearance of actual particles produced at each step of 
the synthesis strategy.

As part of our efforts to generate complex multifunctional 
particle geometries with tailored surface functionaliza-
tion, we have also demonstrated the ability to combine 
multiple particle types into a larger assembly on support 
bead structures (Figure 3) [1].  The goal in this case was 
to increase the range of spectral responses available with 
SERS-active nanoparticle spectral tags (SERS-tags).  Indi-
vidual tags were generated by adding a Raman-active dye 
label to the surface of a plasmonic nanoparticle.  The tag 
is coated with a silica shell, which was then functionalized 
with a bioreceptor molecule.  Three different types of tags 
were generated.  We demonstrated the ability to generate 
more complex spectral signatures through controlled as-
sembly of different ratios of the three tags at the surface 
of a support bead.  The self-assembly was driven by strong 
bioreceptor interactions available with appropriate func-
tionalization of the bead and tag surfaces.
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Figure 3. Illustration of the process for building up complex 
surface enhance Raman (SERS) spectral signatures at a micron-
sized support bead surface (left).  Examples of the seven spectral 
signatures that can be generated from an initial library of three 
unique SERS tags are shown at right.
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Future Work
In the area of studying well-defined 2-D nanoparticle in-
teractions, we will begin by demonstrating the ability to fill 
our patterned nanowells with a range of plasmonic nano-
particles.  Initially we will be using simple one component 
colloidal systems, which will then be extended to higher 
order particle architectures (core-shells).  Additionally, the 
successful synthesis of homogeneous magnetic particles 
that are incorporated into plasmonic (metallic) particle ar-
chitectures will be an ongoing research thrust.

We will pursue self-assembly of 3-D photonic lattices 
whose optical properties are coupled to plasmonic behav-
ior of its constituent SERS-active particles.  Noble metal 
nanoparticles, when induced to interact can be used as 
highly effective SERS substrates, serving as easily accessible 
starting points for SERS-active metamaterials.  However, 
control of these particle aggregates is difficult, with few 
fundamental studies having investigated the ideal ag-
gregate size and geometry for maximum SERS excitation.  
Using new concepts in surface-based particle patterning 
techniques, we will introduce a combinatorial approach to 
assembling simple metallic particle aggregates in an effort 
to deduce ideal aggregate structures for efficient intra-
particle SERS hot spot generation.

These particle architectures will then be extended to 3-D 
through the assembly of particle aggregates via optical 
trapping as well as magnetic assembly.  By manipulating 
the aggregates into 3-D architectures, we hope to gener-
ate readily observed intense SERS hot spots within the 
core of the particle aggregate.  The results will have broad 
reaching impacts on the understanding of the underly-
ing mechanisms responsible for SERS.  By assembling the 
plasmonic aggregates into arrays with long range order, 
we will leverage the high sensitivity aspect of SERS based 
substrates with the unique optical properties of a fully 3-D 
photonic crystal.

Our assemblies will represent the first tunable photonic/
plasmonic hybrid metamaterials, providing a route to 
probing unexplored behaviors of these emerging novel 
materials.  Optimized geometries for the hybrid material 
with the most efficient coupling between these two optical 
phenomena will be isolated by immobilizing the aggregate 
array in a hydrogel matrix that is preloaded with analyte 
receptor sites.  This novel nanocomposite will yield a mul-
timodal approach to sensing via analyte modulation of the 
photonic lattice properties and inter-particle plasmon field 
overlap which will result in greatly improved SERS-based 
analyte detection.

Conclusion
Ultimately, this project will produce a better understand-
ing of the critical parameters associated with surface en-
hanced Raman (SERS) responses that yield single-molecule 
sensitivity.  This is critical to the realization of new sensing 
materials capable of the stringent sensitivity and confi-

dence requirements of the threat reduction community.  
Our efforts will also produce a totally new class of materi-
als that combine SERS-active “plasmonic” properties with 
ordered “bandgap materials” that provide highly tunable 
optical properties.  This fusion of properties opens up nov-
el sensing approaches that will be explored.

Publications
Brady, C. I., N. H. Mack, L. O. Brown, and S. K. Doorn. Self-
assembly approach to multiplexed SERS encoder beads. 
2009. Analytical Chemistry. 81: 7181.
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Introduction
Electronic technology has advanced in step with our 
increased understanding of how electrons behave in 
materials. In recent years, however, we have witnessed 
a crisis in our fundamental knowledge of the way elec-
trons behave in certain materials in which the electrons 
interact strongly with each other. Our historical under-
standing of the electron cannot be applied to these cor-
related electron metals and requires a new paradigm. 
Studies of strongly correlated electron materials have 
revealed that quantum effects, usually only significant at 
very low temperatures, dominate the character of elec-
trons even at finite temperature and may be responsible 
for producing new forms of unconventional supercon-
ductivity at unexpectedly high temperatures. The goal 
of this project is to create a proper understanding of the 
new quantum phenomena and with this knowledge to 
transform the modern crisis into an opportunity that will 
advance our scientific understanding as well as create 
new technology.

In our research, we propose to identify the spectrum of 
electronic fluctuations that results from the quantum 
effects and that can be tuned by applied magnetic field 
and pressure. Anisotropic electrical resistivity and mo-
mentum-dependent superconducting properties depend 
on the nature of the quantum fluctuations, and these 
are precisely the properties that we will measure to ex-
plore the origin and consequences of quantum fluctua-
tions. A triple axis vector magnet, which has three sets 
of independent magnets, will enable us to probe these 
anisotropic properties at any arbitrary magnetic field di-
rection when a single crystal is subjected simultaneously 
to high pressure, a unique capability that is needed to 
guide a theoretical description of these phenomena.

Benefit to National Security Missions
This project directly supports the DOE mission in Energy 
Security by enhancing our fundamental understanding 
of materials with high superconducting temperatures, 
which hold promise for efficient transmission and stor-
age of electricity.

Progress
During the first year of this project, research has been 
devoted to probing the connection between uncon-
ventional superconductivity and quantum critical fluc-
tuations that arise from a zero-temperature magnetic 
to non-magnetic transition.  For our initial study, we 
performed field-orientation specific heat studies of the 
pressure-induced superconductor cerium-rhodium-
indium (CeRhIn5), in which a maximum in the super-
conducting transition temperature occurs right at the 
pressure where fluctuations associated with an antifer-
romagnetic quantum critical point are most pronounced. 
These experiments provided the momentum-dependent 
superconducting gap function for the first time in any 
pressure-induced superconductor. In the lower pressure 
coexisting phase of superconductivity and antiferromag-
netism, field rotation within the ab-plane of the tetrago-
nal structure revealed fourfold modulation in the density 
of states, which favors a d-wave superconducting order 
parameter.  This same fourfold modulation was found 
at the optimal pressure where quantum fluctuations 
dominate physical properties, and there is no long range 
magnetic order for small applied magnetic fields. Thus, 
we have demonstrated that our unique vector-magnet 
experimental apparatus is a powerful tool to understand 
the nature of superconductivity in pressure-induced su-
perconductors and further that the nature of the super-
conducting gap function is independent of the presence 
or not of magnetic order, contrary to some theoretical 
predictions.  The confirmation of d-wave superconduc-
tivity indicates that these materials are similar to other 
classes of superconductors, notably the high-Tc cuprates 
and the plutonium superconductors.  To further explore 
the nature of antiferromagnetic quantum fluctuations on 
unconventional superconductivity, we have begun mea-
surements of the temperature- and pressure-dependent 
anisotropy of the electrical resistivity of a related mate-
rial superconductor cerium-cobalt-indium (CeCoIn5), in 
which d-wave superconductivity emerges from a quan-
tum critical state at atmospheric pressure.  A preliminary 
analysis of these data indicates that the nature of the 
quantum critical fluctuations is different from that found 
in the rhodium compound (CeRhIn5) under pressure. 

Probing the Origin and Consequences of Quantum Critical Fluctuations

Tuson Park
20090335ER
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Thus, it appears that the same type of unconventional su-
perconductivity can be produced by quantum fluctuations 
of different natures, a new and unexpected result. 

We also have performed preliminary studies on the strong-
ly correlated superconductor cerium-iridium-indium (CeI-
rIn5). Though this material does not order magnetically, 
several different experiments have indicated that a zero-
temperature antiferromagnetic transition and its associ-
ated critical fluctuations may be close by.  To understand 
the relation between superconductivity and possible quan-
tum criticality in more detail, we have measured its specific 
heat under pressure and have found a broad maximum in 
specific heat just above the superconducting transition at a 
pressure of 15 kbar. This broad feature quite likely reflects 
a precursor to long-range magnetic order that coexists 
with superconductivity and that is a minimum condition 
for quantum criticality. These results indicate that, again, 
magnetic fluctuations may provide the glue that binds the 
superconducting electrons together in these strongly cor-
related electron materials.  Preliminary field-angle specific 
heat measurements under pressure on CeIrIn5 suggest a 
d-wave superconducting order parameter, and on-going 
measurements and analysis are expected to resolve a cur-
rent controversy over the particular structure of the super-
conducting gap in this material.

In another class of materials, the recently discovered 
iron-pnictides, we have shown that applying pressure 
tunes the magnetic transition in calcium-iron-arsenic 
(CaFe2As2) from 170 K at atmospheric pressure toward 
zero temperature at pressures less than 10 kbar. It would 
be reasonable to expect strong quantum fluctuations and 
associated enhanced scattering of electrons in the vicinity 
of this pressure where the magnetic transition approaches 
zero temperature and superconductivity appears. Indeed, 
we found enhanced scattering in this pressure range, but 
this material also exhibits complex structural changes as a 
function of pressure. Our interpretation of these results is 
that pressure-induced superconductivity appears because 
of structural inhomogeneities and affiliated magnetic fluc-
tuations, possibly of a quantum critical type.  Our experi-
ments, however, are unable to establish definitively that 
quantum fluctuations drive the appearance of supercon-
ductivity in this weakly correlated electron material.  In 
this context, we also measured the pressure dependence 
of the superconducting transition temperature of a related 
material barium-nickel-arsenic (BaNi2As2) and found that 
its structural phase transition, from a tetragonal to orthor-
hombic structure, was suppressed with increasing pressure 
up to 27 kbar and that its superconducti ng transiti on tem-kbar and that its superconducti ng transiti on tem- and that its superconducting transition tem-
perature increased from 2 K to 3 K at this high pressure. 
This compound, unlike the calcium compound (CaFe2As2), 
is not magnetic, and, consequently, our experiments on 
the barium compound (BaNi2As2) show that structural 
changes cannot be ignored in interpreting properties of 
this class of materials.  

Future Work
A quantum critical point (QCP) is an instability between 
ordered and disordered magnetic states at T=0K, with the 
transition between them driven by Heisenberg’s uncertain-
ty principle. Strongly correlated f-electron materials have 
been a prime testing ground to explore the consequences 
of such an instability. Among many anomalous properties 
associated with the QCP, two consequences stand out: a 
strange metallic state that persists from very low to high 
temperatures and the emergence of unconventional super-
conductivity nearby the QCP. A microscopic understanding 
of these phenomena poses a fundamental challenge in the 
condensed matter community.

Identification of the relevant fluctuation spectrum is need-
ed to guide a theoretical description of these phenomena. 
Compared to chemical substitution that induces chemical 
disorder and modifies the fluctuations, applying pressure 
is an ideal knob to tune compounds to a QCP without ad-
ditional complication. Though microscopic measurements, 
such as neutron scattering, are well-suited to characterize 
the fluctuation spectrum, they are impossible to perform 
with sufficient resolution under high pressure conditions. 
Instead, relatively simple anisotropic transport and ther-
modynamic measurements under pressure place strong 
constraints on the fluctuation spectrum and their origin. 
Field-angle-dependent transport and thermodynamic mea-
surements complimented with point contact spectroscopy 
will be exploited to determine the order parameter sym-
metry of pressure-induced or pressure-tuned supercon-
ducting states, which will allow us to critically determine 
the relationship between quantum fluctuations and uncon-
ventional superconductivity.

We will study representative correlated f-electron systems, 
including antiferromagnetic cerium-rhodium-indium (CeR-cerium-rhodium-indium (CeR-CeR-
hIn5) and related material and ferromagnetic uranium-
germanium (UGe2), which can be tuned by pressure to 
quantum critical and superconducting states. The high 
purity of these stoichiometric compounds with energy 
scales amenable to detailed study makes them ideal test 
systems. The generality of understanding gleaned from the 
f-electron compounds will be tested by complementary 
experiments on electron doped cuprates, iron-pnictide and 
charge-density-wave superconductors.

Conclusion
The unique combination of the vector magnet and high 
pressures will allow us to probe the nature of electrons 
in correlated materials in ways never before possible. 
Specifically, we expect to: (i) determine the origin of 
quantum fluctuations that are responsible for a strange 
metallic state in correlated f-electron compounds, and (ii) 
to make the first determination of the superconducting 
order parameter for any pressure-induced superconductor. 
Knowledge obtained through this study will be applied to 
d-electron high-temperature superconductors, providing 
fundamental information to superconducting technology 
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that will help to ensure the Nation’s energy security.

Publications
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cal Review B. 80: 024519.
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Introduction
The fundamental mechanical and chemical events that 
lead to the detonation of explosives are so rapid that 
they are extremely difficult to study experimentally. Fur-
thermore, the postmortem analysis of samples is usually 
impossible. For these reasons, computational modeling 
of atomic level events in explosive crystals using molecu-
lar dynamics simulations is one of the few tools available 
to study the phenomena leading to detonation. How-
ever, the reliability of the predictions provided by such 
calculations is almost entirely dependent on the math-
ematical description of interatomic bonding employed. 
Current descriptions of interatomic bonding in explosives 
are either accurate but computationally challenging or 
computationally efficient but with dubious accuracy.

We have developed a method and supporting code that 
enables quantum mechanical simulations of energetic 
materials at a computational cost comparable to those 
of empirical potentials. Unlike the popular empirical 
models currently in use, our scheme is applicable equally 
to all organic energetic materials and detonation prod-
ucts without the requirement for costly refitting to ex-
perimental or calculated data. Hence, our code ‘LATTE’ 
(Los Alamos Transferable Tight-binding for Energetics) 
can provide accurate theoretical analysis of even hypo-
thetical energetic materials, as well as those of interest 
to the DOE, DOD and DHS.

Benefit to National Security Missions
This project supports the DOE/NNSA mission in Nuclear 
Weapons by enhancing our understanding of the initial 
mechanical and chemical events that lead to the detona-
tion of conventional explosives. Furthermore, the pre-
dictive capabilities the project will provide will enhance 
DOD and DHS programs on energetic materials. The 
deliverables of this project will see applications to basic 
research on the physical properties of several classes of 
complex materials. Hence, mission relevance extends to 
all areas where a fundamental understanding of materi-
als is required.

Progress
Molecular dynamics simulations require a rapid and ac-
curate calculation of the forces acting on atoms from 
a physics-based, mathematical representation of in-
teratomic interactions. Our primary aim over the first 
year of the project was the development of a molecular 
dynamics code with interatomic forces provided by the 
self-consistent charge transfer tight-binding method 
(SCC-TB) [1, 2]. The SCC-TB formalism is the simplest 
quantum mechanical method that captures the key 
chemical concepts of the formation of covalent bonds, 
the transfer of charge between species of differing elec-
tronegativity, and their interplay and environmental de-
pendencies. We have extended our formalism such that 
long-range, van der Waals interactions are also captured, 
allowing us to model all of the most important interac-
tions in organic molecular materials. 

Our SCC-TB model is framed explicitly on the concept of 
the bond-order since this leads to a physically transpar-
ent representation of electronic structure and, more 
importantly, permits the use modern of linear scaling 
computational methods during the calculation of ener-
gies and forces. At the start of the project, we antici-
pated that our code would be based around purification 
methods for the calculation of the bond-order, but we 
have successfully expanded the scope and flexibility of 
the code to include diagonalization, purification [3], and 
recursive expansions of the Fermi operator [4]. The latter 
two methods are most significant for this project since 
they offer a route toward linear scaling computational 
cost and parallelization even on non-standard computa-
tional architectures such as LANL’s Roadrunner and the 
under-utilized commodity GPUs (graphics processing 
units) that sit in all desktop computers. In Figure 1 we 
present a comparison of the scaling with system size of 
each method in sparse and dense form. 

Linear Scaling Quantum-Based Interatomic Potentials for Energetic Materials

Marc J. Cawkwell
20090369ER
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Figure 1. Comparison of computational time per molecular dy-
namics time step as a function of the dimension of the Hamilto-
nian matrix for the methods employed in LATTE for the calcula-
tion of the bond-order matrix.

The analysis of the performance of LATTE highlighted two 
bottlenecks to performance when using purification and 
Fermi expansion methods. First, during the calculation of 
forces at each time step a large number of matrix–matrix 
multiplications are required. These multiplications scale 
as the cube of the matrix dimension and limit the perfor-
mance of the code during large-scale simulations. We are 
actively pursuing two routes to improve the performance 
of our matrix-matrix multiplier. The first involves taking full 
advantage of the sparsity of the matrices to eliminate re-
dundant work. Our second avenue involves porting several 
LATTE subroutines to Roadrunner to enlist the exceptional 
floating-point performance of the Cell processors. Prelimi-
nary results are presented in Figure 2 that indicate that 
this approach will be essential for large systems with dense 
bond-order matrices. 
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Figure 2. Computational time for dense matrix-matrix multiplica-
tion on Opteron and Cell processors on Roadrunner.

The second performance bottleneck to running molecular 
dynamics simulations with LATTE is the number of self-
consistent field (SCF) calculations required which calculat-

ing forces at each time step. By implementing in LATTE 
Niklasson’s extended Lagrangian Born-Oppenheimer (XBO) 
molecular dynamics formalism [5], we have reduced the 
number of SCF cycles by more than an order of magnitude 
to just one. In Figure 3 we show how total energy is not 
conserved during standard, non-XBO, simulations, the 
dependence of these simulations on the number of SCF 
cycles, and the precise energy conservation obtained when 
XBO-methods are employed with just 1 SCF cycle per time 
step. It should be noted that LATTE is the only code based 
on the TB approximation to offer this functionality.
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Figure 3. Energy conservation in LATTE molecular dynamics simu-
lations using XBO and non-XBO propagation of quantities. The 
energy conservation as a function of the number of SCF cycles 
per time step in non-XBO simulations is also presented.

A set of charge-dependent TB interatomic potentials that 
include long-range van der Waals interactions have been 
constructed for hydrocarbons by the parameterization 
of the models to the results of first principles, quantum 
chemistry calculations. Our quantum chemistry calcula-
tions employ the Theoretical Division-developed code 
‘FreeON’. While we can reproduce much of this highly ac-
curate data by fitting the adjustable parameters via analyt-
ic conditions, we are at the same time pursuing automat-
ed, machine-based optimization schemes. We believe that 
methods such as simulated annealing will allow quantify 
the quality, accuracy, and transferability of our potentials. 
The use and importance of such automated fitting meth-
ods will increase as new chemical elements are added to 
LATTE’s capabilities. 

We did not anticipate applying our code and methods to 
‘real world’ situations until the third year of our project. 
However, owing to our early success in the development 
of LATTE, we have already begun a collaboration with 
colleagues in LANL’s Dynamic and Energetic Materials 
Division. We have focused our code on the simulation of 
chemical events in various complex hydrocarbons under 
shock compression. While we cannot yet simulate explicitly 
the propagation of a shock wave though these materials, 
we can probe on-Hugoniot conditions and monitor bond 
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making and breaking events. These simulations are allow-
ing us identify those shock-induced chemical events that 
previously could only be implied from complex experimen-
tal data sets. 

Future Work
Earlier LANL work on molecular dynamics simulations of 
detonation using empirical reactive interatomic potentials 
demonstrated that there is a minimum system size that 
must be reached before predictions for relative quantities 
of detonation products become independent of further in-
creases system size. In order for us to reach this ‘minimum 
limit’, we must increase the performance of LATTE by a fac-
tor of about 100 (note that the performance of non-linear 
scaling codes must be increased by a factor of about 106). 
Over the course of the next year we will continue to pur-
sue the applied mathematics and algorithms that will yield 
true sparse matrix multiplication and storage. This work is 
of general interest to this field, and others, and advances 
in this area will have a very high impact. We will also paral-
lelize those LATTE subroutines that are bottlenecks to per-
formance as well as reprogramming LATTE to port certain 
algorithms to the IBM Cell processors in Roadrunner and 
GPUs. All of these research areas developed a very sound 
foundation during year 1 of this project. The speed of the 
serial version of LATTE can be increased by a factor of at 
least 10 by porting certain subroutines to Cells and GPUs, 
and parallelizing LATTE to run on several hundred proces-
sors is not a particularly complex undertaking. Hence, a 
speed up by a factor of 1000 over the current version of 
the code is not an overly optimistic aim.

Work toward the completion of our interatomic potentials 
for CHNO-containing molecules will continue in parallel 
with work on LATTE itself. In particular, we will complete 
the population of our database of quantum chemistry-
calculated energies and continue the development of 
algorithms that facilitate the automated optimization of 
LATTE potentials to our database. We will also work toward 
putting the SCC-TB framework on a more rigorous theoreti-
cal basis by developing a fully quantum mechanical, many-
body treatment for the van der Waals interactions and 
short-range repulsion between atoms rather than making 
the usual approximation that these interactions are only 
pair-wise in nature.

The collaboration we have started with experimental pro-
grams in DE-9 will be pursued both to provide these efforts 
with theoretical input and to highlight where LATTE and 
its associated interatomic potentials can be improved. We 
will also pursue a collaboration with the group of Professor 
Michael Pravica at the University of Nevada-Las Vegas on 
structural phase transformations in organic materials in-
duced by static high pressures (see, for example, [6]). 

Once work on the construction of a set interatomic poten-
tials for C, H, N, and O is complete, we will simulate the 
chemical and mechanical events that lead to detonation in 

energetic materials of interest to the NNSE, DoD, and DHS, 
etc. We will also determine our capabilities for predicting 
the structure and properties of experimental and hypo-
thetical compounds with LATTE. 

Conclusion
Computer modeling and molecular dynamics simulations 
are one of the few tools available for the study of the initial 
mechanical and chemical events at the atomic scale that 
lead to detonation in energetic materials. This project is 
working toward the delivery of a new class of interatomic 
potentials for energetic materials that will for the first time 
facilitate large-scale simulations with quantum-mechanical 
accuracy and unprecedented transferability. Our sup-
porting code, LATTE, already demonstrates class-leading 
performance. These interatomic potentials and code will 
revolutionize our understanding of detonation chemistry 
in existing, experimental, and even hypothetical explosive 
materials.
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Introduction
The ideal solar cell would convert every bit of energy 
in photons originating from the sun into usable energy. 
We propose a completely novel approach, which would 
“milk” a small amount of energy from solar photons in 
a most unobtrusive fashion. We propose to develop a 
new class of truly transparent solar cells using organic 
semiconductors. A transparent solar cell is designed to 
have > ~85% transmission in the visible region of the 
solar spectrum. Although transparency necessarily de-
creases the maximum possible efficiency of the cell, it 
enables two specialty applications: windows and stealth.  
A transparent solar cell for windows is designed to use 
window glass as the substrate for the solar cell and thus 
reduce costs associated with fabrication and installation.  
Many of the materials required for transparent solar 
cells are already used in high performance windows and 
transparent solar cells can be designed to also function 
as low-e window coatings. Transparent solar cells for 
stealth applications are designed to provide power in ap-
plications where the solar cell should be difficult to de-
tect, for example, it can be added to an existing surface 
to provide power for surreptitious electronic devices.

Benefit to National Security Missions
This work will contribute to enhancing the national 
energy security, a key DOE mission area. The ability to 
incorporate solar cells into conventional windows, us-
ing many of the materials and coatings already used in 
high performance windows, could provide an economic 
method to deploy solar cells.

Progress
We are using a closely coupled fabrication/measure-
ment/theory approach to demonstrate and optimize 
transparent organic solar cells. We are fabricating spe-
cialized material test structures and prototype solar cells 
to understand the semiconductor and device param-
eters that control the cell performance. Simultaneously, 
the electronic structure and optical properties of the 
organic semiconductors are being calculated and the 
results used to interpret the test structure and device 
performance and, most importantly, to guide materials 

design modifications needed to maximize device perfor-
mance. We are using our established relationships with 
semiconductor companies to obtain new, specialized 
organic semiconductors. The project naturally divides 
into work focusing on two tasks: 1) understanding the 
relevant properties of the organic semiconductors and 
2) designing and fabricating solar cells made from these 
materials.

The organic semiconductors we are working with are 
naphthalocyanine compounds that are transparent in 
the visible spectrum and absorb strongly in the infrared.  
We are exploring two major types of naphtalocyanine 
compounds: those that can be solution processed and 
those that can be thermally evaporated in vacuum. Solu-
tion processing is a very low cost method of producing 
thin films and electronic devices but the chemical purity 
of the materials can be difficult to control.  Thermal 
evaporation in vacuum is also a low cost technique for 
device fabrication and it has the advantage that the ma-
terials used may be purified by a variety of sublimation 
techniques. The solution processed materials are part of 
the family of octabutoxy naphthalocyanines (OctNc), as 
shown in Figure 1. We are making chemical substitutions 
to the base OctNc molecule by adding a central metal 
atom or varying the ligands attached to the naphthalo-
cyanine core to control the molecule’s absorption in the 
infrared. The vacuum processed materials are part of the 
family of naphthalocyanines (Nc) where we are again 
making chemical substitutions to control the molecular 
optical properties.  These two classes of molecules are 
very similar as they share the naphthalocyanine core.  In 
addition to their processing and purity differences, the 
two molecular families have very different intermolecu-
lar interactions in the solid state. In the solid state, the 
absorption of the smaller, vacuum evaporated molecules 
can shift by ~ 100 nm, significantly improving their in-
frared response. In contrast, the absorption properties 
of the solution processed molecules are essentially un-
changed in the solid state. We are performing theoreti-
cal calculations of the electronic structure of these mol-
ecules to understand them and design new molecules 
with improved properties.

Transparent Organic Solar Cells

Ian H. Campbell
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Figure 1. Chemical structure of octabutoxy naphthalocyanine.

We are fabricating and testing transparent, organic solar 
cells using these naphthalocyanine compounds as the 
critical, infrared absorbing layer. Indium tin oxide (ITO) is 
used as a transparent electrode. When combined with 
special surface layers, ITO can function as either an elec-
tron or hole injecting material. This is critical to retain the 
high transparency required in these devices. We are using 
very thin layers of C60 to dissociate excitons produced in 
the Nc layer and we have also explored large energy gap 
organic semiconductors such as bathocuproine to serve 
as an exciton blocking layer. The initial device results are 
very encouraging. We have made structures that are > 
80% transparent throughout the visible spectrum and have 
strong absorption in the infrared.  These devices have near 
ideal IR quantum efficiency, i.e. every photon absorbed 
produces one electron of photocurrent. We are now try-
ing to design improved molecules and alternate solar cell 
device architectures that increase the IR absorption while 
maintaining visible transparency.  We are currently assem-
bling this work into two journal publications: one on the 
fundamental organic semiconductor properties and one on 
transparent solar cell performance.

Future Work
The goals of this work are to demonstrate, for the first 
time, a truly transparent solar cell by exploiting the unique 
electronic structure of organic semiconductors, and to 
understand and optimize the electronic structure of these 
materials for this application. Technologically, organic 
semiconductors are of increasing importance for large area 
low cost applications such as displays, solid state lighting, 
large area electronics, and solar cells. From a scientific 
perspective, organic semiconductors offer a model system 
for studying multiscale physics involving, for example, the 
properties of individual molecules and their solid state in-
termolecular interactions.

Solar cell performance is controlled by exciton processes 
(transport and dissociation), charge carrier transport, and 
device open circuit voltage. Electronic processes in organic 
semiconductors are poorly understood: exciton processes 

are difficult to calculate and they have been reliably mea-
sured in few materials; charge carrier transport can be 
measured reliably but predicting the carrier mobility of 
solid films from molecular properties is problematic; and 
the open circuit voltage is determined by organic material/
electrode interactions which only follow general relation-
ships such as approximate scaling with electrode work 
function. Because organic semiconductors are condensed 
phases of organic molecules or polymers there is an es-
sentially unlimited variety of organic semiconductors that 
can be created. Fundamental understanding is required 
in order to provide insight to develop new materials with 
properties tailored for this application.

We will continue to use a closely coupled fabrication/mea-
surement/theory approach to demonstrate and optimize 
transparent organic solar cells. We will fabricate special-
ized material test structures and prototype solar cells to 
understand the semiconductor and device parameters that 
control the cell performance. Simultaneously, the elec-
tronic structure and optical properties of semiconductors 
will be calculated and the results used to interpret the test 
structure and device performance and, most importantly, 
to guide materials design modifications needed to maxi-
mize device performance.

Conclusion
We propose to create a new class of truly transparent solar 
cells. A transparent solar cell is designed to use window 
glass as the substrate for the solar cell and thus reduce 
costs associated with fabrication and installation.  Simply 
replacing the glass on office buildings could generate a 
large fraction of the building’s electric power require-
ments. This would help the U.S. become energy indepen-
dent in a cost effective manner.
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Introduction
This project will attempt to use the unique chemical 
properties of uranium compounds as the foundation for 
a method for the conversion of carbon dioxide into fuel.  
It will also attempt to utilize this unusual chemistry for 
the conversion of acid to hydrogen, a fuel that gener-
ates only water as a byproduct when used to produce 
energy. By generating gaseous products from uranium, 
the project attempts to mitigate the concerns related to 
the use of radioactive materials to do catalytic chemis-
try to make useful products because the separation of 
the products from the radioactive uranium will occur 
with absolutely no uranium contamination and thus 
no potential for contamination of the products or en-
vironment.  This work is cutting edge science because 
it will develop chemistry of uranium that is completely 
unique and apply it to develop a practical solution to an 
important problem in the field of energy production.  
Even if the project does not result in the development 
of a practical system for carbon dioxide conversion, the 
lessons learned will undoubtedly be useful to anyone 
working in this general area of chemical research.  Thus, 
this project if successful, will enable progress toward a 
carbon neutral fuel cycle and will reduce the production 
of greenhouse gases.

Benefit to National Security Missions
This project directly supports the U.S. drive for energy 
security and to maintain a safe nuclear stockpile by en-
hancing our understanding of actinide coordination and 
organometallic chemistry.  The work supports DOE en-
ergy security and nuclear weapons missions.

Progress
During the first year of the project we have been able to 
synthesize and characterize a series of new uranium bis 
(imido) complexes whose reactivities we are investigat-
ing.  The successful synthesis of the series of U(V)-U(V) 
dimer complexes (Figure 1) will allow us to investigate 
their reactivity with carbon dioxide and hydrogen as 
a function of ligand.  During this work, computational 
analysis of these dimers suggested that the single f 
electron on each U metal should interact with one an-

other via a spin pairing interaction (antiferromagnetic 
coupling).   This was demonstrated experimentally and is 
only the second molecular actinide complex that shows 
such electronic interactions and resulted in a publication 
in Angew. Chem. Int. Edn. The synthesis of the series 
of derivatives including Iodide, Bromide, Chloride and 
aryl sufide compounds will allow us to learn how the 
nature of the ligands affect the ability of the U atoms in 
these compounds to undergo electronic communication.  
These derivatives will be useful in studying how the 
oxidation reactions of the U compounds are controlled 
by the ligand environment which surrounds the U metal 
center.
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Figure 1. Synthesis of a bis(imido) U(V) complex

We have also been investigating the reactivity  of the 
U(V)-U(V) dimers with respect to their ability to be 
oxidized to U(VI) complexes.  These compounds react 
with weak oxidants such as silver salts and elemental 
sulfur and selenium.  The products are generally not ac-
cessible via other synthetic techniques and include the 
first examples of U(VI) atoms that are bridged by sulfur 
or selenium atoms.  Controlling the stoichiometry of 
the reactions determines whether single atom of multi 
atom bridges are formed.  The reactions with silver and 
gold reagents proceed via oxidative group transfer from 
the silver or gold compound U with formation of U(VI).  
These reactions have produced the first example of a 
simple U(VI)-carbon bond in the U(VI) methyl complex 
that is formed when MeAu(PPh3) is allowed to react 
with the U(V)-U(V) dimer.

The reaction chemistry with reagents such as isocya-
nates (RNCO), a carbon dioxide surrogate, have pro-
duced new compounds that are clearly the result of oxi-

Uranium Imido Complexes as Catalysts for the Reduction of Carbon Dioxide
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dation of the metal to U(VI) because they are diamagnetic.  
However, their complete characterization has not yet been 
achieved and awaits the judicious choice of R group to gen-
erate tractable materials.  The reaction with molecular hy-
drogen also occurs rapidly, giving U(VI) products, but these 
materials have proven difficult to identify unequivocally.

We have also begun to investigate the use of polydentate 
mono- or di- anionic ligands with the bis(imido)U(VI) metal 
framework.  The intention is to design a ligand set which 
facilitates the reduction of U(VI) to mononuclear U(V) or 
U(IV) complexes whose reactivity with hydrogen or carbon 
dioxide will then be investigated.  Electrochemical stud-
ies have not demonstrated reversible reduction of the 
U(VI) halide complexes, though reduction obviously oc-
curs.  Furthermore, reaction of the halide compounds with 
chemical reductants results in the formation of the dimers 
or intractable, reduced materials.  By generating reduced, 
mononuclear,  uranium bis(imido) complexes, we will be in 
the position to better understand and control the oxidation 
of these novel molecules.

Future Work
The ultimate goal of this research is to develop the redox 
chemistry of a series of unique uranium complexes and 
apply it to the conversion of substrate molecules to use-
ful products.  The electron rich uranium complexes that 
are the focus of this proposal have the potential to func-
tion as electrocatalysts for the reduction of carbon dioxide 
generating products that can be used as fuels.  They also 
have the potential to generate hydrogen from protons, a 
fundamental process that is vital to the function of light 
driven water splitting reactions, and is carried out in biol-
ogy by hydrogenase enzymes.  Understanding these kinds 
of thermodynamically uphill chemical transformations will 
be central to solving some of the most vexing and impor-
tant energy problems that our society currently faces.  This 
research will be the first example of using 5f electron spe-
cies to perform these types of reactions and it is enabled 
by our ability to access a new class of bis(imido) uranium 
complexes.

The successful electrocatalytic reduction of carbon dioxide 
or the conversion of protons to hydrogen will demonstrate 
that it is possible for actinide complexes to be used for 
such purposes and could make the practical application 
of actinide catalysis a real possibility.  It is unlikely that 
the complexes that are now in hand will be the best cata-
lysts that we will develop.  The search for better catalysts 
through modification of the ligands that comprise the co-
ordination sphere of the uranium atom will undoubtedly 
answer the question of whether it is possible dictate the 
chemistry of a 5f element through changes in the electron-
ic properties of its ligands.  Such tuning would represent a 
giant advance in actinide chemistry of the type that would 
be fitting for an institution with LANL’s tradition in actinide 
chemistry.

Conclusion
We have demonstrated that the reduction of U(VI) com-
plexes to stable U(V) products are possible.  The conver-
sion of the U(V) compounds back to U(VI) complexes 
through their reactions with organic substrates has also 
been demonstrated.  This cycling of the oxidation states 
between U(V) and U(VI) is the first step in utilizing this 
class of U compounds for catalytic transformations such as 
the reduction of carbon dioxide to give organic products or 
the reduction of protons for the production of hydrogen.
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Abstract
The molecular dynamics (MD) method, in which the 
classical equations of motion are evolved for a system 
of atoms, is a powerful and commonly used simulation 
method in physics, materials science, and many other 
fields.  A limitation of MD, however, is that the accessible 
time scale is limited to roughly one microsecond.  
Accelerated molecular dynamics (AMD) methods 
developed at Los Alamos can be used to achieve much 
longer simulation times than are possible with MD 
for systems that exhibit infrequent event behavior, 
such as the occasional jump of a defect in the system.  
However, these AMD methods are limited to systems 
no larger than a few thousand atoms.  In this project, 
we developed modifications and extensions to this 
AMD approach to allow the treatment of much larger 
systems so that they can be applied to a wider range of 
important problems.  We developed a spatially parallel 
version of the temperature accelerated dynamics 
method that can treat much larger systems.  We applied 
this method to simulate the growth of a copper surface 
at very low temperatures, allowing a reinterpretation 
of an experimental observation for that system.  We 
also developed a modification of the hyperdynamics 
method, in which the bias force is defined locally 
instead of globally, so that the computational speedup 
is not diminished as the system size increases, but 
instead remains constant.  Simulation tests of this 
method against exact MD results show that it is very 
accurate.  It should be possible to implement this local 
hyperdynamics method on massively parallel computers 
to accelerate the dynamics of systems with billions of 
atoms.

Background and Research Objectives
The molecular dynamics method is an extremely 
powerful tool for studying problems in chemistry, 
biology, physics, and materials science. Starting only 
with an interatomic potential describing the forces 
between atoms, a system is propagated forward in time 

using Newton’s laws, and the true dynamical behavior 
of the system emerges. This approach is now commonly 
used to study processes such as fast fracture of a solid, 
structural fluctuations in a protein, liquid diffusion, fast 
chemical reactions in solution, and sputtering of a solid 
surface. A major limitation, however, is that because the 
equations of motion must be integrated with time steps 
on the order of femtoseconds (one femtosecond is a 
millionth of a millionth of a second), the longest time a 
simulation can run on current computers is typically less 
than one microsecond. This precludes direct simulation 
of a vast number of interesting and technologically 
relevant processes, such as surface diffusion and surface 
growth, deformation of a surface during manipulation 
with an atomic probe, thermally activated annealing 
processes after a radiation damage event or ion 
implantation, protein folding, grain boundary diffusion, 
etc. Because we cannot access these longer time scales 
directly, we typically resort to more approximate models 
that do not properly incorporate the full complexity of 
the atom-by-atom interactions and motions, and we 
have no real error control on the predictions from these 
higher-level models. 

For many systems, the long-time dynamical evolution 
consists of infrequent events; the system is caught in a 
single energy basin, wandering around for millions or 
billions of vibration periods before finding an escape 
path (e.g., the hop of a surface adatom) that takes it 
over a barrier to a new energy basin, where it begins 
vibrating again. Over the last ten years at Los Alamos, 
we have been developing a new simulation approach 
that exploits the characteristics of this infrequent-event 
behavior to reach much longer time scales than one can 
access using direct molecular dynamics. The key concept 
in this “accelerated molecular dynamics” (AMD) class of 
methods [1] is to let the trajectory find an appropriate 
way to escape from each basin, but to trick it into 
doing so more quickly, perhaps at the expense of losing 
information about the vibrational motion. The result is 

Improved Length Scaling in Accelerated Molecular Dynamics Methods
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that the system passes from state to state in a dynamically 
correct way reaching times of milliseconds, and sometimes 
even seconds and beyond, with full atomistic fidelity. 

We have developed three methods in this AMD class.  
The first is hyperdynamics [2], in which the potential 
energy surface of the system is modified adding a bias 
potential to make the escape from each energy basin 
occur more quickly. This bias potential must meet specific 
requirements for the state-to-state evolution to remain 
valid.  The second is parallel replica dynamics [3], in 
which the entire system is replicated on each of a number 
of processors.  The first escape event occurring on any 
processor can be shown to be the correct event to take 
the system to a new state, and the simulation waiting 
time (aside from some overhead) is sped up by the 
number of processors.  The third method is temperature 
accelerated dynamics [4], in which the system temperature 
is increased, causing escape attempts out of the current 
basin to happen more frequently.  From these first few 
attempted escapes, we have derived a way to determine, 
with a desired confidence, which one would have been the 
first escape at the lower, proper temperature.  

Over the past decade or so, we have applied these 
methods to a number of different systems to demonstrate 
their power as well as to address real materials science 
problems (e.g., see [5], and references therein).  In 
some cases the computational speedup has been in the 
millions and billions, providing a view of dynamics on time 
scales we have never before achieved (and may never be 
achieved with direct molecular dynamics, since computer 
speeds will ultimately stop improving).  Interestingly, the 
transitions the system makes are often much different than 
we would have expected from our intuition.  A remaining 
problem with these AMD methods, however, is that they 
are limited to small systems, no larger than a few thousand 
atoms, and this project is aimed at improving on this.

The objective in this project has been to develop new 
procedures and algorithms to extend the accessible size 
scale of these AMD methods so that a much wider range 
of phenomena can be treated. We have approached (and 
achieved) this objective through two complimentary paths.  
First, we have developed a way to spatially parallelize 
the temperature accelerated dynamics method [6].  This 
work was done in collaboration with Professor Jacques 
Amar at University of Toledo.  Our second path involved 
a reformulation of the hyperdynamics method, so that 
the bias force is introduced in a local, instead of global, 
fashion, so that the computational boost factor does not 
decay as the system becomes larger.  Our first applications 
of these new methods have been to the growth of metal 
films, although the methodology is general, and not 

limited to a particular type of material system.

Scientific Approach and Accomplishments
In the basic TAD method [4], acceleration is achieved by 
raising the temperature of the dynamics, but confining 
the system to a single state (potential energy basin).  In 
this way, attempted escape events are rapidly discovered, 
each associated with a particular time.  Each of these 
high-T events can mapped (after finding the saddle point 
energy for the transition) onto a corresponding time at 
which the same event that would happen at the desired 
low temperature.  It is possible to show that after a 
certain amount of high-temperature simulation time, we 
know with a desired confidence that one of the observed 
escape attempts would have been the first escape event 
at the lower temperature.  This event is then accepted, 
the system is moved to the corresponding state, and the 
procedure is begun again.  This TAD procedure can give 
huge boost factors (e.g., thousands, millions, or billions) 
compared to regular MD when the barriers are high 
relative to the temperature of the system, but the method 
has a strong computational scaling with system size, 
limiting TAD to systems of a few thousand atoms.  Recently, 
Shim and Amar [7] developed a spatial parallelization 
procedure for kinetic Monte Carlo that we realized could 
be adapted to achieve spatial parallelization of the TAD 
method.  In this approach, each single TAD simulation 
is performed on a small system that is embedded in the 
larger system.  The key to this method is to subdivide the 
full system into patches, one for each processor, and then 
further subdivide the system into a sublattice of smaller 
patches.  For a two dimensional system, appropriate for 
studying surface diffusion or growth, a square lattice is 
employed, and the sublattice becomes a 2x2 set of 4 
subpatches for each processor, as shown in Figure 1.  The 
simulation proceeds by running TAD on one sublattice 
patch for each processor, while the other three sublattice 
patches remain dormant.  These dormant areas between 
the dynamically active areas guarantee that there are no 
“collisions” (interacting events) between processors at 
the boundaries.  By cycling through the four subpatches, 
running for a short “cycle time” on each subpatch, accurate 
TAD dynamics for the system is achieved.  The additional 
approximation relative to regular TAD is that this ParTAD 
procedure inhibits reactive events involving a large number 
of atoms.  Multi-atom events can (and do) occur, but 
they cannot be any larger than the size of a subpatch.  In 
exchange for this additional approximation, a much better 
scaling with system size is achieved, as shown in Figure 2.
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Figure 1. The processor patches and sublattice patches employed 
in the ParTAD method.  TAD dynamics are evolved on one 
subpatch at a time on each processor.  Cycling through the 
sublattice patches advances the dynamics of the whole system 
in a way that is accurate for short cycle times, and avoids event 
collisions at the boundaries between processor patches. In this 
case, there are four processors (1-4) and four subpatches per 
processor patch (A-D).

Figure 2. Size scaling of ParTAD compared to regular TAD, tested 
on a copper surface system during simulated vapor deposition 
under various conditions of temperature and deposition rate.

We have applied the ParTAD method to study the 
growth of a copper surface from vapor deposition at low 
temperature [8].  X-ray diffraction experiments performed 
by Miceli’s group [9] over the last few years have indicated 
that for growth below T=~100K, there is a significant 
strain in the film, which they interpreted as arising from a 
significant number of bulk vacancies (~2%) incorporated 
into the growing film.  Combining molecular dynamics 
deposition simulations (lasting a few picoseconds per 
deposition) with ParTAD simulations to evolve the system 
for the much longer time between deposition events, we 
have been able come much closer to the true experimental 
deposition conditions than have been possible before now.  
We employed a much larger system than we could have 
with regular TAD, and this larger system was necessary to 
fully understand the morphology of the growing surface.  
We achieved a deposition rate of 5000 monolayers per 
second, which is much faster than in the experiment, but is 
roughly 5 orders of magnitude slower than is possible with 
a direct molecular dynamics (MD) study, allowing us to 
study the effect of thermally activated events.

From the films grown using MD+ParTAD, we have 
simulated the X-ray diffraction patterns for comparison 
with the experiment, as shown in Figure 3.  Using direct 
MD simulations, in which no thermal events have time to 
occur between successive depositions, we find reflectance 
oscillations that are in near-quantitative agreement with 
the experimental pattern (see Figure 3b) when we use a 
deposition angle of 55 degrees (where zero degrees would 
be normal deposition).  The experimental deposition angle 
is thought to be close to this value.  Comparing the MD 
simulations with ParTAD simulations, we find that the 
effect of thermal events, up to a temperature of T=77K, is 
to slightly soften the reflectance oscillations in the X-ray 
diffraction spectrum, but the shape is largely unchanged 
(as shown in Figure 3c).

Perhaps most significantly, as shown in Figure 4, we see 
an interesting nano-scale roughness in the grown surface, 
even after just a few (e.g., 7) monolayers, with surprising 
[100] oriented vertical cliffs (Figure 4d).  It appears that 
this roughness, rather than the incorporation of vacancies 
into the film, is responsible for the experimentally 
observed strain in the film.  In contrast to the experimental 
claim of 2% vacancy concentration, we observe a much 
lower concentration of incorporated vacancies (less than 
0.1%).  Moreover, we find that if these vacancies are filled 
in before modeling the X-ray spectrum, the spectrum is 
essentially unchanged, indicating fairly conclusively that 
the peaks in the X-ray diffraction spectrum are not due to 
vacancies.

Most recently, we have begun applying the ParTAD method 
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to the study of radiation damage annealing in metallic 
solids, a problem notorious for requiring longer time scales 
than MD can reach, as well as requiring larger systems 
than TAD can handle once the impact energy is high.

Figure 3. Xray diffraction patterns, experimental and simulated, 
for the few-monolayer copper system grown with vapor 
deposition, as discussed in text.

Figure 4. Simulated copper films grown using direct MD for the 
deposition events and ParTAD for the much longer time between 
events.  Three different angles of deposition are shown: (a) 
normal to the surface, (b) 30 degrees off normal, and (c) 60 
degrees off normal.  The arrows indicate the off-normal direction.  
Panel (d) is a close-up of the 60-degree film in (c), showing the 
surprisingly vertical [100] cliffs that form during this growth.

On our second project path, we developed a generalized 
version of hyperdynamics in which the bias potential is 
defined locally, thereby allowing arbitrarily large systems to 
be propagated forward in time.  In normal hyperdynamics, 
if the system comes near to making a transition anywhere 
in the system, the bias potential is shut down for the entire 
system.  This requirement on the bias potential ensures 
the dynamical evolution is accurate, but it also guarantees 
that for a large enough system, the computational speedup 
will become vanishingly small.  We have developed an 
algorithmic procedure for this new local hyperdynamics 
and we have implemented it for both model systems and 
for more realistic embedded atom method (EAM) systems. 
We have developed an efficient on-the-fly approach for 
fitting the coefficients that define the bias potential; this 
refitting needs to be performed each time the system 
enters a new state.  For the three different model systems, 
we have shown that this local hyperdynamics approach 
gives very accurate results.  One of these model-system 
tests is shown and described in Figure 5.  In our most 
demanding and precise test, the method gives rate 
constants that agree with the exact results (from direct 
MD) to within 5% or better for boost factors up to 100.  
Presumably the method works well for even larger boosts, 
but it becomes prohibitively expensive to compute the 
exact MD results to compare with.  We have not yet been 
able to provide a mathematical proof that the method is 
valid, but we have a heuristic derivation and we believe 
the method can be shown to be exact in some limits.   A 
particularly exciting feature of this local hyperdynamics is 
that it should be easy to implement in the context of large-
scale molecular dynamics simulations.  For example, on the 
new Los Alamos Roadrunner system, this could allow us to 
reach an unprecedented size and time scale of billions of 
atoms for microseconds.
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Figure 5. Results from a test of the local hyperdynamics method 
on a prototype two-dimensional (1+1) surface diffusion system.  
Beginning from a particular initial configuration with no 
nearest-neighbor adatoms, the adatoms make diffusive hops 
in one dimension as time evolves, passing through many kinds 
of states.  The observable property that we compare against 
methods known to be accurate or exact (normal hyperdynamics 
and regular MD, respectively) is the concentration of clusters of 
a certain size.  The dashed lines are the correct (hyperdynamics) 
results for a system at a 5% lower temperature (T=0.19 instead 
of T=0.20).  This is shown to indicate how much even a small 
change in the system parameters perturbs these results, to give a 
sense of how accurately the local hyperdynamics is reproducing 
the correct results at T=0.2.

Impact on National Missions
This work advances the state of the art for simulation of 
processes such as radiation damage in nuclear fuels and 
nuclear waste, dislocation motion in structural materials, 
surface growth processing, and fracture.  Problems in 
these areas for which direct molecular dynamics simply 
cannot reach the relevant time scales are extremely 
common.  These methods offer ways to probe the behavior 
on these longer time scales, and to test and validate 
more approximate models that are often employed.  This 
work thus contributes to the DOE missions in Energy 
Security, Nuclear Security, Environmental Responsibility, 
and Scientific Discovery and Innovation.  The local 
hyperdynamics methodology developed in this program 
was part of the motivation for, and is being further 
developed under, the new LDRD-DR program entitled 
“Spatio-Temporal Frontiers of Atomistic Simulations in the 
Petaflop Simulation World,” Tim Germann, PI.
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Abstract
Currently, there is no understanding of the microscopic 
formation of damage tracks by fission fragments in the 
electronic stopping regime.  This process is important for 
ceramic fuel materials which can provide an alternative 
energy source to fossil fuels.  We use a combination of 
theory, simulation, and experiment to construct and 
study a detailed microscopic mechanism of damage 
in the electronic stopping regime based on Coulomb 
explosion processes which result from intense electric 
fields generated in the ion tracks.  We have developed 
the Screened Ion Spike model as a highly viable 
microscopic mechanism, and have tested aspects of the 
model through large scale simulations and a series of 
heavy ion irradiation studies.

Background and Research Objectives
Ion damage processes are important in a range of 
technological applications and have recently attracted 
attention due to their role in the stability of nuclear 
fuel material.  Fission fragments generated within a fuel 
lose energy as they travel through the bulk material and 
can in some cases produce latent damage tracks, which 
are cylindrical regions along the path of the fragment 
in which the material is either amorphized, crystallized 
in a different form, or damaged in some way.  Existing 
models for ion damage processes in the electronic 
stopping regime, which accounts for most of the energy 
loss of fission fragments, are inadequate to provide 
reliable predictive power over all relevant energies, and 
it is not yet possible to predict what materials will suffer 
damage and how much damage will occur.  Controversy 
persists over the microscopic damage mechanism and 
recent work has been focused on two main areas.  In 
the thermal spike model [1,2], which is widely applied, 
the energy deposited by the fission fragment in the 
electronic degrees of freedom is converted to lattice 
phonons that locally melt the lattice over long time 
scales.  Although this is a strongly nonequilibrium 

process, the models are typically formulated using 
equilibrium thermodynamic concepts.  In ion spike or 
Coulomb explosion models [3], the fission fragment 
ionizes atoms along its trajectory and the target ions 
recoil under their mutual Coulomb repulsion, resulting 
in damage.  Ion spike mechanisms have been relatively 
neglected due to the expectation that the charge of the 
ion track will be neutralized on a time scale that is too 
short for significant target ion motion to occur; however, 
this has never been tested in detail.  Experimental 
observations of track formation suggest that there is a 
nontrivial connection between track formation and the 
conductivity properties of the sample, which would be 
consistent with an ion spike but not necessarily with a 
thermal spike mechanism.  Inspired by these and related 
results, in this project, we revisit the ion spike concept 
and find evidence that highly nonequilibrium short time 
scale processes could result in the formation of latent 
damage tracks of the type observed experimentally.  We 
have developed the Screened Ion Spike model as a result 
of this study.

Scientific Approach and Accomplishments
We use a combination of theory, simulation, and 
experiment to explore processes related to damage 
formation in ion spikes.  Advances in the theoretical 
model occurred throughout the lifetime of the project 
and as a result it was not possible to test all aspects 
of the model in our simulations and experiments.  
Simulations were performed using highly efficient 
parallel large-scale molecular dynamics code.  
Experimental tests of track formation in a series of 
insulating materials were performed using high energy 
ion irradiation.

The Screened Ion Spike model contains several 
components that were not considered in the original 
ion spike mechanisms.  The first is a more careful 
consideration of the effects of ionization on the target 
atoms.  When the fission fragment directly strikes a 
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target atom in the electronic stopping regime, it ionizes the 
atom and ejects one or more electrons.  In the standard 
Coulomb explosion model, the target ions attempt to 
move apart under Coulomb repulsion; however, this 
motion is ineffective at generating damage due to a lack 
of free volume into which the ions can move [4].  A similar 
problem arises in thermal spike models.  In our model, 
the ionization of the target ions causes their effective 
Pauling radii to decrease, meaning that each ion effectively 
becomes smaller.  The increase in available free volume 
dramatically increases the mobility of the target ions 
[5], greatly facilitating the possibility of the creation of 
damage.

The second aspect of the Screened Ion Spike model 
is a concept which we term Nonequilibrium Coulomb 
Explosion (NCE).  In the standard Coulomb explosion 
model, the target ions are assumed to start at rest, and all 
the motion of the target ions within the fission fragment 
track is a result of their acceleration by repulsive Coulomb 
forces.  There are two problems with this picture.  The first 
is that the time required to accelerate a target ion to the 
point where it is able to be displaced over distances as 
large as a lattice constant is prohibitively long; it is likely 
that the charge of the fission track will be neutralized 
before then (track charge is addressed in more detail 
below).  Additionally, light atoms should be accelerated 
faster than heavy atoms, and there is no good evidence for 
this.  The second problem is that the radial acceleration 
of the target ions away from the fission track tends to 
produce a coherent radial motion of the target ions.  The 
coherence inhibits the types of plastic or incoherent 
motions required to form defect sites that can persist 
after the track charge has been neutralized.  In our NCE 
model, we eliminate the false hypothesis that the target 
ions start at rest within the track.  In an actual sample, 
the target atoms are undergoing thermal vibrations in 
random directions.  At the moment that the target atoms 
are ionized by the fission fragment, the bonding between 
neighboring atoms is effectively destroyed, and rather than 
continuing to vibrate thermally, each of the target ions 
moves ballistically at whatever thermal velocity it had at 
that moment.  Two important effects result from the NCE 
model.  First, it is no longer necessary to wait for Coulomb 
repulsion to accelerate the target ions; they move 
immediately with their thermal velocities, and there is no 
longer a bias toward the easier motion of lighter atoms.  
Second, there is no longer a radial pulse of displacements.  
Instead, the displacements are randomly directed, giving 
a much better chance of the type of incoherent motion 
required to create a defect site in the lattice.  Note that the 
NCE model no longer contains a true Coulomb explosion; 
the important effect achieved by removing electrons 

from the fission fragment track is to eliminate the binding 
between target ions rather than to accelerate those ions 
away from each other.

The final new aspect of the Screened Ion Spike model, 
and that which gives the model its name, is the concept 
of temporary electronic defect formation in a halo region 
surrounding the fission fragment track, as illustrated in 
Figure 1.  The problem with all ion spike models is that 
even in insulating materials, thermally excited conduction 
electrons should very quickly move into the depleted 
fission track and neutralize its charge.  In order for an ion 
spike to produce damage, there must be a mechanism 
that can slow the charge neutralization process.  Our 
Screened Ion Spike concept provides a mechanism that 
has never been previously considered, to the best of our 
knowledge.  During the formation of the charged fission 
track, electrons ejected from the track pass ballistically into 
the material surrounding the track where they eventually 
lose their energy through inelastic collisions.  The range of 
these ejected electrons depends strongly on the energy 
of the fission fragment and on the electronic properties 
of the target.  In other models the ejected electrons are 
ignored, but in our model we consider the fact that the 
existence of these electrons implies that a cylindrical 
region around the track experiences a temporary increase 
in the density of electronic scattering centers in the form 
of atoms that are either ionized or excited by the ejected 
electrons.  Electrons in the bulk of the target that are 
attempting to travel to the depleted fission track must pass 
through this region and will experience higher than normal 
scattering.  The apparent mean free path of the material 
is decreased around the fission track and it takes the 
electrons longer than normal to traverse it.  As a result, the 
lifetime of the fission track charge can be extended, and 
in some materials and for high enough fission fragment 
energies, the track lifetime becomes long enough for the 
damage processes described above to occur.  Since the 
increase in scattering centers is only temporary, this halo 
region around the actual latent damage track is normally 
not observable, although in materials such as LiF where 
electronic excitations can be trapped as color centers, a 
large “infratrack” region around the latent damage track 
has been observed [6].



160

Figure 1. Schematic of Screened Ion Spike model.  Conduction 
electrons rushing toward the positively charged track of a fission 
fragment are slowed in an electronically damaged halo region.  
Brown circles represent target atoms that have been ionized or 
excited by electrons ejected from the charged track.

In our simulations, we are able to access the nanosecond 
timescale on a size scale of 10,000 to 1 million atoms.  
We performed comparative simulations of three damage 
processes: standard Coulomb explosion with ionization 
effect, nonequilibrium Coulomb explosion, and thermal 
spike.  In the standard Coulomb explosion with ionization 
effect, we mimic the decrease in effective ionic radius 
predicted to occur due to loss of outer electrons by 
changing the parameters of the atomic interaction 
potentials on the fly so that the effective interaction 
between ions is of shorter range than that between 
undisturbed target atoms.  Acceleration due to Coulomb 
repulsion of the ions is modeled by giving the ions a 
momentum distribution directed radially away from the 
path of the fission fragment.  After an adjustable period 
of time representing the lifetime of the charged track, we 
restore the effective ionic radii to their original values.  For 
the nonequilibrium Coulomb explosion, we also reduce the 
range of the effective interaction between ions during the 
charged track lifetime, but the ions are given an isotropic 
thermal momentum distribution at the temperature 
of the sample.  Finally, for comparison we perform a 
thermal spike simulation in which the interaction range is 
unchanged but all target atoms within a cylindrical region 
are given a thermal velocity distribution representing 
a very high temperature.  In each case we monitor the 
number of defects present in the sample as a function of 
time. We find evidence that the nonequilibrium Coulomb 
explosion process produces an increased number of 
persistent defects in the lattice structure of the target 
compared to the other two processes.  Figure 2 illustrates 
the damage process in spinel samples under the thermal 
spike mechanism at two different temperatures.  More 
damage occurs in the higher temperature sample, but 
much of the damage anneals out over time, demonstrating 
that equilibrium thermal processes are insufficient for 
damage formation and that additional physics, such as that 

in the Screened Ion Spike model, is required.

Figure 2. Results from a large scale atomistic simulation of a 
thermal spike damage process in a spinel.  Only defect atoms are 
shown; the pristine crystal is not shown.  Defects can be created 
on short (femtosecond) time scales but almost completely 
recombine within 10 picoseconds.

In experiment, we performed heavy ion irradiations and 
damage characterizations of sets of samples that had 
the same lattice structure but varying atomic number.  
These studies were designed to test the effect of changes 
in the number of electrons ejected from the heavy ion 
track on subsequent damage formation, and we found 
a correlation between increase in atomic number and 
increase in damage for sample sets which had similar 
electronic properties.  Polycrystalline samples of Lu2O3 
and Sc2O3 were fabricated with conventional ceramic 
processing procedures and irradiated with 2.3 GeV Pb 
ions at Gesellschaft fur Schwerionenforschung (GSI) in 
Darmstadt, Germany.  We observed evidence of a phase 
transformation in damage tracks which formed in Lu2O3 

, indicating a significant amount of lattice displacement.  
Figure 3 shows a transmission electron microscope image 
of a Lu2O3 damage track.  In addition to studies of Gd2Ti2O7 
and Gd2Hf2O7, we also performed measurements on 
the delta-phase oxides Sc4Zr3O12 and Lu4Zr3O12.  These 
compounds are of particular interest since they are 
structurally related to fluorite compounds which have 
potential application as host materials for nuclear waste 
or as advanced nuclear fuel forms for the transmutation of 
minor actinides.  We irradiated the sintered polycrystalline 
sample pellets with 185 MeV Au ions at the Heavy-Ion 
Accelerator Facility of the Australian National University, 
Canberra, Australia, in order to simulate radiation damage 
effects similar to those induced by fission products in 
nuclear fuel. X-ray diffraction and transmission electron 
microscopy measurements reveal that although both 
compounds are resistant to swift heavy ion irradiation-
induced amorphization, an order-disorder transformation 
occurs from the original ordered delta-phase structure to 
a disordered cubic fluorite structure within the ion tracks.  
Damage occurs more readily in the compound with higher 
atomic number.  We also find evidence of volume change 
within the tracks, suggesting that the ionization effects 
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in the Screened Ion Spike model could play a part in the 
damage formation.

Figure 3. Transmission electron microscope images of a damage 
track in Lu2O3.

Impact on National Missions
This project supports the DOE mission in Energy Security 
and the Office of Science mission in Nuclear Energy 
by enhancing our understanding of the microscopic 
mechanism of fission fragment damage in ceramic nuclear 
fuel materials.  To reduce the nation’s dependence 
on foreign oil, it is important to develop alternative 
energy resources such as nuclear energy.  This project 
addresses aging and damage processes that affect ceramic 
nuclear fuel materials.  A better understanding of the 
damage process will improve our predictive power for 
the properties of nuclear fuels and could lead to the 
development of better, more damage resistant fuel 
materials in the future.
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Abstract
In this project we have systematically explored silicon-
germanium nanowire heterostructures through novel 
growth strategies, nanowire structure and property 
characterization, atomistic simulations, and theoretical 
modeling.  Key deliverables have included: 1) established 
the synthesis of axial and radial silicon-germanium 
nanowire heterostructures; 2) experimentally 
measurement and theoretically predicted the degree 
of sharpness of interfaces; 3) developed atomistic 
simulations of nanowire heterostructure strain 
distributions and predicted strain localization effects; 4) 
predicted the limits of defect free growth of nanowire 
strained heterostructures achievable in unconstrained 
nanowire heterostructures; and 5) determined the 
strain-dependent change in germanium and silicon 
band gaps for highly strained heterostructures. The 
fundamental knowledge gained from these studies will 
enable rational design of defect-free, 3D nanoscale 
heterostructures with materials combinations, 
interfaces, and strain-induced electronic effects not 
previously accessible.

Background and Research Objectives
The goal of this project has been to gain a fundamental 
understanding of the synthesis of epitaxial nanowire 
heterostructures. These quasi one-dimensional (1D) 
nanomaterials have received widespread attention 
because of their potential for achieving new electrical, 
optical, and thermal properties not achievable in bulk 
materials[1]. The long term objective of our work 
is to exploit nanowire heteroepitaxy to create new 
nanomaterials with properties not possible previously. 
This research contributes to both fundamental solid 
state sciences as well as to emerging nanotechnologies. 
The heteroepitaxy can be along the length of the 
nanowire or in concentric core-shell structures 
around the nanowire (Figure 1). Results from these 
studies provide quantitative insight into the role of 
dimensionality and strain in physical properties of low 

dimensional structures compared with their 3D bulk 
counterparts, We believe the new results obtained 
here for silicon (Si) and germanium (Ge) semiconductor 
nanowire materials will have high impact for: 1) 
energy applications through new low cost solar cells 
and high efficiency thermoelectric devices, 2) next 
generation electronics through 3D architectures with 
high performance, and 3) threat reduction applications 
through new low power chemical/biomolecular sensing 
approaches.

Figure 1. Schematic of epitaxial nanowire (NW) axial and core-
shell heterostructures.

Epitaxy is a process to grow high quality crystalline 
materials in a layer-by-layer process. It is particularly 
important for electronic and photonic materials where 
defects degrade and limit materials performance. 
Heterostructures are structures which combine two or 
more materials together. The epitaxial growth of one 
material on another is referred to as heteroepitaxy. 
Combining the properties of two or more materials in 
a single structure is a way to achieve multifunctionality 
in materials (i.e., materials which combine different 
desirable characteristics to optimize its overall property). 
If the materials combined by heteroepitaxial growth 
have slightly different lattice constants, then strain is 
introduced into the structure. This strain alters the 
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bandstructure of the materials to produce new electronic 
properties and the effect is referred to as strain-controlled 
band gap engineering. Because of their small dimensions 
nanowires offer new, previously unexplored opportunities 
for band gap engineering. 

Figure 2. a) and b) SEM and TEM of Si0.1Ge0.9 alloy NW. c) Ge 
NW array.

In the past semiconductor heterostructures have been 
grown epitaxially on thick substrates, so that their strain 
is controlled by the substrate. In the 1980s this synthesis 
approach resulted in great progress in quantum well, 
superlattice, and strained layer physics and in subsequent 
device applications. In the 1990s these concepts were 
extended to higher temperature growth to form and study 
quantum dots where the strain was again determined by 
the substrate. Using the vapor-liquid-solid (VLS) technique, 
low temperature epitaxial growth of nanowires offers a 
whole new approach to strain engineering due to their 
small diameter (~10 to 50nm) and thus lack of lateral 
confinement. For example we predict strain relaxation 
to occur within a distance a fraction of the nanowire 
diameters from the heteroepitaxy interface (~5 to 50nm) 
without defects, in contrast to the 1000 to 10,000nm 
required for strained layer structures where a high density 
of detrimental threading dislocations are also present. 
Lack of lateral constraint also means strain partitioning 
occurs between the core/shell or between the two sides 
of an axial nanowire. Thus far larger lattice mismatches 
can be introduced without requiring strain relaxing defects 

or surface roughening (typically only 3 to 4 atomic layers 
are possible for Ge layers on Si substrates, whereas Si/Ge 
nanowire heterostructures without any dislocations should 
be attainable). As a result it is possible to introduce large 
strains with their associated bandstructure changes near 
interfaces for nanowires. Further the strain can be shifted 
into the chosen layer by adjusting the 3D design through 
shell and disc thicknesses—the strain is concentrated 
in the thinner layer. This flexibility and tolerance to 
high strains allows new materials combinations to be 
considered and offers a new approach to strain-controlled 
bandgap engineering based on heavily strained nanowire 
architectures. Such materials are anticipated to open the 
way to new applications in solar cells, thermoelectrics, and 
low power electronic sensing devices [2-4]. 

The research objective of these studies has been to 
exploit the unique combination of a new electrically 
doped Si/Ge nanowire growth capability with nanoscale 
characterization tools and theoretical simulations with the 
aim of:

understanding the • principles of the synthesis of 
atomically sharp nanowire heterostructures by VLS 
epitaxy, and

designing, growing and understanding the properties • 
of the resulting new highly strained nanoscale 
heteroepitaxial materials.

The ultimate goal is to design and synthesize novel axial 
and core-shell nanowire heterostructures demonstrating 
strain-controlled carrier separation, confinement, and 
novel electronic and thermal transport validated by 
measurement and bandstructure calculation.

Scientific Approach and Accomplishments
Our approach is based on our chemical vapor deposition 
system which has been specifically designed for the 
catalytic growth of electrically doped semiconducting 
nanowires and nanowire heterostructures. The 
small size and high strain of these three-dimensional 
nanostructures provide a new approach for the rational 
design of multifunctional materials exhibiting properties 
not previously attainable. Our studies exploit the unique 
combination of a new electrically doped Si and Ge 
nanowire growth capability, nanoscale characterization 
tools, and the new nanowire computational simulation 
capability developed in this project. 

The nanowires are synthesized by the vapor-liquid-solid 
(VLS) growth mechanism in a new cold wall, low-pressure 
chemical vapor deposition (LPCVD) reactor at Los Alamos 
National Laboratory. This computer-controlled system is 
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specially designed for the simultaneous use of silane and 
germane and doubly diluted diborane and phosphine for n 
and p electrical doping with fast switching between all gas 
species for sharp interfaces. This VLS approach has been 
well established for single-crystal nanowire growth from 
vapor sources by us and many others, but has seen only 
very limited investigation for heterostructure nanowire 
growth. The mechanism is based on a catalyst such as gold 
(Au) which forms a liquid nanoscale droplet, for example a 
Au-based eutectic melt with Si and Ge. This catalyst floats 
on top of the growing nanowire, induces liquid phase 
epitaxial growth, and defines the nanowire diameter. The 
Au nanodots are formed by thermal self-assembly from 
a deposited Au film on a hydrogen-terminated Si surface. 
For monodispersed arrays of Au nanodots Au colloids 
or e-beam patterning of deposited Au is used. During 
VLS growth the silane (germane) decomposes at the 
Au surface and Si (Ge) is transported through the liquid 
Au droplet to epitaxially grow at the liquid-solid Si (Ge) 
interface. VLS epitaxy enables the controlled growth of 
axial heterostructures at low temperatures (e.g. 400-600C) 
for sharp interfaces. The strategy for shell growth is to first 
form the nanowire core by VLS synthesis and then use 
more reactive vapor phase conditions (for example, lower 
pressures and higher temperatures) for ‘blanket’ growth 
of surfaces to form the nanowire shell. The challenge 
is combining these longitudinal and coaxial growth 
conditions for defect free heterostructure growth, and 
synthesizing novel 3D nanowire heterostructures. 

Previous work has demonstrated nanowire heterostructure 
growth in only limited cases for Si and Ge [5, 6}.  Prior 
to this work the maximum change in composition for 
axial heterostructures has been less than 20%, whereas 
we have achieved 100% composition changes from pure 
Ge to pure Si axial nanowires. For core-shell nanowire 
heterostructures we have demonstrated an all in situ single 
crystal Si/Ge heteroepitaxial growth process for the first 
time (Figure 3). We have also demonstrated independent 
electrical doping control for these Si/Ge heterostructures. 
We have also been the first to achieve 3D atomistic 
simulations of the strain in nanowire heterostructures 
which we have used these to determine localized strain, 
electronic band structure, and stability limits for nanowire 
heterostructures. Highlights of our accomplishment are 
described below.

Figure 3. Electron microscope image of axial Si-Ge  NW 
heterostructure.

We first established the conditions for the vertical epitaxial 
growth of silicon, germanium, and silicon-germanium alloy 
nanowires with uniform sidewalls by the vapor-liquid-solid 
technique using the new LANL cold wall, low pressure 
chemical vapor deposition system (Figure 2). Uniform 
growth with smooth sidewalls is critical in achieving axial 
heterostructures where the composition of the nanowire 
is changed from one material (e.g. Si) to the other material 
(e.g. Ge). The temperature, pressure, and pre-anneal 
conditions for nanowire growth have been determined and 
qualitatively understood using scanning and transmission 
electron microscopy characterization. In addition the 
conditions for the growth of n- and p-type electrically 
active Si and Ge nanowires using phosphine and 
diborane, respectively, as the doping precursor have been 
established. Four point electrical transport characterization 
was used to infer the doping concentrations. Ultrafast 
optical pump-probe techniques have been used to explore 
the carrier dynamics in Ge nanowires for the first time and 
the excited state carrier lifetimes are shown to increase 
with nanowire diameter.  

Diffusion of Au along the nanowire surface to form tiny Au 
nanodots was discovered to occur when silane or germane 
precursor gases are pumped out at elevated temperatures. 
This discovery is critical to proper process control at the 
end of nanowire growth and during gas switching in 
heterostructure growth. If Au nanodots are present on 
the sides of the nanowires during shell growth rough 
sidewalls will result. For electronic or solar cell devices 
such Au contamination will lead to detrimental carrier 
recombination. In contrast, for thermoelectric devices this 
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effect allows controlled roughening of the nanowire sides 
for enhanced phonon scattering to further reduce thermal 
transport and enhance thermoelectric efficiency.

Methods to synthesize axial and radial silicon/germanium 
nanowire heterostructures with sharp interfaces have been 
investigated in detail. Maintaining uniform growth upon 
switch-over of the precursor gases at the heterostructure 
interface has been the most challenging issue of the 
project. The change in growth temperature and chemical 
potentials upon switching between the Si and Ge precursor 
gases creates instabilities in the liquid metal seed at the 
end of the nanowire. This effect can cause unstable growth 
morphology and kinking of the wires and is believed to 
be the reason Si/Ge axial heterostructures with large 
compositional changes have not achieved previously. We 
have made significant progress in establishing growth 
conditions to minimize or eliminate these instabilities. This 
control has enabled the growth of axial heterostructures of 
pure germanium to pure silicon nanowires for the first time 
(see Figure 3), as well as between the pure elemental and 
silicon-germanium alloy nanowires of fixed composition. 
Using transmission and scanning electron microscopy 
techniques we determined the composition profile 
across the heterostructure interface. A new theoretical 
model to describe the interface sharpness of axial 
heterostructures was developed and shown to correctly 
predict the experimentally observed profiles (see Figure 
4). This new model allows us to predict the dependence 
of the interface sharpness on experimental parameters 
with no free parameters. The results indicate that the 
interface sharpness scales with nanowire diameter and 
can be significantly increased by reducing the nanowire 
diameter and lowering the growth temperature. For radial 
heterostructures atomically abrupt interfaces are obtained 
due to the vapor-solid growth in this case. Careful control 
of the growth parameters have allowed us to demonstrate 
core/shell heterostructures in a single growth process 
sequence, without external processing or annealing for the 
first time. We have also achieved axial and radial electrical 
doping of these structures for p-n junction formation.

Figure 4. Experimental concentration profile compared to 
theoretical prediction for Si concentration profile at a Ge/Si0.7Ge0.3  
axial NW heterostructure interface.

A molecular dynamics atomistic simulation code 
was developed for the first time to predict the strain 
distributions and stability of nanowire heterostructures. 
The code is based on the Modified Embedded Atom 
Method (MEAM). A MEAM silicon-germanium interatomic 
potential has been developed and verified based on 
known materials properties of silicon-germanium alloys 
as well as those of elemental silicon and germanium 
crystals. These atomistic simulations were applied to 
silicon/germanium axial and radial heterostructures and 
the strain distributions determined (Figure 5). It was 
discovered that localized regions of strain confinement 
occur at the interface even in uniform nanowires with an 
abrupt composition transition and unanticipated diameter-
dependent deformations of the interface atoms are 
present. Deformation potential theory was used to show 
that large changes in the band gap (up to 50% reduction 
for Ge) can be achieved due to the large strains in these 
nanostructured materials. Also the strain localization near 
the interface is shown to scale with nanowire diameter. 
Such molecular dynamics modeling of realistic-sized 
nanowire heterostructures has not been carried out 
previously and many of these results could not have been 
predicted from previously used continuum modeling 
approaches. 
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Figure 5. Atomistic simulation of a) the Ge interface atom height 
and b) the εxx strain map across the interface for a Si/Ge axial 
NW heterostructure.

These simulations also allowed us to predict the limits 
of defect free nanowire growth at large diameters for 
the heterostructured nanowires. For a pure silicon to 
pure germanium interface, which corresponds to a 4.1 
% lattice mismatch, the axial heterostructure results 
show the interface to be stable against misfit dislocation 
formation for nanowire diameters below 70 nm regardless 
of the nanowire length. This limit falls well within the10 
to 50nm diameter region of desired nanowire design 
and is qualitatively consistent with experiments. This 
stability results from strain sharing and a lack of lateral 
confinement. Nanowire heterostructures are thus found 
to have much greater stability than 2D silicon-germanium 
layered heterostructures, where dislocation introduction 
occurs at approximately 1.4 nm layer thicknesses.  As 
a result much greater strains and resulting band gap 
modifications are possible in nanowire heterostructures 
than in conventional layered structures, supporting a key 
premise of this LDRD project.

Impact on National Missions
These new 1D nanomaterials are of great interest for 
applications in low power electronics, third generation 
solar cells, chemical/biomolecular sensing, high efficiency 
thermoelectrics, and next generation 3D electronics. Low 
power nanowire sensors have the potential to impact 
threat reduction missions.  We are currently developing 

nanowire crossbar sensor arrays with this objective based 
on the results obtained here; the work is funded by the 
National Nanotechnology Enterprise Development Center. 
Energy missions are also anticipated to be impacted. 
An Integration Focus Area on Nanowires for Energy 
Applications has been established by the Center for 
Integrated Nanotechnologies to pursue enabling science 
for thermoelectric and photovoltaic energy harvesting. In 
addition, S.T. Picraux has just received an EERE contract (3 
year $1,000,000) in collaboration with Sharp Laboratory of 
America to assess the underlying issues for implementing 
radial p-n junction Si nanowires as a new high efficiency, 
low cost approach for solar cells.
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Abstract
As widespread resistance to conventional antibacterial 
agents continues to pose a major threat, the demand 
for novel therapeutic approaches to the treatment of 
infection is increasing. The ability to inhibit bacterial 
cell-to-cell communication and ensuing virulent gene 
expression offers a novel treatment strategy. Most 
microbes require a ‘quorate population’ to manifest 
an infection in its target host.  Quorum sensing (QS) is 
triggered by highly specialized molecules synthesized 
by individual bacteria and is critical for cell-to-cell 
communication. Many human pathogens, including 
the Bacillus (anthracis), Pseudomonas, Burkholderia, 
Salmonella, Staphyloccoci and Yersinia species, 
regulate expression of virulence factors required 
for pathogenicity via QS. Given the central role of 
QS systems in successful bacterial pathogenesis and 
possibly host cell defense mechanisms, these bacterial-
derived chemicals and their molecular targets present 
an excellent therapeutic opportunity. The overall goal of 
this project was to design, synthesize and use chemical 
analogs of QS molecules (mimics) as a therapeutic 
strategy in microbial infections. In the current study we 
determined the pathogenic response of the bacteria 
to these novel synthetic analogs and investigated the 
efficacy of the synthetic decoys to inhibit bacterial 
growth and biofilm formation, as well as, attenuate 
bacterial infection in target host cells.

Background and Research Objectives

QS disruptors as therapeutics
QS regulation is often used by bacteria to facilitate their 
competition with, and exploitation of, other bacterial, 
fungal, plant and animal species. Thus competitors and 
hosts alike have evolved diverse mechanisms to cir-
cumvent this process. For example, several plants have 
evolved strategies to interfere with the bacteria’s AHL 
(N-acyl-L-homoserine lactone) signaling system prevent-
ing them from initiating a pathogenic attack. Such inter-

ference includes the production of signal mimics, signal 
blockers or degrading enzymes, or the production of 
compounds that block the activity of the AHL-producing 
enzymes. Examples of compounds with signal inhibiting 
properties are known and there is evidence for the pro-
duction of AHL inhibitory molecules by bacteria, algae 
and plants. In the simplest case, an AHL produced by 
one bacterial species may be antagonistic to the activity 
of an AHL used by a second species as seen in the case 
of Chromobacterium violaceum. More complex blocking 
molecules are produced by the marine alga, Delisea pul-
chra which produces halogenated furanones with some 
structural similarity to AHLs.  These AHL blockers are 
used to inhibit bacterial cell swarming and attachment 
responses, preventing the build-up of bacterial biofilms. 
There is some precedence for this overall strategy as 
seen with synthetic agonists and antagonists of QS mol-
ecules, known as autoinducers which can potentially 
be used to disrupt or ‘deceive’ bacterial QS networks 
thus interrupting the infection process. Of particular 
relevance to this proposal is the demonstration that 
disruption of the QS response system can effectively 
reduce expression of bacterial pathogenic genes, mak-
ing QS molecules a novel therapeutic target.  Hentzer 
et. al. used these natural antagonists as a starting point 
for antagonist design and demonstrated that the syn-
thetic furanone compound 4 bromo-5-(bromomethylen
e)-2(5H)-furanone specifically targeted quorum-sensing 
systems and inhibited virulence factor expression in P. 
aeruginosa. To date, several small molecules have been 
identified as quorum-sensing inhibitors and have been 
shown to inhibit QS-regulated planktonic growth and 
virulence factor production in P. aeruginosa. Still, the 
accepted clinical intervention strategy in bacterial infec-
tions is treatment with antibiotics.  However, currently 
prescribed small molecule antibiotics have limitations, 
especially in advanced infectious states when systemic 
application cannot provide the required local dose of an-
tibiotics necessary for effective bactericidal action due to 
compromised half-life of the drug. The efficacy of the an-
tibiotic depends on factors such as selective toxicity, bio-
availability of the drug and penetration into the target 
bacteria. Some very effective antibacterial compounds 
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are unacceptable for human use as they are toxic at their 
prescribed doses, chiefly due to the fact that current de-
livery regimens are systemic, thus requiring a whole body 
dosage to achieve necessary local concentrations. Each of 
these factors can be suitably addressed by either perturba-
tion or inhibition of critical survival mechanisms, as may be 
the case with QS-utilizing pathogens, or precise delivery of 
an antibiotic to its target (Figure 1). Since bacteria utilize 
AHL molecules for their survival, they can be used to de-
liver antibiotics using a Trojan horse approach.

Figure 1. Research objectives and timeline.

Our specific goal is to perturb bacterial communication and 
signaling using synthetic QS analogs, thus providing target-
ed therapeutic intervention (Figure 2). Towards this goal, 
we propose to: 1. design and synthesize QS analogs that 
can act as decoys 2. determine the pathogenic response of 
the bacteria to these synthetic analogs and 3. investigate 
the efficacy of the synthetic decoys in attenuating bacterial 
infection in target host cells.  

Figure 2. Using QS decoys to prevent host cell infection.

Scientific Approach and Accomplishments
Specific Aim 1: We have successfully synthesized several 
analogs of AHL molecules that we have determined to be 
effective in perturbing inter-bacterial QS communication. 
The bacteria thus far studied to be responsive to our syn-
thetic analogs are, Pseudomonas aeruginosa (PA), Yersinia 
pestis (YP), Yersinia enetrocolitica (YE) and Burkholderia 
cepecia (BC). 

We synthesized and screened two new AHL-2 (C4HSL) ana-
logs (Figure 3), QS1207 and QS0108 (US Patent number 
12/551,994), with ‘agonistic’ properties that could poten-
tially be used for enhanced penetration of the biofilm and 
consequently the targeted delivery of antimicrobial agents.  
In addition, an antagonistic QS analog QS0208 significantly 
inhibited biofilm formation in BC and Yersinia spp. QS0208 
inhibits growth of YP, YE and Y. pseudomonas in biofilm 
but not in planktonic growth. Our data indicates that the 
QS0208 analog may effectively inhibit virulence of all three 
tested strains of Yersinia, Y. pestis, Y. enterocolitica and Y. 
pseudomonas (Figure 4). 

Figure 3. Attenuation of biofilm formation by QS-0208 in the 
different Yersinia strains.
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Figure 4. Inhibition of host infection by P. aeruginosa on 
treatment with QS-0208

Specific Aim 2: Using the analogs QS1207 and QS0108 we 
examined several virulence and pathogenic responses of 
PA, YP, YE and BC. We screened the different analogs for ef-
fectiveness in shutting down virulent bacterial proteins and 
correlated the type of virulent response affected by a spe-
cific synthetic analog. The following key parameters were 
evaluated; growth characteristics of bacterial cultures, 
flagellar and twitching-motility and biofilm formation 
(critical in the infection process), production of pyocyanin 
(required for pathogenecity) a key virulence factor and 
protease activity. In this study we included P. aeruginosa 
PAO-1 (wild type) and its three mutants JP-1 (-/- C12HSL), 
PDO-100 (-/- C4HSL) and JP-2 (-/- C12HSL and C4HSL) to 
observe change in biofilms formation in presence of QS-S 
analog [1].

Results indicate that both the QS analogs AHL-S1207 and 
QS0108 may potentially enhance virulence of PA, this is 
probably due to increased uptake of the QS Analogs at be-
low threshold concentrations.  This function of the QS ana-
logs can be exploited in two ways, 1. QS Analog AHL-S1207 
and QS0108 can potentially be used to ‘deceive’ bacterial 
cells to express early virulent genes and pathogenic behav-
ior, thus ‘revealing’ themselves to host immune cells be-
fore they reach a quorate population or result in a biofilm-
protected colony, and 2.  The QS Analog AHL-S1207 and 
QS0108 can be conjugated to a relevant antibiotic resulting 
in not only targeted delivery but also enhanced uptake 
of the antibiotic by PA, increasing efficacy of antibiotics 
that are currently being used to combat biofilm producing 
pathogens. 

Specific Aim 3:  We investigated the ability of the selected 
synthetic AHL analogs to prevent host infections caused 
by QS using pathogens. Since, QS0208 effectively inhibited 
biofilm production and the expression of other virulence 
factors in PA we set out to determine if QS0208 was effec-
tive in preventing P. aeruoginosa infection in target host 
lung epithelial cells. In these experiments cells were either 
treated with the QS0208 alone, PA alone, and QS0208 pre 
and post-infection with PA.  As expected, significant cell 
infection and death was observed in the PA-infected cells. 
In contrast, cells that were exposed to PA and either pre-
treated or post-treated with QS0208 did not demonstrate 
any significant cytotoxicity or growth of bacteria. These 
results clearly indicate that QS0208 can potentially protect 
target host cells from infection by PA (Figure 5).

Figure 5. Infections studies using QS-0208

Additional objectives:

Use of QS analogs as delivery vehicles for the targeted de-
livery of conventional antibiotics. 
Since extensive biological investigation of the QS1207 and 
QS0108 analogs suggested a growth promoting activity for 
these analogs in Pseudomonas controlling biofilm produc-
tion and exo-protease secretion, we hypothesized that 
these thiolactone analogs could be potentially utilized as 
potent drug delivery vehicles against biofilm-producing 
pathogens. As a proof of principle we conjugated the single 
sulfur analog QS0108 with the broad-spectrum antibiotic, 
ciprofloxacin (QS0108-Cip). The QS analog-antibiotic con-
jugate was significantly more effective at disrupting both 
the nascent and mature biofilms of P. aeruginosa than the 
free antibiotic.  In addition we evaluated the response of 
Yesrinia and Burkholderia strains to this Cip-conjugated 
analog. QS0108-Cip was highly effective in preventing the 
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growth and biofilm generation of these bacteria compared 
to treatment by the antibiotic alone [1]. 

Impact on National Missions
The synthesis of intelligent QS inhibitors will have a signifi-
cant impact on both, clinical and agricultural strategies to 
combat infections. Results from this project provided tar-
gets for drug development. Development of novel thera-
peutics will have a significant impact on national security 
and public health. This project could tremendously im-
prove our ability to develop an entirely new treatment par-
adigm for bacterial infection. Improved treatments against 
bacterial infection directly support biothreat reduction and 
improving human health, missions particularly relevant to 
DOE, DHS, NIH, and other government agencies. Using the 
data obtained from this study we have submitted a grant 
proposal to DTRA for further funding to progress to Phase 
2 studies using animal models. The post-doc who worked 
on this project is being considered as a new staff hire and 
the process has been initiated.
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Abstract
Information storage technology experienced 
tremendous growth over the past few decades. 
Currently, information is stored with density of 150 
Gbit/inch2 (conventional hard drives) and there are 
projections envisioning 250 Gbit/cm2 density in the near 
future. An ever-present push towards the increase in 
the information storage density demands development 
of both tools to study magnetic phenomena at the 
nanometer scale (nanoscale) as well as deeper 
understanding of the properties of magnetic materials 
that emerge at the nanoscale. We have developed a dual 
capability instrument to study magnetic phenomena on 
the nanoscale: Magnetic Resonance Force Microscope 
(MRFM) / Magnetic Force Microscope (MFM), capable 
of temperature controlled operation between 1.9 K 
and 250 K. We used the MRFM option of this unique 
apparatus to study bulk and local properties of 
ferromagnetic films and structures, for the first time 
creating and resolving local resonant modes induced 
by the rapidly varying in space magnetic field produced 
by the ferromagnetic tip of the MRFM cantilever. MFM 
mode of operation allowed us to study superconducting 
vortices on the scale down to few tens of nanometers, 
and to extract with high degree of accuracy the magnetic 
penetration depth in a superconducting niobium film. 

Background and Research Objectives
 

When the size of a ferromagnetic particle is sufficiently 
reduced, its magnetization can behave as a single 
large spin that is thermally fluctuating in time 
between various local ground states (directions of the 
magnetization). This phenomenon determines the 
limiting small size of the magnetic particle that can 
be used in information storage devices, and is called 
superparamagnetism, where a large particle behaves 
as a giant magnetic top that can flip the axis of its 
spinning. The energy barriers between these states 

depend on several fundamental  interactions within a 
single particle(i.e. electron-electron, electron-lattice, 
spin-orbit) via the sample’s shape and crystallographic 
or surface anisotropy.  We used magnetic resonance 
force microscopy (MRFM) to study the effect of these 
properties on the superparamagnetic behavior of 
individual particles. 

Ferromagnetic phenomena studied until now were 
those exhibited by the entire macroscopic sample, i.e. 
bulk ferromagnetic resonant modes. With the advent 
of the MRFM, with magnetic tip that produces spatially 
localized sharply varying magnetic field, the opportunity 
exists to excite and detect a dynamic local ferromagnetic 
mode on a scale determined by the field profile 
produced by the magnetic tip, which in turn varies on 
the scale of the size of the tip itself, on the order of few 
microns. Such local ferromagnetic resonant modes in a 
continuous film were predicted by Michael Cross and 
collaborators at Caltech, but have not been produced/
detected before this project. The search for this novel 
behavior constituted a major part of this proposal.

In addition, we have implemented the Magnetic Force 
Microscopy (MFM) mode of operation of our low 
temperature scanning magnetic probe apparatus, in 
order to enhance the spatial resolution of magnetic 
imaging. We built a modular cantilever stage that 
allows for an easy replacement of the cantilevers. We 
substituted a commercial MFM cantilever for our home-
made MRFM cantilever, and optimized data acquisition 
software for MFM mode of operation of the apparatus. 
In addition, we implemented a scanning probe controller 
, SPM100 from RHK Technology, to use as a part of a 
dual Magnetic Resonance Force Microscope / Magnetic 
Force Microscope (MRFM/ MFM) apparatus, and 
used this apparatus to produce MFM images of the 
patterned micron-sized squares of ferromagnetic film, 
and for the first time in our lab, to superconducting 
vortices in a niobium film. An overview of this dual 
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apparatus and its performance are described in an article 
published in the Review of Scientific Instruments [1], and 
featured in September 14, 2009 issue of Virtual Journal 
of Nanoscale Science & Technology. The dual MRFM/
MFM low temperature capability is unique, and enhances 
LANL’s suite of the magnetic scanning probes into the 
nanometer range. The advantage of MFM is a much higher 
spatial resolution, compared to MRFM, which was used 
for detailed investigation of the magnetic phenomena 
(ferromagnetism, vortex matter in superconductors) on 
the scale down to few tens of nanometers. There is a 
number of exciting avenues of research that are open with 
low temperature MFM. The two that we focused on are 
vortex lattice imaging and determination of the magnetic 
penetration length in superconducting compounds. 
The impetus for this choice was two-fold. Firstly, a 
number of unconventional superconductors display a 
complicated phase diagram of the Flux Line Lattice (FLL). 
The superconducting vortex (also called a flux line) has 
a single quantum flux on magnetic field penetrating 
superconductor at the core of the vortex, and this field is 
screened from the rest of the bulk of the superconducting 
sample by supercurrents that are circulating around the 
core, hence the name vortex. Most of the vortex structures 
and their rearrangements are determined via Small Angle 
Neutron Scattering (SANS) technique. MFM allows for 
direct vortex visualization, and thereby straightforward 
determination of the FLL domains, and potentially the 
vortex pinning mechanism in a particular compound.

Scientific Approach and Accomplishments
Significant progress was made on a number of fronts, 
using both MRFM and MFM modes of operation of our 
apparatus. 

MRFM investigations of ferromagnetic films have yielded 
a number of important results. Investigation of the 
samples fabricated with optical lithographic techniques, 
where different ferromagnetic films were separated by a 
distance of a few micrometers demonstrated (i) submicron 
resolution of the MRFM apparatus; (ii) that MRFM can 
differentiate the material under the tip, i.e. it is material-
sensitive. The results of this work were published in 
References [2,3].

The field profile of a magnetic tip in MRFM has always 
presented a practical problem: many tips were fabricated 
by ion beam milling of a larger magnetic particle attached 
to a micro-mechanical cantilever. As a result of a possible 
ion beam bombardment damage to the ferromagnetic 
material of the remaining material, and an irregular shape 
of the remaining magnetic particle, the field profile, crucial 
to the analysis of the data and model simulations, was 

not known. We have approached this problem from two 
directions. Firstly, the utilization of a regular few-micron 
size spherical particle of ferromagneitc NdFeB, allowed 
us to model the field of the cantilever as that of a perfect 
dipole. However, even in that case, uncertainty might 
exist as to the direction of the magnetic field created by 
the magnetic tip due to possible micro-domain structure, 
direction of the field due to the crystalline and surface 
anisotropy. We have developed the experimental approach 
to characterize spatial distribution of the magnetic field 
produced by cantilever tip of an arbitrary shape by 
performing MRFM measurements on a well characterized 
diphenyl-picrylhydrazyl (DPPH) film. Thereby we were 
able to map the 3D field profile produced by a Nd2Fe14B 
probe tip by using the “leading edge” of the MRFM spectra 
obtained as the sharp edge of the DPPH is approached 
at different distances from the edge. This method was 
described in Reference [4]. MRFM mode of operation of 
our apparatus was then used to image permalloy and 
cobalt magnetic films separated by few microns (see Figure 
1), demonstrating both high resolution of the apparatus 
and ability to identify the nature of the ferromagnetic film 
under the tip.

Figure 1. Schematics of the MRFM experiment where the field 
tilted with respect to the perpendicular direction to the sample 
surface.
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Our collaboration with the Ohio State University 
group of Pr. C. Hammel resulted in a demonstration 
of the direct imaging of the array of the micron-size 
ferromagnetic particles with Magnetic Resonance Force 
Microscopy [5]. This work revealed the mechanism for 
high spatial resolution in FMRFM imaging: the strongly 
inhomogeneous local magnetic field of the cantilever 
mounted micromagnetic probe magnet used in FMRFM 
enables selective, local excitation of ferromagnetic 
resonance (FMR). This approach, demonstrated in 
individual permalloy disks, is straightforwardly extended 
to excitation of localized FMR modes, and hence imaging 
in extended films. This work was also was featured in May 
26, 2008 issue of Virtual Journal of Nanoscale Science & 
Technology.

As a continuation of this work, we have performed 
magnetic resonance force microscopy of a 50 nm thick 
permalloy film as a function of the probe-sample distance 
and the angle between the film plane and the direction 
of the externally applied magnetic field. At larger angles 
the multiple resonance modes were observed at small 
probe-sample distance.  Micromagnetic simulations, which 
include the inhomogeneous magnetic field of the probe 
tip, reveal the localized nature of the excited resonance 
modes [6]. Observation of the localized modes is the 
first step on the way to spatially resolved ferromagnetic 
resonance measurements in a continuous ferromagnetic 
media. This article [6] was featured in April 13, 2009 issue 
of Virtual Journal of Nanoscale Science & Technology.

The development of the complimentary to MRFM 
low temperature MFM capability allowed us to study 
electromagnetic phenomena on the scale down to few 
tens of nanometers. In particular, we have directly imaged 
collection of vortex-antivortex front propagating in the 
niobium field upon the reversal of the applied magnetic 
field. Observation of the process of the vortex-antivortex 
pair annihilation will be s significant next step in the 
studies of vortex pinning and dynamics. MFM tip is capable 
of vortex manipulation via the field produced by the 
magnetic tip. Depending on the direction of the applied 
magnetic field (or polarity of a vortex) with respect to the 
field produced by the MFM tip, the interaction between 
the vortex and the tip can be repulsive of attractive, 
allowing the tip to respectively pull or push the vortex. 
Such interaction will therefore allow us to study vortex 
pinning – its strength and mechanism.

We have extended the vortex studies to precise imaging of 
the field profile of a single isolated vortex (in the very weak 
applied magnetic field). The imaging of the magnetic field 
outside of the sample of the superconducting material 
allowed us to model the field expected to be generated 

by a single vortex, with the magnetic penetration depth 
λ being the only adjustable parameter. We used MFM to 
image a single vortex in superconducting Nb film in these 
investigations (see Figure 2), and we developed a method 
for quantitative extraction of the penetration depth from 
single-parameter simultaneous fits to the lateral and 
height profiles of the MFM signal, and demonstrate that 
the obtained value is in excellent agreement with that 
obtained from the bulk magnetization measurements. The 
simulations of field profile above a single vortex are shown 
in Figure 3, where both experimental data three different 
distances between the cantilever and the substrate are 
shown, together with the model curves for three different 
values of the magnetic penetration length for each of the 
experimental conditions. High degree of agreement is 
obtained for λ = 106 nm. We expect that this approach 
will be used for determination of the penetration depth 
in a variety of novel superconductors and will open new 
avenues for the application of MFM in the quantitative 
studies of materials. These results are reported in an 
article submitted to the Applied Physics Letters [7].
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Figure 2. a) 1.9x1.9 sq. microns scan of a Nb film at 4.3 K. The 
field of view contains 53 vortices, and the vortex density agrees 
well with the expected value in 30 mT field. b) image of an 
individual vortex acquired in the external field of 1 mT, the color 
scale corresponds to 0.7 Hz cantilever resonance frequency 
change. c) cross section of the vortex and the background noise.
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Figure 3. Comparison of the model to the experimental data 
(dots) for lateral scans, a)-c), and the probe-sample separation 
(vertical) scans, d). magnetic penetration length of  60; 109; 160 
nm correspond to dotted, solid, and the dashed lines respectively. 
The probe-sample distance is indicated in each panel.

Impact on National Missions
Nanotechnology is a rapidly growing field that impacts 
much of modern technology. Developing the tools to study 
nanomaterial properties is crucial for continued advance-
ment of this field. A dual capability surface scanning probe 
- Magnetic Resonance Force Microscope (MRFM) and a 
Magnetic Force Microscope (MFM) in a single instrument 
allows investigations of dynamic and static properties of 
a variety of materials. This unique instrument expanded 
the suite of the surface scanning probes at LANL, already 
in use at the Center for Integrated Nano Technologies 
(CINT) and other laboratories throughout LANL. One of 
the specific foci of this work is on information storage and 
retrieval that impacts numerous missions in DOE, DHS, 
and other government agencies. The MFM capability can 
be readily applied to studies of superconducting films and 
bulk samples, as well as to study electromagnetic phenom-
ena on the scale of few tens of nanometers in general. This 
capability will find an important applications in the field on 
energy transport and security.
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Abstract
The study of oxidation-states of the actinide-oxides, 
such as uranium-oxides, is of great interest to the U.S. 
Department of Energy as it addresses the issues of 
national nuclear security, the safety of the environment, 
and the safe handling and storage of waste generated by 
energy and nuclear weapons production. Scientifically, 
many important aspects of the oxidation kinetics 
of the materials have not been fully understood. 
Technologically, actinide materials’ long-term storage 
properties are an area of key importance to the future 
of nuclear energy and require a good understanding of 
the chemical interaction between such materials with 
the environment. Historically, sintered polycrystalline 
actinide oxides (where the grain boundaries and/or 
crystallographic imperfections can have a profound 
effect on the experimental results) have almost always 
been used exclusively for modeling and understanding 
such materials. This has been primarily due to limited 
capabilities to prepare single-crystals with controlled 
oxidation-states. In this project, we have prepared 
single-crystal like epitaxial uranium-oxides with desired 
oxidation-states through pinning the crystal lattice. This 
is the first such attempt in this area of study.

Background and Research Objectives
Actinides such as U and Pu are used for nuclear power 
plants and nuclear weapons. The long-term storage 
properties of spent nuclear fuels or wastes are main 
concerns of the U.S. Department of Energy. This is 
understandable considering that the U.S. has currently 
an inventory of over 109 pounds of depleted uranium 
waste materials resulting from the manufacture of 
nuclear weapons and the nuclear power industry. 
Therefore, the study of oxidation-states of actinide-
oxides such as uranium-oxides is of great interest. For 
example, the formation of U3O8 has been studied for 
the last 40 years because the oxidation of UO2 forms 
powder-like U3O8 that can lead to the splitting of the 
reactor sheath [1]. The formation of the powder-like 

phase can essentially complicate the subsequent handling 
and storage of the fuel. In addition, we need to have a 
better control of the surface chemistry and the phases 
(UO2, U3O7, U3O8, and UO3) of oxides if we want to make 
new potential applications of depleted uranium possible.

To model and understand the oxidation-states and 
surface chemistry of actinide-oxides such as uranium-
oxides, sintered polycrystalline materials have almost 
always been used exclusively mainly due to limited 
capabilities to prepare single crystal actinide-oxides with 
controlled oxidation-states. The use of polycrystalline 
materials in experiments can create tremendous ambi-
guity to extract intrinsic properties of the materials. For 
instance, experimental results indicate that the kinetic 
rate of U3O7 formation on UO2 changes with the forms of 
materials such as powders, polycrystalline pellets, and 
crystals [2]. It has also been shown that intra-granular 
oxidation proceeds more slowly than oxidation along the 
grain boundaries [3]. This can probably be anticipated 
considering that the grain boundaries and/or crystal-
lographic imperfections can have a profound effect 
on experimental results. Neglecting the impact of the 
preferential diffusion of oxygen along grain boundaries 
can eventually lead to an inappropriate interpretation 
of the surface chemistry of the materials. It is crucial 
then that high quality single-crystal-like actinide-oxides 
be prepared for a better understanding of the intrinsic 
physical properties of actinides as these are fundamental 
physics and materials issues of great scientific interest. 
Technologically, the use of depleted uranium-oxides for 
electronic devices needs high quality well-oriented films 
because such films have fewer structural and chemical 
imperfections. Ideal performances are best achieved 
by minimizing crystallographic imperfections (e.g. grain 
boundaries) and chemical non-uniformity (e.g. variations 
in the stoichiometry of a material). Nevertheless, no 
epitaxial uranium-oxides, according to our knowledge, 
have ever been grown with any thin film deposition 
techniques, though a few studies have been reported to 
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have grown polycrystalline UO2 films through sputtering 
and sol-gel processes.

This project has successfully addressed this challenge 
by combining the ideas of locking-in or clamping lattice 
in heteroepitaxy and controlling the oxidation-states in 
actinide-oxides through pinning the crystal lattice.  The 
detailed research objectives include i) growth of epitaxial 
uranium-oxide films to control the phases of oxides since 
different oxidation-states coexist; ii) growth of polymorphic 
uranium-oxides to control the crystal structure since, for 
example, both orthorhombic and hexagonal structures co-
exist in U3O8; iii) Investigation of  the physical and structur-
al properties of epitaxial uranium-oxide films with different 
oxidation-states; and iv) growth of other actinide-oxide 
films using our chemical solution deposition technique.

Scientific Approach and Accomplishments
We have predicted that one should be able to clamp or 
lock-in the lattice of actinide-oxides through pinning the 
crystal lattice in epitaxy if one uses the right substrate 
or epitaxial template (Figure 1). Epitaxial films, whose 
crystallographic order is mainly controlled by that of the 
substrate, have often been adopted as a substitute for 
single crystals and have been extensively used in the 
semiconductor industry. For example, epitaxial materials 
are routinely utilized as active layers to build high 
performance devices because they exhibit much better 
physical properties than polycrystaline substrates. The 
simplest form of epitaxy is homoepitaxy on which the 
same material is grown on top of a crystalline source. 
Heteroepitaxy, on the other hand, is the growth of a given 
material upon a different substrate. The crystal structure 
of the substrate can greatly influence the film’s preferred 
crystallographic orientation and structure.

Figure 1. Schematic drawing of UO2 epitaxially grown on LaAlO3. 
Epitaxial UO2 can be easily achieved by pinning the crystal lattice 
because of the strong bonding across the interface between the 
substrate and the film. In this representative case, the lattice 
mismatch along [110] UO2 and [001] LaAlO3 is only about 2%.

To grow uranium oxides with controlled oxidation states, 
we used a polymer-assisted deposition (PAD), LANL 
patented process [4]. The PAD technique offers significant 
advantages over other techniques in the preparation of 
uranium oxide films, as it neither necessitates an expensive 
vacuum technique, nor requires reactive organometallic 
actinide precursors like other solution techniques. More 
importantly, the bottom-up route for heteroepitaxy by 
PAD, in contrast to a top-down growth model commonly 
used in the in-situ physical vapor deposition, makes it 
possible for the substrate to pin the crystal lattice of 
the epitaxial layer. In our experiments, the precursor 
for the deposition of epitaxial films, which was a simple 
aqueous solution of UO2(OAc)2·2H2O, was added to a 
polyethylenimine (PEI) polymer to form an aqueous 
solution with an adjusted pH of 8.0.  This solution was spun 
coated onto the desired substrates such as LaAlO3 (LAO) or 
c-plane or R-plane α-Al2O3, which were then annealed at 
1000 °C under the atmosphere of either O2 or air.

High quality epitaxial UO2 films were successfully grown 
through this project. Figure 2 shows the x-ray diffraction 
patterns of (a) θ-2θ scans and (b) φ-scans from (220) UO2 
and (101) LAO. As shown in Figure 2(a), only the (h00) 
peaks of UO2 and LAO are observed, suggesting that the 
UO2 film has a single phase with a preferential a-axis 
oriention. The calculated lattice parameter of the UO2 
film based on the diffraction pattern is 0.5472 nm, which 
is almost the same as the 0.5466 nm of the bulk cubic 
UO2. The four peaks from the reflections of the (220) UO2, 
shifted 45_degree with respect to (101) LAO, show that 
the UO2 is epitaxy when rotated 45_degree with respect 
to the LAO lattice. The epitaixal relationship between the 
UO2 and LAO can be described as (100)UO2||(100)LAO and 
<110>UO2||<001>LAO. Considering the lattice parameters 
of UO2 (see Figure 1) and LAO (pseudocubic, a = 0.3789 
nm), this epitaxial relationship is favorable since the lattice 
mismatch along <110> UO2 and <001> LAO is only about 
2%. A cross-sectional transmission electron microscopy 
(TEM) analysis on the film further confirms the successful 
epitaxial growth of high quality UO2 on the LAO substrate. 
As shown in Figure 3 (a), there is a sharp interface (marked 
with two wedges) between the UO2 and the LAO without 
any indication of interfacial reactions. Selected-area-
diffraction (SAD) patterns, presented in Figure 3 (b), show 
the same epitaxial relationship with an x-ray analysis.  
Surface infrared (IR) spectroscopy shows no absorption 
peaks in the range for U=O stretches (700 – 950 cm-1), 
confirming the absence of higher oxides in the film.
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Figure 2. X-ray diffraction spectra. a) theta–2theta scans of UO2 
films deposited on a single crystal (100) LaAlO3 substrate; b) 
phi-scans of the (220) epitaxial UO2 films and the (101) LaAlO3 
substrate. a.u. = arbitrary units. The epitaxial relationships 
between the UO2 and the LaAlO3 (LAO) substrate are (100)
UO2||(100)LAO and <110>UO2||<010>LAO.

Figure 3. Epitaxial (100) UO2 films deposited on a single crystal 
(100) LaAlO3. top) a cross-sectional high-resolution electron 
microscopy (HRTEM) image taken along the [100] LaAlO3 zone 
axis; bottom) the selected-area electron diffraction pattern. The 
HRTEM image shows a very sharp interface between the UO2 film 
and the LaAlO3 substrate. There are no detectable second phases 
and no voids in the film. The well-defined and sharp diffraction 
dots on the diffraction patterns further confirm that the UO2 film 
is of high quality epitaxy.

We have been able to grow polymorphic hexagonal and 
orthorhombic U3O8 films using different substrates with 
appropriate in-plane lattice parameters even though 
uranium oxides have different oxidation states with 
different crystal structures. Figure 4 shows θ−2θ scans 
for films on both the c-plane and the R-plane α-Al2O3 
substrates (a = 0.4759 nm, c = 1.2992 nm). As can be 
seen from Figure 4, films on α-Al2O3 substrates exhibit 
completely different x-ray diffraction patterns than films on 
LAO do, even though they have been coated with the same 
solution and treated under the same conditions. From 
both the x-ray diffrrcation and the cross-sectional TEM 
image, we confirmed that the epitaxial U3O8 on the c-plane 
α-Al2O3 has a hexagonal structure with lattice parameters 
of a = 0.6815 nm and c = 0.4144 nm.  On the other hand, 
U3O8 on the R-plane α-Al2O3 substrate has an orthorhombic 
structure. The formation of U3O8 on both the c-plane and 
the R-plane α-Al2O3 substrates has also been confirmed by 
the IR absorption. Absorption peaks have been observed 
at 733 cm-1 and 760 cm-1 for films on the c-plane and the 
R-plane α-Al2O3 substrates, respectively.

Figure 4. X-ray diffraction spectra. blue) a theta–2theta scan of 
the U3O8 film deposited on a single crystal (001) Al2O3 substrate; 
red) a theta–2theat scan of the U3O8  film deposited on a single 
crystal (012) Al2O3 substrate. The preferential orientation of U3O8 
along (100) is obvious regardless of the orientation of the Al2O3 
substrate.

Photoemission was used to characterize surface quality 
and resistance to atmospheric conditions, as well 
as crystallinity of samples. For electronic structure 
comparisons, we have also used very high quality 
macroscopic single crystal UO2 as a reference. In 
comparison, our epitaxial UO2 film on LAO shows the same 
electronic structure features such as band dispersions and 
binding energies  as single-crystal UO2.

We have observed that the epitaxial UO2 and U3O8 films are 
extremely stable in air. Our x-ray diffraction measurements 
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do not show any noticeable degradation after the films 
have been exposed to air at room temperature for more 
than 400 days. This lack of sensitivity to atmospheric 
conditions may be expected, since the films were formed 
at 1000 C in an atmosphere of either O2 or air. The 
extraordinary stability of UO2 films down to a few top-most 
crystal layers is further confirmed by the lack of significant 
changes in the valence band structure between the as-
deposited and the sputter-etched surfaces.

Other important accomplishments include i) the 
deposition of other actinide-oxides films based on this 
concept. For example, we have demonstrated epitaxial 
growth of ThO2 film on UO2; ii) the growth of NpO2 films 
using a chemical solution deposition technique; iii) 
the delivery of our actinide-oxides to LLNL for further 
structural study and to other research group in LANL 
for irradiation damage investigation; iv) the preliminary 
demonstration of uranium-nitride films based on polymer-
assisted deposition. 

Impact on National Missions
This project supports the DOE mission in nuclear security, 
safety of the environment, and the safe handling and 
storage of waste generated by energy and DOE’s nuclear 
weapons production. The knowledge gained through 
this project has a tremendous impact on both actinide 
materials science and nuclear physics since high quality 
single-crystal-like epitaxial actinide-oxides with different 
oxidation-states become available. Our capability to make 
epitaxial actinide-oxides easily accessible has placed LANL 
in the forefront of understanding the intrinsic physical 
properties of actinides. LANL’s strategic goals in materials 
science, energy security, and nuclear weapons benefit 
from this project.
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Abstracts
Colloidal semiconductor quantum dots (QDs) of II-VI 
materials are 2-6 nm spherical particles composed of 
Zn, Cd, or Hg metal atoms bound with non-metallic S, 
Se, or Te. Unlike bulk form of the same material, one 
of the striking properties of these QDs is their ability to 
efficiently emit photons in the visible part of spectrum 
upon being illuminated with UV light. This UV light 
promotes electrons from occupied levels to the empty 
levels of higher energy. The energy difference between 
the occupied and the empty levels, Eg, determines the 
color of the material’s luminescence. Synthetic methods 
for such high-quality QDs have been well reported. 
However, QDs of these materials emit only visible light 
and are restricted to visible-light applications only (laser 
medium, biolabeling, tagging). To use these QDs in such 
important applications as tunable infrared (IR) sensors, 
tunable low-threshold lasers and photovoltaics, one 
needs QDs with smaller Eg. The goal of this project was 
to convert conventional QDs into IR-active material 
via their n-doping. n-Doping is an introduction of extra 
electrons onto initially empty electron levels of QDs 
by exchanging Cd2+ ions with formally In2+ or Ga2+ ones 
in the QD lattice. Two synthetic pathways to n-doped 
materials were utilized: a Single-Source Precursor (SSP) 
approach and the QD Seed-Based approach. Multiple 
SSPs were synthesized and tested under the first 
approach, resulting in partially successful doping of CdS 
QDs with In3+. The second approach has been shown 
to be unsuccessful due to dopant desorption from QD 
surface. Despite the success of doping of CdS with In3+, 
reduction of this system with extra electron to convert 
it into n-doped CdS QDs so far has proven to be still 
unsuccessful. 

Background and Research Objectives
Colloidal semiconductor quantum dots are small, 
2-6 nm in diameter, spherical particles of crystalline 
material. They are also coated with certain type of 
organic molecules (ligands) to protect these particles 

from sticking together, to make them dispersible in 
solvents, and to inactivate (passivate) their surface from 
further reactions. Binary II-VI semiconductor particles 
are composed of Zn, Cd, or Hg metal atoms bound with 
non-metallic S, Se, or Te. In these materials, each atom 
in the lattice forms four bonds to the nearest neighbors 
in pyramidal fashion with alternating metal and non-
metal atoms. Unlike bulk form of the same material, 
one of the striking properties of ligand-passivated QDs 
is their ability to efficiently emit photons in the visible 
part of spectrum upon being illuminated with UV light 
(luminescence).

Initially, the electronic structure of the QDs is presented 
by electron levels from lower to higher energy ones. 
Several lower-energy levels are occupied by electrons, 
while the rest are empty. The UV light promotes 
(excites) electrons from occupied levels to the empty 
(unoccupied) levels higher in energy (Figure 1). The 
difference in energies between the highest occupied 
and the lowest unoccupied  levels is called the energy 
gap, Eg, of the material and determines the color of the 
material’s luminescence together with other optical 
properties of this material (Figure 1). In turn, the energy 
gap of QDs is determined by the size of the particle and 
the larger the particle, the smaller the Eg; eventually, as 
the semiconductor particle grows in size, its Eg comes 
down to the value for the energy gap in bulk material. As 
such, the change in the particle size leads to the change 
of E g value within some energy interval, and thus to 
tuning of the emission color of the QD. Noteworthy, that 
the energy separation between two unoccupied levels 
gets smaller as one moves up the energy scale (Figure 1).

Tunable Infra-Red Chromophores through N-Type Doping of Wide-Gap 
Semiconductor Nanocrystals

Sergei A. Ivanov
20070445ER
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Figure 1. Electronic structures of non-doped CdSe QDs (A), 
In(III)-doped CdSe QDs (B), and n-doped CdSe QDs (C). Processes 
leading from one structure to another are designated with 
arrows.

Synthetic methods for such high-quality QDs of II-VI 
materials with high uniformity in size and soluble in many 
solvents have been well reported [1]. However, since 
energy gaps in many II-VI bulk materials are large, QDs of 
these materials emit only visible light and are restricted to 
visible-light applications only (e.g., biolabeling, tagging). 
As such, our ability to tune their optical properties 
by adjusting the particle size is limited. To use QDs in 
important applications such as tunable infrared (IR) 
sensors, tunable low-threshold lasers and photovoltaics, 
one needs QDs with smaller Eg. One of the ways to 
circumvent the limitation on the Eg tuning would be the 
n- doping of the II-VI material. Each atom in the lattice of a 
material brings certain number of electrons into material’s 
electronic structure. The doping of the material is called 
the replacement of few original atoms in the crystal lattice 
with atoms of other kind that bring more or less number 
of electrons with them. If new atoms bring more electrons 
with them, extra electrons will take previously empty 
electron levels (n- doping) (Figure 1). If new atoms bring 
fewer electrons, then previously occupied higher-energy 
levels will become empty (p-doping). As we mentioned, 
the energy separation between two originally empty 
electron levels gets smaller up the energy scale. As such, 
the positioning of electrons on previously empty levels 
will effectively lower Eg, producing IR energy gap (Figure 
1).  Then, this n-doping procedure would “convert” II-VI 
“visible” QDs into IR-active material (material that interact 
with IR light). 

Although QD research has flourished over last 20 years, ways 
to dope QDs are limited to doping with isovalent transition 
metal (TM) atoms [2]. The large number of surface atoms 
in a typical QD compared to the total number of atoms in 
the QD translates into a large portion of dopant atoms are 
being present at or near the surface layers, causing the 
diffusion of dopant atoms out of the growing QD (“self-
purification” process). Traditional high-heat (lyothermal) 
syntheses of QDs involve the injection of QD reagents into 
hot coordinating solvent. Then, high concentrations of QD 
precursors induce the formation of critical nuclei (very 
small clusters of the material around which the rest of the 
QD particle grows) followed by the QD growth at lower 
precursor concentrations [1]. Inclusion of a dopant into 
the critical nucleus increases the energy required for the 
nucleation (e.g., makes the nucleus less stable). Therefore, in 
a lyothermal doping, the nucleation of doped crystals might 
not be competitive with nucleation of pure (non-doped) 
ones. As such, the successful doping procedures must 
employ techniques for QD growth that do not involve critical 
nuclei. To this end, we proposed to explore two synthetic 
pathways meeting these requirements: a Single-Source 
Precursor approach [3,4] (Path A) and the QD Seed-Based 
approach [5,6] (Path B) (Figure 2).

S/Se/Te 
precursor

+
Cd

precursor

shell
growth

NC growth

QD seed

Path A

Path B

charged NC (QDn+) with 
interior-incorporated dopants

reduced QD with 
interior-incorporated dopants

reduction 

In/Ga 
precursor

single source precursor
with incorporated dopant

single source 
QD precursor

Figure 2. Proposed two approaches (Path A and Path B) to 
synthesize the n-doped II-VI QDs. Path A leads through the initial 
synthesis of the Single Source Precursor, followed by QD growth 
and reduction, whereas the Path B leads through the generation 
of QD seed first, followed by the dopant absorption, QD growth 
and reduction.

Scientific Approach and Accomplishments
In our approach, we have tested two paths to the n-doped 
QD material. Path A first involved the preparation of 
a reagent, the contents of which would include both 
the components of QD material and the doping atoms 
(SSP). Controlled thermal breakdown of SSP would lead 
to the formation of QD critical nucleus with dopant 
atom in it and subsequent QD growth. The path B first 
involved the nucleation of small non-doped QD nucleus. 
After nucleation, the nucleus was treated with dopant-
containing reagent to affix the dopant on the QD surface 
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(dopant adsorption). After the adsorption, the QD was 
grown further in the attempt to incorporate the dopant 
into the QD interior. Once doped QD was grown, the 
correct number of electrons was tried to be adjusted by 
the QD reduction (addition of one more electron per QD). 

It was identified [7] that CdS, CdSe, CdTe, or ZnSe with In2+ 
or Ga2+ would be good systems to study n-type doping in 
II-VI materials. Since In2+ or Ga2+ are relatively unstable 
oxidation states, it was decided to dope the II-VI material 
with In3+ or Ga3+ and then reduce the doped QDs thereby 
inducing n-doping of the final product. Out of four 
common II-VI materials, CdS, CdSe, CdTe, and ZnSe that 
were acceptable for n-doping [7], two systems, CdS and 
CdSe were identified as primary for future work. ZnSe is 
less desirable as fewer SSPs are available and CdTe is prone 
to oxidation and its SSPs are unstable. Since In3+ ionic 
radius is the closest to that of cadmium among elements 
of the 13th group of Periodic Table, and relatively stable 
low oxidation states of indium are accessible in indium 
compounds, we have identified this element as the most 
suitable for CdS and CdSe doping. 

We have synthesized multiple Cd-In-S and Cd-In-Se SSPs 
together with several In-S and In-Se complexes, and 
numerous reaction conditions were tested to incorporate 
indium into CdS or CdSe QDs via SSP route (Figure 2, 
Path A). We were able to isolate small Cd-S and Cd-Se 
nuclei from different reactions that lead to the formation 
of final QD product, but these nuclei did not contain 
dopant indium atoms. It has been a conventional wisdom 
that under lyothermal conditions, the dopants would 
not incorporate into the QD interior as such process is 
thermodynamically unfavorable. However, we undertook  
quantum-mechanical study of this phenomenon, using 
small Cd-S clusters as models for real size critical nuclei, 
and results indicated that both processes, the exchange 
of Cd2+ with In3+ on the QD surface and the subsequent 
reduction (addition of an electron), are likely energy  
preferred processes (Figure 3) in small QDs.

+In3+

-Cd2+

+ e-

Cd10S10(NH2CH3)10 Cd9InS10(NH2CH3)10
+ Cd9InS10(NH2CH3)10

G<0
G<0

Non-doped CdS QD CdS QD doped with In3+ n-doped CdS QD 

Figure 3. Theoretical analysis of Cd10S10(CH3NH2)10 - a model of 
CdS QD. Step A - replacement of Cd(2+) with In(3+). The process 
is preferred since the Gibbs energy (delta G) of the process is 
negative. Step B - reduction of the system with extra electron, 
thereby converting it to n-doped CdS QDs. The process’ delta G is 
also negative.

Finally, one of the reaction conditions was proven to be 
successful to include In3+ ion(s) into CdS QD (Figure 4) in 
agreement with our calculations. However, the amount 
of In3+ ions in CdS QDs could not be easily and predictably 
controlled. Most of the doping reactions resulted in phase-
separation of indium and cadmium products, when instead 
of incorporation into CdS or CdSe QDs, indium would form 
InxSy or InxSey and separate from the dopant-free CdS or 
CdSe QDs. 

Growth of CdS or CdSe QDs with indium incorporation via SSP route

A. [Cd4(SePh)10]2- + InCl3 (or InCl2) 
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B. [Cd4(SPh)10]2- + InCl3 + S + amine

[Cd10-xInxS4(SPh)17]4-
HDA/ODE

heating

Size from 1S peak    ~5.5nm
Size from TEM 3.6-4.4nm

Significant red-shift of absorption
(by 40nm , 260meV)In Cd

In+CdS

Cd

C. EDAX and TEM results for CdS:In3+

Figure 4. Synthetic schemes (panels A and B) showing the 
route to the successful inclusion of In into CdS or CdSe QDs. PL - 
photoluminescence; HDA - long-chain amine, hexadecylamine; 
ODE - long-chain hydrocarbon, 1-octadecene.  In the panel C, 
the results of elemental (EDAX) analysis and the Transmission 
Electron Microscopy (TEM) of In-doped CdS QDs are presented. 
EDAX data show the presence of In in CdS QDs. TEM data 
reveal that size of CdS QDs is significantly smaller than would 
be expected for non-doped CdS QDs with the same absorption 
spectrum as in panel B. This leads to the positive conclusion on In 
incorporation into interior of CdS QDs.

Together with lyothermal synthesis above, we have 
conducted experiments with microwave synthesis of 
doped QDs, since it requires lower temperatures [8,9] that 
might facilitate dopant inclusion and deliver the energy 
directly to the reactants without significant heating. 
Results of elemental analysis and powder X-ray diffraction 
indicate that In3+ can be put into the crystal lattice of CdS 
QDs, although the amount of dopant in the system is 
significantly less than targeted and still poorly controlled.

We have tested multiple conditions of the path B approach 
to adsorb indium dopant on a surface of small nanocrystal 
seeds followed by further seed growth. Elemental analysis 
of best In-doped CdS and CdSe QD samples showed In3+ 
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content less than 0.2%. This indicates that desirable 
concentration of the dopant inside of QDs has not been 
achieved via path B route. The main obstacle is the 
stabilization of adsorbed dopant on the surface of the QD 
seed long enough to overcoat it with a shell of the same 
semiconductor material.

Despite the initial theoretical results, it appears that the 
main challenge in QD doping is still the heat-induced 
removal of dopant of the nanocrystal during the growth 
stage due to the close proximity of the QD surface. If it is 
true, the doping of semiconductor nanowires (SNWs) has 
to be easier. Indeed, since SNWs are thicker than QDs, 
their surface is not as close to the center of SNW along two 
dimensions and even further away along the third, SNW-
growth dimension. We have successfully doped ZnSe SNWs 
with such a conventional dopant as Mn2+, confirming that 
the surface proximity does play an important role in the 
doping efficiency of nanomaterials. 

Since our overarching goal for this project was to “convert” 
visible QDs into IR-active ones, we even tested two 
alternative ways to obtain IR-active QDs. In the first way, 
we attempted to dope QDs with lanthanide (Ln) ions. It 
was expected that via an energy transfer process, the 
QDs would cause the IR emission from the Ln dopant. We 
explored the doping of In2O3 and InP QDs with IR-emitting 
Ln ions: Er (emission at 1540 nm), Yb (emission 980 nm). 
Since In3+ and the Ln ions are isovalent (favoring doping) 
and that energy gap of In2O3 is 380nm, while that of InP is 
600nm, the inclusion of Er and Yb could potentially lead 
to IR emission from wide-gap QDs of In2O3 and InP. Each 
of these systems was attempted. However, the desired 
IR emission was not observed. It is still likely that doping 
was limited to surface regions, where Ln quenching and 
removal is likely. Elemental analysis was unable to confirm 
the presence of the Ln ions, despite high Ln content in the 
initial reaction mixture. 

In the second alternative approach, to gain an insight into 
the doping mechanism, we undertook a study of a reverse 
system, where Cd2+ ions were put into the lattice of InAs. 
Preliminary results again point to the incorporation of the 
dopant, but optimal conditions for efficient incorporation 
have not been achieved.

Although we have successfully doped CdS and CdSe with 
In3+, the reduction of the doped system to obtain n-doped 
material was not achieved. We have attempted to reduce 
the system chemically and electrochemically, but it did not 
result in any appearance of n-doped QD properties. No 
decrease in the energy gap absorption in UV-Vis spectra 
of doped QDs was observed. Also, no appearance of IR 
absorption and/or luminescence were recorded. It is likely, 

that the promotion of an extra electron into the empty 
electron levels for n-doping requires large potential barrier 
for the electron so it could avoid escaping the QD. 

One of the impediments to efficient In3+ doping of CdS 
or CdSe NCs with further reduction can be the charge 
imbalance as one replaces Cd2+ with In3+. To address it, 
M+-M’3+ charge balance scheme is still in the process of 
been tried. In this approach, In3+ dopant ions are used with 
Cu+ cations in 1:1 ratio. As In3+ and Cu+ get included into 
the lattice by replacing two Cd2+ ions, the overall charge 
of the system does not change (Figure 5). Also, two-step 
process (doping and reduction) is again reduced to more 
efficient one-step in the charge balance approach.

In3+ with Cu+ give average charge of 2+ per metal ion 
(approach is analogous to known Al3+-Cu+ systems)

In3+ Cu+

Cdn(SR)m
q- Cdn-2InCu(SR)m

q-

Figure 5. Scheme demonstrates the concept of charge balance 
in preparation of a Single-Source Precursor. Replacement of two 
cadmium +2 ions with one indium +3 ion and one copper +1 ion 
won’t change the charge of the system, but will introduce an 
extra electron  for n-doping of CdS QD. R - alkyl or aryl organic 
substituent.

Impact on National Missions
Our goal was to develop IR-active materials out of 
semiconductor QDs that would provide critical technology 
for major advances in both basic and applied energy 
sciences, such as a) tunable IR sensor systems, b) high-
efficiency photovoltaics, c) tunable low-threshold lasers. 
Robust optical media for use in sensor systems would 
support the missions of the DOE and DHS in reducing 
the threat of WMD and terrorism. Further, an optimized 
n-doped QD medium would comprise a new technology for 
next generation photovoltaics supporting the DOE’s Energy 
Security mission. 

Solution of the key issue – stable population of higher 
electronic levels of a QD – would allow doped QDs to make 
substantial contributions to fundamental nanochemical/
physical studies. The solution also would enable cutting-
edge sensor and energy-capture technologies, providing an 
important alternative to traditional applications. 

Partial success of the project together with analysis of 
reasons for unsuccessful n-doping results allows us to 
reevaluate the approach to n-doping of QDs. In light of 
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conducted experiments, it is imperative to focus on the 
prevention of electron from escaping the higher electron 
levels in further studies on n-doping of QDs. 
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Abstract
The project focused on the development of inexpensive 
oxygen reduction reaction (ORR) catalysts for polymer 
electrolyte fuel cells (PEFCs). Two novel approaches 
to ORR catalysis were employed. The first approach 
involved incorporation of transition metals in matrices 
of heteroatomic polymers, such as polypyrrole. The 
second approach relied on the modification of electronic 
and surface properties of carbon-based materials to 
create surface sites with significant oxygen reduction 
activity. These materials were obtained by pyrolysis 
of heteroatomic polymers, e.g., polyaniline doped 
with transition metals or mixtures of cyanamide with 
transition metal salts. Among the non-pyrolyzed 
catalysts, Co/polypyrrole/carbon composite exhibited 
highest activity and durability. Its activity can be tied 
to Co centers coordinated by pyrrolic nitrogen and 
hydroxyl anions that may transitionally form during 
ORR. Remarkably better activity and durability was 
achieved for the second group of ORR catalysts. The 
catalysts obtained by pyrolysis of cyanamide and iron 
precursors exhibited the highest ORR activity. The 
catalysts synthesized through thermolysis of polyaniline 
doped with Fe, Co and their mixtures offered the most 
favorable combination of activity and durability. The 
active site in the heat-treated catalysts could not be 
unambiguously determined. It is possible that the active 
site may be different for various heat-treated catalysts. 
The research demonstrated that developing practical 
non-precious catalysts for PEFCs is within reach.

Background and Research Objectives
The process of electrochemical combustion of a fuel in 
PEFCs occurs by means of two separate electrochemical 
reactions, fuel oxidation and oxygen reduction, at the 
fuel cell anode and cathode, respectively. Such a direct 
conversion of chemical energy into electrical energy 
results in higher conversion efficiency than in a thermal 
process. The combination of this characteristic together 
with the small size and fast start-up make PEFCs 

an excellent candidate for the use in mobile power 
applications. However, in spite of the significant progress 
made to date, the technology has not yet reached the 
point of commercial viability. This is mostly because 
of the limited resources and extremely high cost of 
platinum, which is currently the most powerful catalyst 
of oxygen reduction reaction known. 

The search for alternative ORR catalysts started many 
years ago and has greatly intensified during the last 
decade [1]. The catalytic activity in ORR has been 
reported for several materials including transition 
metal macrocycles, pyrolyzed carbons, conductive 
polymers, metal chalcogenides, heteropoly acids, 
and metal carbonyls [1], to name just a few. Among 
these materials, pyrolyzed macrocycles and pyrolyzed 
complexes of transition metals with non-macrocyclic 
ligands containing nitrogen [1] make best non-precious 
ORR catalysts. The ORR overpotential on some heat-
treated catalysts differs by less than 100 mV from 
those typical for Pt [1]. In spite of the attractiveness of 
these materials, relatively little is known about their 
structure. Even the origin of their catalytic activity has 
remained controversial [1-9]. An agreement seems to 
exist that the presence of transition metals is necessary 
to induce the catalytic activity, but the catalytic site 
itself is attributed to either a surface metal [1-5] or 
surface nitrogen species [1,6-8].  Irrespective of that 
controversy, the catalyst synthesis is very frequently 
aimed at reproducing the N4-coordination of the 
transition metal, which exists in some simple ORR-active 
compounds, e.g., metal porphyrins. 

The objective of the project was to develop novel ORR 
catalysts that could effectively compete with platinum in 
PEFCs. For this research study, the class of ORR catalysts 
containing transition metals and nitrogen was selected, 
as these materials seemed to offer the highest catalytic 
activities among non-precious metal catalysts. Our 
approach was more methodical than in the majority of 

Non-Precious Metal Nanocomposites for Fuel Cell Catalysis
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competing work. A strong emphasis was placed on both 
fundamental aspect of catalyst synthesis and on extensive 
materials characterization. Our systematic approach 
resulted in a number of catalysts with ORR activity that 
matches or exceeds the best non-precious ORR catalysts 
[1]. We also significantly improved the catalyst durability 
in fuel cell operation, which has been a major drawback of 
virtually all non-precious metal ORR catalysts developed so 
far. As a result, we were able to develop ORR catalysts with 
the best combination of ORR activity and performance 
durability reported to date.

Scientific Approach and Accomplishments
Our approach to ORR catalysis was based on the notion 
that both nitrogen and transition metal play a role in 
creating ORR active sites in catalyst synthesis, but do 
not necessarily have to be a part of those active sites. 
Consequently, as opposed to a significant number 
of previous research studies, we did not attempt to 
deliberately produce the N4-coordination of the transition 
metal in our catalysts. Instead, we focused on increasing 
the surface density of metal-nitrogen bonds and thus 
possibly also catalytic sites. In order to accomplish that, 
we polymerized simple nitrogen-containing ligands, e.g., 
pyrrole and aniline. The resulting polymers with high 
nitrogen content were further doped with transition 
metal precursors to create the desired metal-nitrogen 
bonds. This new approach was applied to synthesize two 
different classes of ORR catalysts. Our initial intention, 
realized in the first phase of the project, was to create 
active ORR sites without any thermal treatment. In the 
later phase, transition metal-doped polymers were also 
used as substrates for synthesis of heat-treated catalysts. 
Both synthetic approaches resulted in materials with high 
catalytic activity and durability. 

The catalysts obtained without a thermal treatment 
included three transition metal/polypyrrole/carbon 
composites containing cobalt, iron and copper, as well as a 
bimetallic Co/Fe/polypyrrole/carbon compound. The Co/
polypyrrole/carbon composite exhibited highest catalytic 
activity, but the remaining catalysts were only slightly 
less active. At the time, a superior catalytic activity in 
PEFCs was reported for some heat-treated ORR catalysts. 
However, their durability was very limited, whereas the 
non-heat-treated composites developed in this study were 
much more durable. The discovery of the metal/polymer/
carbon composites was published in Nature [10]. To date, 
the article was cited more than 100 times in scientific 
literature. 

Further research on this class of ORR catalysts 
predominantly focused on the determination of active 

ORR sites. This has been a formidable task, as these 
composites are inherently difficult to characterize. Several 
material characterization methods were used, including 
rotating ring disk electrode (RRDE) voltammetry, X-ray 
photoelectron spectroscopy (XPS), electron paramagnetic 
resonance spectroscopy (EPR) as well as ex situ and in situ 
X-ray absorption spectroscopy (XAS). The latter technique 
included X-ray absorption near edge structure (XANES) 
and extended X-ray absorption fine structure (EXAFS) at 
the K-edge of cobalt as well as XANES at nitrogen K-edge. 
The possible catalyst structure and the mechanism of 
ORR were also examined using semi-empirical molecular 
modeling at the PM3 (parameterized model 3) level.

The picture that emerges from the combined 
electrochemical, spectroscopic and molecular modeling 
data is rather complex. As indicated by ex situ XAS data, 
the major cobalt species in active catalysts is mononuclear, 
i.e., isolated from other Co atoms. The single cobalt 
center has approximately six nearest nitrogen and/
or oxygen neighbors. The average bond length (2.04 
- 2.08 Å) between Co and its neighbors is compatible 
with +2 oxidation state of cobalt. However, no isolated 
Co atoms in +2 oxidation state with the expected d7 
electronic configuration could be detected by EPR. The 
unpaired electron spin density in active catalysts is highly 
delocalized. This suggests that Co(+2) donates one of its 
d-electrons to the polypyrrole backbone and thus becomes 
low spin diamagnetic Co(+3) with d6 configuration. Similar 
conclusion was reached from the PM3 computations. The 
modeling also revealed that isolated Co centers cannot 
be effective catalytic sites for complete 4-electron ORR. 
The 4-electron process can occur effectively on Co centers 
bridged by OH- ligands (Figure 1). In presence of highly 
acidic polymer electrolyte, such bridges may transitionally 
form as the product of ORR. The expected short lifetime of 
the OH-bridges can explain why they were not detected by 
XAS.
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Figure 1. Free energy changes at 0.7 V associated with ORR 
catalyzed by the molecule depicted in the bottom left corner 
of the graph. The molecule was derived from tetrapyrrole, two 
Co(III) and two Co(II) centers in a series of spontaneous chemical 
reactions and subsequent oxidation under fuel cell conditions. 
Before reduction, O2 molecule substitutes H2O molecule 
coordinating the leftmost Co center. Note OH-bridges that 
spontaneously formed between Co centers. Element color: Co - 
yellow, C - cyan, N - blue, O - red, H - black.

In addition to the publication in Nature [10], the research 
on non-heat-treated transition metal/polypyrrole/carbon 
composites was presented in more than ten presentations 
at international and national meetings. In preparation, 
there is a paper that will summarize the characterization 
and ORR mechanistic data for the composites. Together 
with the National Research Council in Canada, we are 
also preparing a paper on the molecular modeling of the 
composites. Our partners from Canada are contributing 
their accurate density functional theory computations for a 
number of model Co-oligopyrrole molecules. 

The discovery of the durable transition metal/polypyrrole/
carbon composites [10] was a breakthrough in non-
precious ORR catalysis. Unfortunately, the maximum 
catalyst activity of the composites was still insufficient 
for practical PEFC application. Consequently, we explored 
the viability of using such composites as precursors 
for heat-treated catalysts. The underlying idea of that 
approach was that high concentrations of both transition 
metal and nitrogen in these materials could help generate 
highly active ORR catalysts. We also tried an alternative 
way of supplying high concentration of carbon-bound 
nitrogen in catalyst synthesis by using cyanamide (CM) 
as nitrogen precursor. Both methods resulted in very 
promising catalysts and reassured us that developing 
practical non-precious catalysts for PEFCs is within reach.

The heat-treated cyanamide-based catalysts exhibit the 
highest initial activity we have observed so far. In RRDE 
testing, the half-wave potential for ORR on some of 
the Fe/CM/C catalysts is only 70 mV less positive than 

that measured for platinum (Figure 2). This exceptional 
result has been already presented at two electrocatalysis 
workshops in Tokyo, Japan in August 2009 and at the 
Electrochemical Society Meeting in Vienna, in October 
2009. The catalyst is also highly selective for complete 
(four-electron) oxygen reduction to water, with the 
hydrogen peroxide generation rate on the order of only 
1%. The high activity and selectivity of the CM-based 
catalysts confirm the feasibility of our approach to catalyst 
synthesis. Unfortunately, the durability of these materials 
is insufficient, inferior to that of polyaniline-derived 
catalysts described below.

Figure 2. Lower plot: RRDE voltammetry of oxygen in 0.1 mol 
dm 3 HClO4 on heat-treated Fe/CM/C catalyst (black curve) and 
on Pt (red curve). Upper plot: Peroxide generation efficiency for 
heat-treated Fe/CM/C . Temperature: 25°C. Scan rate: 5 mV s 1. 
Electrode rotation rate:  900 rpm.

Two polymeric matrices, polypyrrole (PPy) and polyaniline 
(PANI), were used in the second method of catalyst 
synthesis. The metals incorporated in these matrices 
were those frequently used in other ORR catalysts, i.e., 
cobalt, iron and their mixtures. We found that the heat-
treatment of PANI-based precursors at 900°C results in 
materials with the highest catalytic activity. The catalytic 
activity also depends on the metal. In RRDE studies, the 
Fe-based catalysts are most active among the PANI-derived 
materials. The Co-based composites are the least active, 
whereas the activity of mixed-metal (Fe+Co) catalysts 
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lies in between. The catalyst selectivity changes in the 
same direction, i.e., the amount of hydrogen peroxide 
ORR is the lowest on the Fe/PANI catalysts (<1%) and the 
highest on the Co/PANI catalysts highest (>5%). However, 
the fuel cell performance does not follow the trend, with 
the best performance measured for catalysts containing 
both metals. The mixed Fe+Co/PANI catalysts are also 
more durable in fuel cell testing. The best performing 
catalyst contains Fe and Co in 3:1 molar ratio. As of today, 
the Fe+Co/PANI catalyst has been tested at the fuel cell 
cathode at 0.4 V for nearly 600 hours, with only minor 
performance degradation (Figure 3). To our knowledge, 
this is the most durable heat-treated ORR catalyst reported 
to date. This result has been recently presented at the 
216th Meeting of the Electrochemical Society in Vienna. 

Figure 3. Fuel cell durability of heat-treated Fe/PANI/C catalysts 
with various carbon supports. Carbon support: BP-2000 - blue; 
KJ-300J - green; XC-72 - black; multi-wall nanotubes (MWNTs) 
- red. Anode: 0.25 mg cm 2 Pt (E-TEK), 2.8 bar H2. Cathode: 4.0 
mg cm 2 PANI-derived, 2.8 bar air. Membrane: Nafion® 1135.  
Cell temperature: 80°C. Cell voltage: 0.4 V.

While not as durable as the PANI-based materials, the 
polypyrrole-derived catalysts perform better during initial 
hours of fuel cell operation, e.g., the Fe/PPy/C catalyst 
outperforms its PANI analogue during the initial 50 hours 
at 0.4 V. The differences in performance and durability 
can be correlated with a different state of the metal in 
both catalysts, as demonstrated by the XAS spectra of 
the catalysts at iron L-edge (Figure 3). The total electron 
yield (TEY) spectra for the PANI-based catalyst have well 
defined L3 and L2 features, whereas no respective peaks 

are observed for the PPy-based material. On the contrary, 
the L3 and L2 peaks are clearly visible in the fluorescence 
spectra of both materials. These results demonstrate that 
there is no detectable iron on the surface of the Fe/PPy/C 
catalyst. Due to the low energy of X-rays corresponding 
to the iron L-edge, only electrons ejected from Fe atoms 
present on the surface have sufficient energy to escape 
from the sample and contribute to the spectrum. As there 
is no such limitation for photons, iron present in the bulk 
of both catalysts is clearly visible in their fluorescence 
spectra (Figure 4).

Figure 4. XANES spectra of heat-treated Fe/PPy/C (red) and Fe/
PANI/C (black) catalysts at the iron L-edge in TEY and photon 
yield (fluorescence) modes.

 Despite the correlation between the surface content of 
iron and the catalyst activity and durability, other surface 
components may also be responsible, perhaps even 
exclusively, for these catalyst properties. This concept is 
supported by XAS spectra at the nitrogen K-edge of fresh 
and fuel-cell tested membrane electrode assemblies with 
Fe/PANI/C catalysts (Figure 5). The spectra in Figure 5 
reveal that the coordination of surface nitrogen in both 
fresh and fuel cell tested electrodes is significantly different 
than that in model coordination compounds of iron. 
Roughly estimating, no more than 5% of surface nitrogen 
may form coordination bonds with the metal. This finding 
reduces probability of iron being involved in catalysis. 
Moreover, the electron density on nitrogen significantly 
decreases as the result of fuel cell operation. This can be 
inferred from the corresponding shift of the nitrogen pre-
edge features below 407 eV to higher X-ray energies. The 
changes are consistent with aromatic nitrogen that has a 
neighboring atom which becomes oxidized. Such atoms, 
e.g., in aliphatic functional groups might be the actual 
active sites. The aromatic nitrogen may play a double role 
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in such a mechanism. It may facilitate the oxidation of the 
aliphatic group and, if protonated, act as the proton donor 
in the immediate vicinity of the reaction site. 

Figure 5. Nitrogen K-edge XANES spectra of fuel cell cathodes 
(membrane electrode assemblies, i.e., MEAs) utilizing heat-
treated Fe-PANI catalysts compared with the spectra of model 
iron coordination compounds. 1 - MEA after fuel cell operation at 
0.6 V; 2 - MEA after fuel cell operation at 0.4 V; 3 - fresh MEA; 4 - 
Fe porphine; 5 - Fe phthalocyanine.

Interestingly, no correlation has been found between the 
quantity of total or pyridinic nitrogen on and near the 
surface and catalytic activity of the CM-based catalysts. As 
determined by XPS, the content of both total and pyridinic 
nitrogen decreases with the heat-treatment temperature 
(850°C - 1050°C). At the same time, the catalyst thermally 
treated at 1000°C is less active than those heat-treated at 
lower (900°C) and higher (1050°C) temperatures, adding to 
the difficulty in active site determination. The question of 
the ORR active site on heat-treated catalysts still remains 
unanswered. As of today, one cannot even exclude the 
possibility that there is no common active site for all 
seemingly similar heat-treated ORR catalysts.

Impact on National Missions
The project addressed one of the few remaining barriers 
to commercialization of polymer electrolyte fuel cells. It 
directly enhanced LANL’s expertise in oxygen reduction 
catalysis, which is of particular importance for fuel cells. In 
this way, it supported the DOE mission to protect national 
and economic security by promoting a diverse supply and 
delivery of reliable, affordable, and environmentally-sound 
energy, providing world-class scientific research capacity, 
and advancing scientific knowledge. 

The MPA-11 Group has been involved, although under 
many different names, in fuel cell research for over 30 
years. During that time, platinum, due to its favorable 
properties, has been an ORR catalyst of choice for 
fuel cells. The research performed during this project 
demonstrated the high potential of non-precious ORR 
catalysts and helped create a new promising direction in 
our effort to make the fuel cell technology economically 
viable. The project attracted a number of postdoctoral 
fellows and visiting researchers. Two of them were 
converted to staff. 
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Abstract
Improvements in the performance of fieldable gamma-
ray detectors that operate at room-temperature 
(non-cryogenic) are critically needed to augment 
national security as well as to enhance nonproliferation 
capabilities. Plastic scintillators and thallium-doped 
NaI crystals are of interest for use in portal monitoring, 
but both perform less than ideally in terms of a key 
scintillator figure of merit: energy resolution [1], which 
is principally related to the number of photons emitted 
for a given gamma-ray energy. Energy resolution is 
crucial because it provides the capability to identify 
specific radioisotopes so that false-positive rates can 
be reduced. Colloidally prepared nanocrystals (NCs) of 
semiconductor materials are promising candidates for 
scintillator applications and are actively under study at 
LANL, LLNL, and ORNL. NCs are of interest due to their 
near-unity photoluminescence quantum yields at room 
temperature (unlike their bulk counterparts), tunable z 
through choice of material composition (CdSe vs. CdTe 
vs. HgTe), facile material processibility, and potential for 
low-cost. While demonstrations of NCs as gamma-ray 
scintillators exist and their potential for performance is 
superb, measured gamma-ray photon yields (and, thus, 
energy resolution) to date are lower than expected [2].

We have made progress in the development of the 
capability to experimentally simulate gamma-ray 
excitation of NC ensemble samples with 1-ps electron 
pulses of tunable energy (0.5-50keV) and detect the 
emitted photons with a high time-resolution streak 
camera (<2ps). This transient cathodoluminescence 
method, with extraordinary and critically needed 
temporal- and spectral-resolution will allow us to 
directly measure the low-energy material excitations 
that result from interactions with energetic electrons. 
Because it is a transient method, short-lived trions and 
multiexcitons will be observable and quantifiable due 
to known spectral and temporal signatures. We have 
also performed studies of energy transfer in mixed 

nanocrystal systems as a means to introduce a larger 
Stokes shift of emission than is typical of NCs.

Background and Research Objectives
Gamma-ray photons cannot be controllably pulsed. 
However, they do interact with matter to produce 
energetic secondary electrons (keV-MeV). The 
secondary electrons produce cascades of lower-energy 
electrons that eventually generate relatively low-energy 
material excitations such as proximal electron-hole 
pairs (“excitons”) which can recombine radiatively [1]. 
However, in addition to exciton formation, electrons 
can ionize NCs and may also produce multiple excitons 
within individual NCs. Ionized NCs (containing an 
uncompensated electron or a hole) cannot emit. A NC 
that contains both an exciton and an additional charge (a 
so-called trion) will emit with greatly reduced-efficiency 
due to unfavorable competition with ultrafast (~5-300ps) 
non-radiative Auger recombination. Multiple excitons 
produced within a NC will also emit with reduced 
efficiency due to Auger recombination (Figure 1). To 
date, no one has been able to directly measure the 
branching ratios of material excitations from electron 
interactions. This transient cathodoluminescence 
method, once it is fully operational, will allow us to 
directly measure the low-energy material excitations 
that result from interactions with energetic electrons. 
Because it is a transient method, short-lived trions and 
multiexcitons will be observable and quantifiable due 
to known spectral and temporal signatures. We will also 
quantify normally non-emissive, singly-charged NCs by 
photoexcitation of the sample prior to the arrival of 
the electron pulse such that transiently emissive trions, 
in place of ionized NCs, are formed. Direct knowledge 
of the branching ratios from a survey of several NC 
samples would allow for feedback into the synthetic 
design of the NCs. If ionization is the dominant problem, 
one could attempt to minimize it via the growth of 
thick, low-z material shells on high-z NC cores. If we 
find multiexciton formation to be the main problem, 

Novel Materials for Gamma-Ray Detection based on Nano-Engineered 
Semiconductor Nanocrystals

Richard D. Schaller
20080660ER



195

one could reduce NC size to reduce the energy deposited 
per NC (electron energy deposition is understood to be a 
function of path, ~6eV/nm for CdTe, so smaller NCs may 
equal fewer multiexcitons) such that single excitons are 
principally formed.

In this work, we target semiconductor nanocrystals (NCs) 
for use as gamma ray detector materials. Nanocrystals 
are nanometer sized crystals of various semiconductors 
that have a bandgap which differs from the bulk material 
due to its small size [3]. NCs have many properties 
that are desirable for gamma-ray detection including 
large Z for strong interaction with gamma rays, high 
photoluminescence quantum yields (up to 90%), emission 
wavelength tunability from the ultraviolet to the infrared, 
and solution processibility. However, some properties 
of typical NCs are not advantageous for scintillator 
applications such as a relatively small Stokes shift of the 
emission (typically ~60 meV or ~20 nm in the visible 
wavelength range), which causes significant reabsorption 
of emitted photons in thick solid films.

Scientific Approach and Accomplishments
In the course of this project, we have conducted two types 
of work. One involves the construction and testing of a 
pulsed electron gun that will enable exploration of the 
behavior of semiconductor nanocrystals in conditions that 
mimic gamma ray excitation. Specifically, a picosecond 
cathodoluminescence capability would allow for 
determinations of excitation branching ratios. The other 
involves energy transfer studies between nanocrystals of 
two different compositions to determine rates of energy 
transfer and efficiency. 

Regarding the ultrafast cathodoluminescence capability, 
to date, we have completed construction of the electron 
gun itself, the vacuum chamber needed for its operation, 
and have photoexcited the photocathode to produce 
pulsed electron current. Photos of the electron gun 

and chamber are shown in Figure 2. The electron gun 
construction follows that which was exploited by Zewail 
an coworkers for ultrafast electron diffraction [4], which 
makes use of a highly biased, semitransparent gold 
photocathode, extraction electrode and an Einzel lens. 
The photoelectrons are generated via the photoelectric 
affect, which requires an ultraviolet photon source in the 
instance of gold. Thus, we frequency triple a 50fs titanium 
sapphire laser from 800nm to 266nm and focus this light 
onto the photocathode. Light induced photocurrent has 
been measured using a Keithley picoammeter that is 
connected to the ground cap of the electron gun. Recently, 
our research team acquired a picosecond-time resolution 
streak camera that soon will be incorporated into this 
apparatus as the photodetector. 

Figure 2. Ultrafast cathodoluminescence. A) 266nm, 50 fs pulses 
are focused onto a 20-nm thick gold photocathode that is highly 
biased. Ejected photoelectrons (dashed pink line) are extracted 
toward a pinhole, collimated with electron optics, and directed 

Figure 1. Excitations in semiconductor nanocrystals. Red circles are electrons (filled) and holes (unfilled). “c” and “v” are conduction 
and valence energy levels, respectively. A) A singly charged NC is non-emissive. B) A single electron-hole pair or “exciton” is highly 
emissive with a lifetime of ~20ns or greater depending upon the material (desired). C) An exciton plus an additional charge or “trion” 
is transiently emissive with a significantly red-shifted emission relative to single excitons (200meV). D) Multiple excitons within a 
single NC also emit transiently with a 10meV spectral shift. E) Auger recombination is a non-radiative process wherein an exciton 
recombines and the energy is transferred to a third particle. Excitations C & D can undergo Auger.
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into a sample that is rastered. Photons produced by the sample 
are collected and directed into an existing spectrograph & streak 
camera for spectral and temporal recording. Streak plates in 
the electron gun are used to characterize electron pulse width. 
B) Operable electron gun. C) Electron gun in 10¬-7 Torr vacuum, 
optical access chamber. We have drawn electron current but 
have not yet coupled to the streak camera.

Also, we have been performing energy transfer studies 
of mixed NC films in order to determine the feasibility 
of this approach for increased Stokes shift such that 
photoemission may be detected from thick films. Mainly 
we have been studying CdSe-PbSe films that emit in the 
near-infrared. We observe fast (<200ps) and efficient 
energy transfer, though this system is not ideal for 
scintillation-based detection due to the inefficiency of 
near-infrared photodetectors in comparison to visible 
ones. 

Impact on National Missions
Radiation detection is a key capability in detecting 
nuclear materials. This work directly supports nuclear 
threat reduction and nonproliferation activities that are 
key mission areas in DOE, DHS, and other government 
agencies. Semiconductor nanocrystals are good candidates 
for gamma-ray detectors that are efficient, scalable, 
operate at room temperature, and are low-cost.
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Abstract
Metallic nanowires, with diameters of a few atoms 
down to even a single atom, will play an important role 
in future-generation nanodevices, such as electrical 
conductors, electrical and perhaps even mechanical 
switches.  Enabling this technological paradigm shift 
will require a deep understanding of the unique 
formation mechanisms and mechanical properties 
of such nanoscale structures. Up to now, atomistic 
simulations aimed at understanding these processes 
have been necessarily limited to time scales that are 
short of the experimental reality by a factor 103 to 
107.  By porting our Parallel Replica Dynamics (Par-
Rep) code to Roadrunner (RR), we made possible the 
first-ever atomistic simulations of the deformation of 
metallic nanowires of silver on experimentally accessible 
time scales of milliseconds.  The Par-Rep method, an 
accelerated molecular dynamics methods developed at 
LANL, gives exact long-time evolution of an infrequent-
event system. The ported version of the Par-Rep code 
takes unique advantage of the RR architecture, attaining 
unprecedented atomistic simulation speeds.  We 
demonstrate that Par-Rep on RR can achieve around 
0.1 ms of simulation time per wall-clock hour for a 
1000-atom system, a ten-thousand-fold improvement 
over the fastest existing conventional MD capability.

Background and Research Objectives
The invention of surface scanning probes, like scanning-
tunneling microscopes (STM) and atomic force 
microscopes (AFM), marked the beginning of the age of 
nanotechnology.  These powerful tools, with which one 
can image, manipulate, and even fabricate structures 
at scales all the way down to individual atoms, remain 
at the forefront in this revolution.  One mode of 
operation of an STM or AFM is to allow the tip to come 
into complete contact with the surface. In the case of 
a metal tip contacting a metal surface or another tip, a 
bonded contact forms, and if the tip is then lifted away 
from the surface, surface reorganization and diffusion 

often creates a nano-wire of metal that maintains a 
connection between the tip and surface.  This process, 
as captured by high-resolution transmission electron 
microscopy (HRTEM), is shown in Figure 1.  This kind 
of manipulation can be exploited for the intentional 
creation and study of nanowires, whose width can 
sometimes be reduced all the way down to a single 
atomic chain by continuing the retraction process. 
These nanowires are an ideal probe of the nanoscale 
behavior of materials, be it mechanical  [2], or electrical  
[3], and hence are of interest both for fundamental 
studies and because of their expected importance in 
various nanotechnology applications such as electrical 
conductors, and electrical or mechanical switches. 
For example, it has been proposed that on-the-fly 
formation and annihilation of Ag nanowires could act 
as atomic-scale electric switches [4]. However, a deeper 
understanding of the fundamental nanoscale behavior 
of materials is required before these applications 
can become widespread. Indeed, experiments at the 
nanoscale are hard to control and usually lack the 
time resolution necessary to fully understand how the 
systems behave. For example, metallic nanowires are 
often seen to completely disappear from one frame to 
another, leaving one completely in the dark about the 
basic mechanisms leading to their failure. Further, the 
act of imaging itself leads to an uncontrolled increase 
of the temperature of the wire, making it very difficult 
to perform these experiments in controlled and 
reproducible conditions.

Parallel-Replica Dynamics Study of Tip-Surface and Tip-Tip Interactions in Atomic 
Force MicrosCopy and the Formation and Mechanical Properties of Metallic 
Nanowires

Arthur F. Voter
20080759ER
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Figure 1. Series of high resolution transmission electron 
microscope (HRTEM) images showing the contact formation - 
retraction - and rupture processes of two Au tips. (a)-(c): contact 
formation process with (a) corresponding to t=0 sec, (b) t=110/30 
sec, (c) t=129/30 sec; (d)-(f) retraction and rupture processes: (d)
t=0 sec, (e)t=2 sec, (f) t=3 sec. Figures taken from reference [1].

There is thus a pressing need for atomistic numerical 
simulations to complement such experiments and help 
interpret and understand them. The most powerful tool 
to perform this kind of simulations is molecular dynamics 
(MD), whereby one integrates the equations of motion of 
all the atoms in the system, advancing the positions and 
velocities of the atoms by repeatedly taking small steps 
forward in time. In this way, one learns about the evolution 
of the system with full atomistic detail. However, for many 
systems and processes we would like to study, there is 
a serious problem with the mismatch in time scale.  The 
nanowire-stretching process discussed above is a perfect 
example of this problem.  These experiments usually take 
place over seconds or, at the very fastest, milliseconds.  
In contrast, conventional MD simulations are limited to a 
time scale of about one microsecond, even on the fastest 
parallel computer.  Thus, the tip motion in the simulated 
version of this process is 103 to 107 times faster than the 
experimental reality.  Because of this extremely large gap, 
physical arguments suggest that current simulations do not 
adequately represent reality.  

Over the last 10 years, we have been developing 
accelerated molecular dynamics (AMD) methods [5,6,7] 
aimed at this MD time scale problem.  These methods 
shorten the time between thermally activated rare events 
that take the system from conformation to conformation 
(or, equivalently, from state to state), without making 
prior assumptions about what those events will be. One 
of these AMD methods, Parallel-Replica Dynamics (Par-
Rep) [6] is the main methodological tool of our study. 
The Par-Rep method relies on the fact that, if the state-
to-state (or configuration-to-configuration) dynamics of a 
system is thermally activated (which is almost always the 
case for solids around room temperature), the probability 
of escaping from a given state during an infinitesimal 
time interval is constant. Using this fact, one can show 
that the time taken by a single instance of the system 
to find an exit from a state is statistically identical to the 

total time accumulated by N independent replicas of the 
system before any one of them finds an exit path. Thus, 
the process of escaping from a state can be efficiently 
parallelized in time (in contrast with the usual spatial 
approach of large-scale MD) with a theoretical speedup of 
up to N. The method is schematically illustrated in Figure 2. 
Par-Rep is the ideal method for this study for two reasons: 
first, it is the most accurate of the AMD methods and, in 
fact, produces the exact state-to-state dynamics of the 
system if implemented correctly; second, we have shown 
that the method is still valid when treating driven systems, 
in which the boundary conditions are changing in time [8].

Figure 2. Illustration of the Parallel Replica Dynamics procedure: 
the sample to study is replicated on all available processors (A). 
Independent copies are then prepared (B) and propagated in 
time using molecular dynamics (C) until a structural transition 
occurs on one of them (D). Correlated dynamical events are 
allowed to occur (D).  The time accumulated by all copies is 
summed and the process repeated.  Careful implementation 
gives exact long-time dynamics.

In parallel with these methodological advances, a 
revolution in the way super-computers are designed 
is in progress. Indeed, starting with Roadrunner, it is 
expected that most world-class computers will rely on 
so-called hybrid architectures (see below for details).  This 
fundamental change in the way computers are built offers 
a whole new set of possibilities and challenges to scientific 
developers who will have to learn to harness the power 
of these machines in new and imaginative ways if their 
immense potential is to be realized.The objective of this 
project is to adapt the Par-Rep method so that it can make 
optimal use of RR’s hybrid architecture. Using this new 
capability, we demonstrate that it is possible to simulate 
the evolution of nano-systems like nanowires on an 
experimentally accessible millisecond timescale. This has 
not been possible until now, and cannot be achieved on 
any machine we know of other than Roadrunner. 

Scientific Approach and Accomplishments
Due to its hybrid architecture, RR is a prime example of 
the new generation of super-computers.  Indeed, most 
of RR’s processing power is not provided by conventional 
general-purpose CPUs but by “accelerators” which provide 
very high performance by using specialized hardware at 
the cost of very stringent constraint on how they operate. 
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In RR’s case, the general purpose processors are Opterons 
while acceleration is provided by IBM’s Cell Broadband 
Engine or Cell, as illustrated in Figure 3. A Cell is composed 
of a general purpose element (the PPE) to which are 
connected eight vector processing elements (the SPEs). 
Taking full advantage of the SPEs can theoretically deliver 
an impressive 204 GFlop/s (i.e., 204 billion operations 
per second) in single precision or 102 GFlop/s in double 
precision (check).  While this level of performance is 
enticing, this new architecture poses serious challenges 
to scientific programmers.  Indeed, performance gains 
can only be realized at the price of major redesigns of 
existing codes. High-performance applications will now 
need to manage fine-grained, parallelization over a 
heterogeneous collection of processing units (the Opteron, 
the PPE and the SPEs) on top of the usual coarser-grained 
parallelization between Opterons, the former now 
becoming increasingly performance-critical. New strategies 
are thus needed if the promise of next-generation 
supercomputers like RR are to be realized. Specifically, 
the challenge here is to adapt the Par-Rep method to this 
novel architecture in order to push the timescale horizon 
even further.

Figure 3. Illustration of the Roadrunner hybrid Cell architecture.  
The backbone consists of 12,240 Opteron processors connected 
by fast communication lines.  Each Opteron has direct access to 
a much faster Cell, within which there is one general purpose 
element (the PPE) and 8 vector processing elements (SPEs).  Each 
SPE is very fast, but has very limited memory, and its speed can 
only be fully exploited with very specialized code.  The parallel-
replica dynamics (Par-Rep) algorithm takes unique advantage 
of the hybrid architecture for high parallel efficiency. The entire 
atomistic system, which is small (e.g., 1000 atoms), can fit into 
the memory on each SPE.  The Cell, using all 8 SPEs, performs 
hundreds of molecular dynamics steps on the 1000-atom system 
before it needs to send any information back up to the Opteron.  
The Opterons only need to communicate with each other when a 
transition is detected in the atomistic system.  The overhead cost 
of transferring information between the Cell and the Opteron, 
and the communication between Opterons, is thus extremely 
low.

It turns out that RR is ideally suited to the requirement of 

Par-Rep [9]. Indeed, the overall efficiency of simulations 
on RR strongly depends on the efficient use of the SPEs. 
The challenge is formidable since the local memory on 
the SPEs [the so-called Local Store (LS)] is very small: at 
most a few thousand atoms can be stored in the LS, the 
rest remaining in the Cell’s main memory. This implies 
that if the system assigned to each Cell is larger than this, 
atoms will need to be repetitively copied in and out the 
LS to keep the SPEs continuously busy.  Further, some of 
the bookkeeping information that is kept around in most 
MD codes will not be reusable and will instead have to be 
recomputed each time, leading to degraded performance. 
In contrast with conventional space-wise parallelization 
schemes of MD, Par-Rep performs best when simulating 
nano-scale systems containing a thousand atoms or so, 
because the small size limits the rate at which transitions 
can occur. Furthermore, there is a cost associated with 
moving data back and forth from the Opteron processor to 
the Cells. In Par-Rep, this overhead is minimized because 
blocks of many MD steps can be carried out independently 
on the Cells before the results are to be transmitted to 
the Opteron, and eventually to other replicas. Finally, 
the overhead cost of the method is proportional to the 
number of replica used. By efficiently using 10 computing 
elements (1 Opteron core, 1 PPE and 8 SPEs) for each 
replica, we keep this number much lower than on 
conventional platforms. These factors all contribute to 
making RR the ideal machine to extend the timescale 
available to direct MD simulations by many orders of 
magnitude.In order to demonstrate this approach, we 
ported our in-house Par-Rep code --- AMDF --- to RR. To 
benefit from the hybrid architecture, we rewrote the most 
time-consuming sections of the code (the computation 
of the forces acting on each atom and the integration of 
their equations of motion) and offloaded them to the Cell 
processor.  Using our implementation, we determined that 
the time it takes to compute the force on a single atom is 
around 1microsecond (µs) on the Cell, while it is close to 
10 µs on the Opteron alone. RR thus provides us with a 
ten-fold acceleration per replica compared to a standard 
architecture.  Note that, for the reasons discussed above, 
this is almost five times faster than implementations where 
the system as a whole does not fit into Local Store.

Beyond this impressive single replica performance, RR 
enables us to run Par-Rep simulations with up to 12,240 
replicas at the same time. We demonstrated that our 
code still performs at a parallel efficiency of 70-90% on 
the whole machine when transitions are rare enough. 
This means that we can simulate a 1000-atom system 
interacting through an empirical potential at the rate of 
more than one microsecond of simulated time per wall-
clock minute, or about 0.1 millisecond/wall-clock hour. 
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To put this into perspective, a standard MD simulation on 
a fast workstation requires roughly a month to simulate 
one microsecond. Roadrunner thus provides us with an 
unrivaled capability to reach extremely long timescales 
while maintaining full atomistic accuracy, enabling a direct 
correspondence between simulations and experiments.

The main deliverable for this LDRD program is the RR 
implementation of the Par-Rep code, and the resulting 
material simulation capability.  To demonstrate the 
power of this approach, we now briefly discuss some 
simulations on metallic nanowires we have performed 
since the completion of the port.  Specifically, we wish to 
understand how these wires react to external mechanical 
perturbations, like strain, and how this reaction depends 
on critical factors like strain rate (the velocity at which the 
wire is deformed), temperature and size. As mentioned 
earlier, the answer to these questions is extremely 
valuable to interpret experiments where the environment 
is difficult to control. In contrast, in simulations, we have 
a total control on the conditions and we have access to all 
physical quantities fully resolved in both time and space.

During the open-science period ending in September 
2009, we simulated the stretching of three different sizes 
and shapes of silver nanowires under different conditions 
of temperature and strain-rate, reaching more than 
one millisecond of simulation time in a few instances, 
more than a thousand times longer than conventional 
techniques would have allowed. Overall, we were able to 
study the change of behavior of these wires while varying 
the strain rate by more than 4 orders of magnitudes, a 
feat that was unthinkable before the advent of RR.While 
the analysis of the results is still ongoing, a picture of the 
evolution of these systems is emerging. The basic plastic 
reaction of the system when subjected to strain is to 
create stacking faults along (111) planes. These stacking 
faults are highlighted in red in Figure 4. The formation 
of a zig-zag network of such stacking faults causes the 
release of internal stresses while leading to the elongation 
and narrowing of the wire. Interestingly, almost all wires, 
almost independently of temperature or strain rate initially 
behave this way. However, the subsequent evolution of 
the wire is exquisitely sensitive. As shown in Figure 5, 
these stacking faults are stable on MD timescales (at a 
strain rate of 10-1 m/s) and they act as nucleation points 
for more defects that ultimately accumulate and lead to 
the necking and failure of the wire after being stretched by 
about 25%.  In contrast, at Par-Rep-accessible strain rates 
of 10-5 m/s, these stacking faults have time to annihilate, 
leaving behind a defect-free wire that is uniformly thinned 
down relative to the initial configuration (see bottom part 
of Figure 5). This process then repeats, postponing failure 

to around 50% stretch or more. While the analysis of the 
exact mechanisms leading to failure at lower strain rates 
is not completed, we have already established that their 
nature is completely different on experimental timescales 
than on MD timescales, clearly demonstrating the need 
for tools like Par-Rep on RR if connection to experiments is 
sought.

Figure 4. Silver nanowire at different amounts of stretching 
(dL) with stretching velocity 10-6 m/s from our Roadrunner 
simulation. Atoms colored in red highlight stacking faults.
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Figure 5. Snapshots of two silver nanowires stretched at 10-1 
m/s and 10-5 m/s, respectively. Note the necking and imminent 
failure in the fast-strained wire (top). Atoms colored in red 

highlight stacking faults and other defects.

Impact on National Missions 
The main impact of the project is to add a unique 
extremely-long-timescale atomistic simulation capability 
to the laboratory’s portfolio. Such a capability can 
be leveraged to benefit many of the ongoing efforts 
related to the understanding of materials, ranging from 
radiation-damage annealing to stress-corrosion cracking, 
to nanoscale friction. This work thus contributes to 
the DOE missions in Energy Security, Nuclear Security, 
Environmental Responsibility, and Scientific Discovery and 
Innovation.  We are already using this new capability in 
our core BES program on accelerated molecular dynamics 
methods, and soon will be using it in our SciDAC program 
on stress-corrosion cracking [10] and in the recently 
funded EFRC program on controlling radiation damage 
through interface design. 
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Abstract
In this project we explored the different rates of 
oxidation of gallium and plutonium in gallium stabilized 
delta phase plutonium alloys, and whether these 
differences could be used to develop a new chemical 
chronometer for use in nuclear forensics science.  
The fundamental premise was that differences in 
electronegativity between plutonium and the alloying 
element impart different rates of chemical oxidation 
which can be used as a chemical chronometer. 
We utilized X-ray Absorption Fine Structure (XAFS) 
spectroscopy to study both the gallium and the 
plutonium oxidation of a series of artificially-corroded 
samples of plutonium-gallium alloys.  We found that 
the delta phase plutonium corroded rapidly, while 
alpha-prime oxidized more slowly, with both plutonium 
phases oxidizing much faster than the gallium.  The 
different ratios of oxidized:metallic material for the 
separate Pu and Ga environments as measured by 
XAFS therefore constitute a potential chronometer that 
can determine the time since it was exposed to the 
environment.  The system proved more complex than 
anticipated, and the relationship between concentration 
and time that defines the working of the clock itself was 
not determined during the short (less than one year) 
duration of this project, but the work led to two new 
funded projects in nuclear forensics.

Background and Research Objectives
Our research objective was to demonstrate proof of 
principle of a new chemical chronometer for use in 
nuclear forensics applications.  Traditional long-lived 
actinide nuclear chronometers based on 241Am/241Pu 
ratio are currently used in nuclear forensics to date the 
time since the last chemical separation of plutonium.  
While heavily relied upon in nuclear forensics due to 
their high precision, they provide no information about 
chemical composition (speciation) that can provide 
additional information on sample history, source, and 

intended use.  In the case of plutonium alloys used 
in nuclear devices, we proposed development of a 
new chemical chronometer based on fundamental 
differences in electronegativity of plutonium and 
alloying elements. These differences in electronegativity 
impart different rates of chemical oxidation which can 
be used as a chemical chronometer.  By combining 
nuclear and chemical chronometers, a much greater 
level of understanding can be achieved to better 
characterize the history, origin, and intended use of 
nuclear material.

To understand the relevance of a chemical chronometer 
to national security, consider the Denver scenario, where 
a terrorist group is building a nuclear or radiological 
device in the Denver Metropolitan area.  A sample 
is detected and determined to contain plutonium.  
Isotopic analysis (nuclear chronometer) reveals that the 
plutonium was last separated 40 years ago.  For national 
security response, we must be able to determine if this 
plutonium is 40 year old legacy contamination from 
the decommissioned Rocky Flats site, or whether 40 
year old material was recently in metallic form in the 
past few weeks or months, and therefore an indication 
of a terrorist threat.  For this, we need to identify the 
chemical form of the different elements, and then 
work backwards to assess its chemical aging history.  
Determining this connection through differences in 
oxidation rates between Pu and Ga within an alloy forms 
the basis for a chemical chronometer, and represents 
the underlying science of this proposal. 

The critical issue in this scenario is not when the 
plutonium was originally produced and separated, 
but how recently it may have been metallic or in 
another chemical form indicative of an end use of 
immediate or future concern to the U.S. intelligence 
and security communities. In contrast to production or 
separation date, there is currently no method or suite of 
measurements in the forensics field that can provide this 

Chemical Chronometers for Nuclear Forensics Applications
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historical information on chemical form that is essential 
in assigning a degree of threat and formulating the 
appropriate response. This work offers the initial proof of 
principle for an approach that will fill this gap.

Scientific Approach and Accomplishments
The most common form for metallic Pu, established 
during the Manhattan Project, is the alloy with around one 
weight-percent Ga to retain it in the malleable δ phase. 
For this study, several coupons of δ-stabilized PuGa of 
around 1 wt-% Ga were prepared. They were polished 
in sequence, and immediately placed in a chamber with 
controlled temperature and humidity. Unlike a powder, 
oxidation will be limited by diffusion as the oxide layer on 
the surface becomes thicker. Corrosion times were 0, 7, 14, 
30 and 60 days. At the end of this time all of the coupons 
were moved together into an inert atmosphere that should 
terminate the oxidation process, loaded into XAFS sample 
holders taking care not to remove the surface oxide, and 
shipped to the Stanford Synchrotron Radiation Laboratory 
where Pu L3- and Ga K-edge XAFS measurements were 
performed at 80 K. The extent of oxidation was determined 
by comparison with the same alloy sample that has not 
been exposed to air and water vapor as both the loss 
of the metallic species –in terms of the reduction in 
amplitude of both the first and the third nearest neighbor 
shells of the metal structure – and the direct observation 
of neighbor shells that are uniquely assigned to oxide. 

Because of the element specificity of X-ray Absorption Fine 
Structure (XAFS), we were able to observe that the average 
Ga environment underwent significantly less chemical 
oxidation than the Pu (Figure 1). In other words, the Ga 
XAFS was very similar to metallic Ga in unoxidized alloy 
samples whereas the Pu XAFS showed a mixture of Pu 
metal and oxide. It suggests a differential rate of corrosion 
of Pu and Ga within the alloy.  The differential rates of 
corrosion apply to the local environments of the Pu and Ga 
atoms even when they are intimately mixed on the atomic 
scale in Pu-Ga alloys. In the sample that was measured 
(Figure 1, bottom), Pu atoms that are not in proximity 
to Ga atoms readily react with air to form PuO2-like 
environments.  In contrast, Pu atoms in proximity to Ga are 
inhibited so that the Ga environments  remain very similar 
to what they are in the original metallic form (Figure 1, 
top). Differential corrosion rates are consistent with our 
current understanding of plutonium behavior, and we 
currently employ differences in oxidation chemistry within 
the ARIES process to preferentially extract Pu from other 
metals in composite assemblies . In the Ga-stabilized Pu 
alloys, the nanoscale Ga-centered domains will eventually 
oxidize to Ga2O3 – as we have observed in our studies of 
PuO2+x – but at a much slower rate than the oxidation of 

Pu. The different ratios of oxidized:metallic material for the 
separate Pu and Ga environments as measured by XAFS 
therefore constitute a potential chemical chronometer for 
δ Pu(Ga) that will determine the time since it was exposed 
to the environment in its original pure alloyed metal form.
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Figure 1. Ga (top) and Pu (bottom) XAFS spectra of a pure δ-Pu 
1.4 wt% Ga sample shown in black. Shown in red are the Ga 
(top) and Pu (bottom) XAFS of a corroded sample showing the 
retention of Ga metal and oxidation of Pu to PuO2+x.

Bulk XAFS results on a series of samples show that upon 
corrosion of metallic Pu with water vapor, the fraction 
of Pu in ordered metallic form was found to decrease, 
but by a mechanism much more complex than has been 
previously described. The α′ component in the mixtures 
was completely retained over the entire duration of 
the exposure. All of the losses of metallic Pu therefore 
occurred in the δ component, and this included the Ga. 
The lost δ Pu that was presumably oxidized was shown to 
form PuO2+x with an average, 2.5 Å Pu-O bond length that 
does not occur in any of the PuO2-like materials that we 
have previously measured.  This work demonstrated that 
differences in chemical corrosion rate between Pu and Ga 
are observed.  More work is needed to work out details for 
development of an actual chemical chronometer.

Impact on National Missions
The need to employ new nuclear forensics techniques 
is vital to sponsors and decision-makers for source 
attribution.  A revolutionary approach to nuclear 
forensic analysis has direct benefit to three difficult to 
address national security issues; 1) identifying materials 
associated with illicit material handling and trafficking; 
2) locating clandestine facilities producing, processing, 
and weaponizing nuclear material; and 3) detecting 
undeclared operations within nuclear facilities under IAEA 
safeguards.  The improved ability to distinguish samples 
with differing processing and environmental exposure 
histories, as described in the Denver scenario, are key to 
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all of these applications.  For example, the IAEA collects 
environmental swipe samples for particle analysis under 
the Additional Protocol inspection regime.  Occasionally, a 
particle analysis yields isotopic data that is not consistent 
with declared operations.  It is often difficult to assess 
these incidents, as a particle could be legacy material from 
before the facility came under safeguards, or even brought 
in on equipment or personnel from another facility.  If 
particle weathering and aging could be assessed through 
chemical speciation then it would be immediately obvious 
if the particle in question were from a recent operation or 
was legacy material or even from another site.

Work performed under this proposal laid important 
groundwork for FY10 funding. Portions of that concept that 
employed traditional forensics analysis (morphology of 
uranium oxides) are now funded in FY10 by the Domestic 
Nuclear Detection Office at that Department of Homeland 
Security (DNDO/DHS), and portions utilizing XAFS 
spectroscopy are now funded by the FBI.
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Abstract
Photon detection lies at the heart of numerous 
applications in national security and fundamental 
science. Space surveillance [1], nuclear threat detection 
[2], quantum science, and biomolecular imaging all 
have a compelling need for broadband, high efficiency, 
low noise, fast single photon detectors. Conventional 
technologies fall short in at least one of these areas, 
forcing application-specific compromises. A new class of 
cryogenic detector, the superconducting nanowire single 
photon detector (SNSPD, Figure 1), has the potential 
to revolutionize the field of single photon detection 
through a combination of unsurpassed performance in 
all critical parameters (scalability, broadband efficiency, 
dark count rate, speed). Current development of 
these detectors is limited by materials difficulties that 
affect yield and performance, making it impossible 
to study the underlying physics and determine the 
fundamental limits of detector operation. To overcome 
these problems, we are using two complementary 
thin-film growth techniques that are unique to Los 
Alamos National Laboratory: Energetic Neutral Atom 
Beam Lithography & Epitaxy (ENABLE) [3] and Polymer 
Assisted Deposition (PAD) [4].  We are now applying 
these capabilities to systematically tune materials 
properties, correlate device performance with materials 
characterization (Figure 2), and develop the needed 
theory for dissipation in nanoscale superconductors. 
One of our major goals is to transform the SNSPD 
field from one based on empirical device designs (i.e. 
irreproducible recipes) to a quantitative, systematic 
discovery of device physics (predictive science 
with control).  We have already made progress, as 
demonstrated by three crucial results from our team in 
the past year:

Film growth• — Both methods proven to make the 
high quality films needed (Figure 2).

Materials control• — Transition temperature 
adjustable by growth parameters.

Theory• — A new paradigm for dark counts in 
nanoscale superconducting detectors.

Figure 1. Scanning-electron micrograph of a superconducting 
nanowire single photon detector (SNSPD) consisting of a 
serpentine-shaped niobium nitride nanowire (courtesy MIT).  
Schematic diagram of photon absorption, hotspot formation, 
and creation of fully-normal section of the nanowire.

Figure 2. Microstructure and superconducting transition of 
high-quality LANL-grown NbN thin films. Left Panel: High-
resolution transmission-electron micrograph (HRTEM) of PAD-
grown epitaxial NbN (18 nm thin) on SrTiO3. HRTEM shows 
excellent crystallinity and sharp interface with substrate. 
Center Panel: ρ(T) around Tc for films shown in left panel 
(black) and right panel (red). Tc=14K for film in left panel; 
Tc=10K for film in right panel; difference in Tc due to thickness. 
Right Panel: HRTEM of ENABLE-grown epitaxial NbN (5 nm 
thin) on Al2O3 with GaN cap layer (8 nm). HRTEM shows 
excellent crystallinity, sharp interface with substrate, ~0.3 nm 
rms roughness at NbN-GaN interface, and ~5 nm grain size. 
Grain boundaries are indicated by arrows.

Superconducting Nanowire Single Photon Detector Development
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Background and Research Objectives
The fundamental technical advantage of cryogenic sensors 
is ultra-low noise due to their low operating temperatures 
that can be exploited to achieve extraordinary signal-to-
noise ratio (SNR) for photon detection. Cryogenic detectors 
are becoming practical alternatives to conventional 
detectors due to two advances that overcome previous 
technical challenges. First, advanced refrigerators are now 
commercially available, delivering low (T<4K) temperatures 
with no liquid helium [5]. Second, new techniques 
have been developed for fabrication and readout of 
large focal-plane arrays (e.g. >1200 pixels per chip for 
submillimeter astronomy, >60 pixels per chip for gamma-ray 
spectroscopy) [6]. Furthermore, there has recently been 
intense creativity in this field resulting in the invention of 
new classes of cryogenic detectors including the voltage-
biased transition-edge-sensor (TES), kinetic inductance 
bolometers, superconducting serpentine delay-lines, and 
SNSPDs [7,8]. Even though a few groups have succeeded 
in making NbN films of sufficient quality to make SNSPDs, 
major issues impede their development and widespread 
use. First, the best detectors are made from films deposited 
by reactive sputtering at high temperatures, precluding the 
fabrication of monolithic devices integrated with readout 
and biasing electronics or a full optical cavity that can be 
used to increase the detectors’ efficiency to a value close 
to unity. Process yield, film uniformity, and reproducibility 
are far too low to allow either the fabrication of large-scale 
SNSPD arrays or the creation of sufficiently large active 
areas suitable for efficient coupling to an external light 
source. Finally, most importantly, the rather crude sputter 
deposition methods used thus far to make SNSPDs offer 
few opportunities for systematically varying film properties, 
such as crystallinity and grain size, in a controllable fashion. 
Published work also lacks thorough studies correlating 
specific, controllable materials parameters (e.g. grain size or 
crystal phase) with device performance—a critical step for 
improving SNSPDs.

An SNSPD is a long (~1000 µm), narrow (~100 nm), and 
thin (~4 nm) superconducting wire in a serpentine pattern 
(typically 10 µm x 10 µm) biased close to the critical 
superconducting current (Ic), the current at which the 
nanowire becomes resistive (i.e. normal conducting). 
As depicted in Figure 1, absorption of a photon in the 
wire creates a “hotspot” of high-resistance material in 
the normal state. The superconducting current diverts 
around the hotspot, increasing the current density in the 
“sidewalks” of the device. If the current density in the 
sidewalks exceeds the critical current density (J>Jc), then 
both the sidewalks and hotspot become normal, a small 
section of the wire is no longer superconducting (red stripe 
across the nanowire in Figure 1), and a voltage is produced. 

Joule heating causes electrothermal runaway, and more of 
the nanowire becomes normal conducting. Consequently 
voltage increases to measureable levels (~mV) and the 
current decreases (depending on circuit). Hence, the device 
recovers. The entire process of hotspot formation and 
recovery can take less than a nanosecond, giving GHz count 
rates and timing resolutions of tens of picoseconds.

Scientific Approach and Accomplishments
Our two complementary growth techniques provide us 
with an exceptional opportunity to develop a theoretical 
framework that can be validated by controlled experimental 
studies. Initial films have been characterized, and the 
results are being used to grow films with specific physical 
properties. In parallel, a theoretical model is being 
developed for predicting the relationships between 
material characteristics (crystallinity, grain size, dynamic 
response) and basic superconducting properties (critical 
temperature Tc, coherence length ξ, and penetration depth 
λ). Film characterization results and device performance 
are being used to test theoretical models. In this manner, 
theory and experiment are coupled for predictive science, 
rather than trial and error, to optimize detector design and 
performance.

(1) In combination with film characterization, theory is 
addressing the key questions of the degree of structural, 
electrical, and superconducting granularity of the nanowire.  
Generally, granularity limits the SNSPD operation due to 
a distribution of weak inter-grain links, making it difficult 
to bias the detector close to the intra-grain critical 
supercurrent.  Hence, photon detection efficiency of a 
detector with grain size D of the order ξ  is expected to be 
suppressed, as it will be dominated by the weakest link 
with small photon absorption cross-section.  To extract the 
relevant superconducting granularity, we used microscopic 
structural measurements (TEM, AFM) and electric transport 
measurements at temperatures above and below the 
superconducting transition Tc.  From measurements of 
resistivity, critical current, and the width of Tc, theory can 
identify if the film is uniform or granular and guide detector 
development accordingly. This is crucial for optimizing 
growth conditions for both ENABLE and PAD.

(2) Understanding and controlling dark counts is essential 
for designing high-efficiency detectors with high signal 
to noise ratios. Dark counts are induced by thermal 
fluctuations of the superconducting condensate, and thus 
are unavoidable, especially at high bias currents. In this 
project, we have made significant progress in identifying 
the microscopic mechanism for dark counts. In thin uniform 
films of thickness d, where the Pearl length Λ=2λ2/d is much 
larger than the magnetic penetration depth λ or the width 
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w of the wire (Λ»w»ξ), we have proposed that dark counts 
are caused by single vortices (topological defects in the 
superconducting wave function) crossing the wire.  This 
scenario breaks with the widely held belief that vortex-
antivortex pair unbinding is responsible for dark counts [9], 
which has been unsuccessful in describing measured I-V 
(current-voltage) characteristics of thin films.

Our newly developed theory goes beyond the mean-field 
theories for thin films [10], which can qualitatively explain 
the three observed regimes in the I-V characteristics 
(ohmic, power-law, and exponential regimes (see Figure 
3) depending on the bias current). However, mean-
field theories neglect thermal fluctuations. They fail to 
quantitatively describe the I-V characteristics by several 
orders of magnitude. In the past, thermal fluctuations 
have only been considered for the case of one-dimensional 
wires [11]. We have, for the first time, devised a numerical 
technique for determining the effect of thermal fluctuations 
in two-dimensional nanowires such as SNSPDs. Similar to 
the work by McCumber and Langer [11], our theory is based 
on rate equations for transitions between metastable states 
of a film with decaying supercurrent, where a single crossing 
vortex induces a transition between metastable states [12]. 
Hence, we can calculate numerically the potential barriers 
for vortex entry, as well as crossing rates as a function of 
applied bias current, temperature, film width and thickness.

Figure 3. First attempt to compare theory with data in 
exponential I-V regime; dark counts are proportional to voltage.

We can test the validity of our theory by comparing 
our predictions (based on the parameters extracted in 
step (1) above) with observed dark count rates and I-V 
characteristics. Experiment ally, dark counts have the same 
voltage pulse shape V(t) as counts arising from photon 
absorption, a clear indication of hotspot formation and 
electrothermal runaway.  In the case of dark counts, the 
deposited energy is not due to a photon, but rather is 
generated by the dissipative motion of a vortex crossing 
the wire. Another prediction of our theory is the existence 
of “cold” dark counts, which correspond to vortex crossings 
that do not induce a hotspot, and thus may not be visible 
within our electrical bandwidth.  However, they generate a 
background DC voltage in the SNSPD that can be extracted 
to estimate their occurrence rate. We are the first to 
predict the magnitude and duration of V(t) with time-
integrated value ∫V(t)dt=Φ0, with flux quantum Φ0.

Polymer-assisted deposition (PAD) is a chemical solution 
deposition technique invented at LANL/MPA [13] used to 
grow epitaxial complex metal oxide and nitride thin films. 
In this process, the soluble polymer plays a significant role 
in preparing high quality compound films by controlling 
the desired viscosity for the process and binding the 
metal ions to prevent premature precipitation and 
formation of metal oligomers. The result is a homogeneous 
distribution of the metal precursors in the solution and 
the formation of uniform metal oxide or nitride films. 
PAD can be used to grow epitaxial films even when a 
large lattice mismatch exists, which has been shown to 
be helpful for SNSPD operation [14]. PAD has recently 
been used to grow thin (18 nm) epitaxial NbN films on 
a SrTiO3 (STO) substrate (12.6% lattice mismatch), with 
high superconducting critical temperature of 14 K and 
excellent interface quality (Figure 2). PAD-grown NbN has 
impressive materials properties: using X-ray diffraction 
and electron micrcoscopy, we find these films are highly 
crystalline (∆θ=1.5°), well aligned in plane, smooth, dense, 
uniform, and relaxed (low stress). Consistent with these 
materials characteristics, the superconducting properties 
are also outstanding: metallic conduction from room 
temperature to Tc, a sharp transition (Figure 2, center 
panel), large critical current density (~5MA/cm2), and (to 
the best of our knowledge) the largest residual resistivity 
ratio (RRR) yet measured for thin film NbN (RRR=98.4) [4]. 
We are currently growing thinner NbN films (4-10 nm) for 
characterization.

Energetic Neutral Atom Beam Lithography & Epitaxy 
(ENABLE) can be used to controllably grow extremely 
high-quality epitaxial, highly crystalline thin films at low 
temperatures. ENABLE utilizes a collimated beam of 
neutral reactive nitrogen (N) atoms with kinetic energies of 
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a few electron volts (1 to 5 eV) to activate surface chemical 
reactions. The kinetic energy and high reactivity of neutral 
N atoms allow low-temperature growth of nitride thin 
film materials by simultaneously exposing substrates to 
energetic N atoms and an evaporated metal flux [15]. 
This capability for low-temperature growth is in contrast 
with other methods (including PAD whose NbN process 
uses a 950°C annealing step) for making epitaxial nitride 
films (e.g. InGaN, NbN). Since the kinetic energy range 
covers most chemical bond energies but is too low to 
induce damage, it is ideal for synthesizing a wide range of 
high-purity thin film materials with few intrinsic defects. 
Unlike reactive sputtering, the destructive method used by 
other groups to grow SNSPDs, the ENABLE process allows 
fine control over material parameters (e.g. composition, 
granularity, phase, etc.). As shown in Figure 2, ENABLE 
has grown superconducting NbN in our target thickness 
range (4-10 nm), with excellent materials characteristics. 
Films are highly crystalline (δ-fcc phase, ∆θ=0.3°), smooth 
(rms roughness approx. lattice spacing), and continuous; 
from HRTEM images, we see the sharp interface with 
the sapphire substrate and a grain size of ~5nm. The 
superconducting transition occurs at Tc=10 K and is slightly 
rounded (∆Tc=0.5 K), consistent with our expectations 
for grain size comparable to the coherence length.  By 
comparing Tc and thickness (d) of several ENABLE-grown 
films with the expected Tc suppression (Tc,bulk-Tc1/d) and 
literature values, we conclude that these films are on par 
with the best films for a given thickness.

Demonstrated tunability of ENABLE film growth: 
Importantly, we have also demonstrated that we have 
access to parameters (other than growth and annealing 
temperature), for adjusting film properties. Figure 4 
shows that increasing the N atom flux increases the 
transition temperature Tc. This increase in Tc is also strongly 
correlated with a crossover from two dimensional, layer-
by-layer growth to three-dimensional, island growth, 
as determined from in-situ electron diffraction (RHEED) 
patterns. Based on the high N atom flux and similarity 
to other nitride systems [3,15], our expectation is that 
the ENABLE-grown NbN is stoichiometric and increasing 
N atom flux principally changes morphology, not 
composition. Under these conditions, ENABLE offers direct 
tunability between growth modes and associated film 
characteristics. Additionally, there are several parameters 
we have not yet explored: N atom energy (currently ~1.8 
eV), overall growth rate (known to be crucial for epitaxy of 
other nitrides and oxides), substrate materials, nucleation 
layers, and substrate pretreatment.

Figure 4. Tunability of ENABLE films. The superconducting critical 
temperature increases with the flow of nitrogen, as discussed in 
the text.

Impact on National Missions
A major goal of our work is to establish the scientific 
foundation in nanoscale superconductivity (theory, 
materials & device physics) necessary to develop SNSPDs 
into a technology that will deliver a broadband, high-
efficiency, high-speed, low-noise single photon camera—a 
truly revolutionary technology. This project for developing 
SNSPDs should be viewed in the context of developing a 
larger LANL program for applying cryogenic detectors to 
national security problems. The success reported above 
is based on one year of LDRD “reserve funding” and has 
provided the necessary catalyst for an expanded LDRD-DR 
FY10-12 project. In particular, it led to the conversion of T. 
Williamson from postdoctoral researcher to staff. 

As indicated by a DARPA workshop, DOE-sponsored 
conferences, and DHS proposal calls, several government 
agencies recognize the need for advanced detector 
technologies. In the long term, we foresee instruments 
based on SNSPD focal-plane arrays replacing existing 
technology in three major LANL mission areas demanding 
maximum sensitivity: low-light imaging (RULLI/NCAM), 
SSA, and IR hyperspectral imaging. Each of these mission 
areas relies on LANL science capability and has strong 
programmatic backing.
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Abstract
We have examined a new class of ligands for advanced 
lanthanide/actinide separations chemistry.   These 
ligands referred to as bitetrazole amine are polydentate 
high-nitrogen content ligands that are water soluble and 
are relatively inexpensive and simple to prepare on large 
scales.  To date, we have prepared and characterized 
several new lanthanide complexes of bitetrazole derived 
ligands and examined their separations properties by 
electronic structure theory calculations and liquid-liquid 
extraction studies using radioactive tracers.  We have 
shown that these ligands form stable complexes with 
lanthanides and actinides and have good evidence to 
suggest that these new cost effective ligands separate 
lanthanides from actinides at pH values between 2.0 and 
3.0.

Background and Research Objectives
There has been a resurgent interest in actinide chemistry 
to support nuclear energy production [1].   If the U.S. 
nuclear energy footprint is to increase, as present 
trends indicate, improved methods for the treatment 
of spent nuclear fuel (SNF) will have to be developed.  
Indeed, the 2006 report by the US DOE Office of Basic 
Energy Sciences on Basic Research Needs for Advanced 
Nuclear Energy Systems identified the grand challenge of 
“Understanding and Designing New Molecular Systems 
to Gain Unprecedented Control of Chemical Selectivity 
during Processing”, and explicitly calls for advanced 
separations chemistries to be developed that utilize 
new and novel chemistry agents [2].  The Separations 
Campaign of the AFCI has recently established a Sigma 
Team to undertake high-risk research on advanced 
nuclear fuel reprocessing methods.  The current “Grand 
Challenge” of this team is to develop a more robust one-
step actinide/lanthanide separation process.  

The primary commercial process used to treat spent 
nuclear fuel, PUREX, recovers Pu and U from spent 
nuclear fuel (SNF).  The AFCI has developed a series 

of liquid-liquid extraction processes called UREX+ to 
further partition SNF to allow complete actinide recycle 
and more efficient disposition of the fission products.  
Although UREX+ has been an outstanding achievement, 
the separation of trivalent minor actinide (Am, Cm) 
from the lanthanides (Ln) is a key step that is currently 
accomplished with a complex series of processes that 
would be costly to implement in a commercial facility.  
Although the TRUEX-TALSPEAK processes (Figure 1) 
can be used to achieve this separation, the required 
conditions are not ideal.  For example, the extraction 
works only for solutions of low acidity (i.e., pH ~ 3.0) 
although typical feed solutions are > 1.0 M nitric acid 
and feed adjustment to accommodate TALSPEAK adds 
substantially to the cost.  Additionally, the TALSPEAK 
process contains diluents and extractants that do 
not follow the CHON principle.  The CHON principle 
requires molecules to consist of only carbon, hydrogen, 
nitrogen, and oxygen such that they are completely 
incinerable and secondary waste is minimized.  This 
principle is extremely important to European methods 
of nuclear fuel reprocessing.  Research over the last 
decade involving polydentate soft donor ligands 
has evolved to produce new extractants that could 
revolutionize lanathanide/actinide separations science 
[3, 4]. The ligands that have shown the most promise 
are polydentate high-nitrogen content ligands such as 
bis-triazinyl pyridine (BTP), shown in Figure 2.  The use 
of BTP-type ligands has been shown to dramatically 
improve separations of transplutonium elements (Am 
and Cm) from lanthanides with separation factors 
(SFAm/Eu) ≥ 100 [4]. Although these ligands could serve 
as strong extractants for actinides over lanthanides 
the disadvantages to their use include the high cost 
of synthesis and inadequate radiation stability.  Still, 
the progress with this new approach suggests that 
other high-nitrogen content polydentate ligands might 
display similar or even greater separations efficiency 
with lower cost and potentially greater stability.  For 
example, bitetrazole amine (Figure 2) has been shown 

High-Nitrogen Polydentate Ligands for Lanthanide/Actinide Separations
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to form N-bonded polydentate complexes with a variety of 
transition metals, including Fe, Cu, Ni, and Co [5].  There 
are several  potential advantages to the use of BTA type 
ligands relative to BTP such as the low cost and relatively 
simple large-scale preparation of the neutral ligand, the 
ability to form a highly charged species in solution (Figure 
2, deprotonated form), and water solubility which in turn 
could improve the kinetics of metal complexation.      

   

Figure 1. Urex+ extraction Process

Figure 2. High Nitrogen Polydentate Ligands 

Fundamental studies by our team have revealed that 
f-element complexes of BTA can be prepared and 
lanthanide complexes have been isolated in high yield and 
have been fully characterized.  Theoretical calculations 
predict that actinide complexes of BTA should be stable 
and preferred over lanthanide complexes.  Specifically, 
calculations show that actinide complexation is favored 
over lanthanide extraction by 18-56 KJ/mol.  To date, 
extraction studies with BTA, a co-extractant (HDEHP) and 
radioisotopes americium-241 and europium-152 suggest 
that separation is favorable above pH 2. 

Scientific Approach and Accomplishments
We have examined the fundamental chemistry of the high 
nitrogen ligands BTA with several lanthanides.  We have 
found that these ligands coordinate lanthanide cations 
well.  Indeed, La3+, Ce3+, Pr3+, Eu3+ and Nd3+ all form stable 
complexes with BTA in aqueous solutions under ambient 
conditions with high yield and purity.  These new complexes 
have been characterized by X-ray crystal diffraction 
(Figure 3), elemental analysis, FT-IR spectroscopy, and 
NMR spectroscopy.  Additionally, we measured the 
equilibrium constants of BTA by titrating acidic solutions 
of diammonium BTA and lanthanum BTA with a standard 
sodium hydroxide (NaOH) solution.  The results are shown 
in Figure 4.  All new lanthanide complexes were safety 
tested and do not show any energetic sensitivity towards 
thermal stress (DSC differential scanning calorimetry) 
drop weight impact, friction, or spark.  Preliminary studies 
suggest that BTA does bind to uranium(VI) in neutral 
aqueous solutions but isolation of this new compounds and 
definitive characterization by X-ray crystallography has not 
been confirmed.  

Figure 3. X-ray Crystal Structure of La-BTA and Eu-BTA
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Figure 4. Equilibrium Constants for BTA at 20C with HNO3 and 
NaOH

Density functional theory (DFT) calculations in 
collaboration with Neil Henson and Rich Martin (T-1) to 
investigate the electronic structure theory of BTA ligands 
with lanthanide and actinides were performed.  The 
optimized geometries for Ln(III) complexes are in good 
agreement with our crystallographic data suggesting that 
the DFT models are good and crystal packing has little 
effect on the preferred structure.  The DFT calculations 
further predict that it is thermodynamically possible to add 
more than two BTA ligands to an f-element (i.e., actinide 
or lanthanide) and that the average binding energy for the 
BT/BTA ligands to the metal is 5-8 times greater than for a 
water molecule.  These calculations also predict that these 
high nitrogen ligands should effectively separate actinides 
from lanthanides.  More specifically, actinide extraction by 
BTA is favored over lanthanide extraction by 18-56 KJ/mol 
[6].

To evaluate, further, the potential for BTA-type ligands to 
separate lanthanides from actinide separations in spent 
nuclear fuel, we performed liquid-liquid extraction studies 
using radioactive tracers (gamma emitters Am-241 and 
Eu-152).  More specifically, we measured the distribution 
coefficients (Dorg/aq) of either Am-241 or Eu-152 in organic 
and aqueous phases of solutions containing the BTA ligand, 
a co-extractant di-2-ethylhexylphosphoric acid (HDEHP), 
nitric acid (HNO3), and hydrochloric acid (HCl) between 
pH values of 0 and 3.  The results of these extractions are 
shown in Figure 5.  Although these values are preliminary 
and further studies are needed to confirm these results, 
the data suggest that separation begins to occur near pH 
2.0 but is much stronger at pH 3.0.  The data are consistent 
with the results of theoretical calculations such that the 
actinide (Am-241) binds more strongly to BTA and remains 
in the aqueous phase in the presence of HDEHP while 
the lanthanide (Eu-152) is more easily extracted into the 
organic phase by HDEHP.      

Figure 5. Separations Data for Liqui-Liquid Extractions with 
Am-241 and Eu-152

In summary, we have prepared and characterized several 
new lanthanide complexes of the high nitrogen ligand 
BTA.  Electronic structure theory calculations suggest that 
BTA should favor actinide binding over lanthanide binding 
and could serve as potential extractants for spent nuclear 
fuel.  Preliminary separations studies using radioactive 
tracers confirm these calculations but more experiments 
are necessary to determine if BTA could be used to develop 
a more robust lanthanide-actinide separations process.  
However, the results of this work have also led to new 
studies to prepare organic soluble BTA ligands which could 
have potential as a one-step lanthanide-actinide single 
liquid-liquid extractant.

Impact on National Missions
Revolutionary separation processes to partition actinides 
from lanthanides and other fission products could result 
from the fundamental knowledge developed through this 
work. They would lead to improved safety, economics, and 
proliferation resistance of future plants for partitioning 
spent nuclear fuel. This includes separation processes 
for the spent fuel produced by the fast reactor systems 
that are designed to fission the actinide inventory more 
effectively than the light water reactors. The increased 
control of f-element coordination chemistry would also be 
expected to provide new synthetic approaches to prepare 
more challenging fuel types, such as the transmutation 
fuels for fast reactors.  
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Abstract
LANL has established that one central aspect of the 
Laboratory’s now-publicly-stated initiatives in energy will 
be distributed electrical energy storage. Noting that of 
the many approaches to energy storage worldwide, only 
a few, among them electrosynthetic production of fuels 
and electrochemical capacitors require fundamental 
science. There is also a synergy in any process involving 
electrodes and electrolytes (such as hydrogen 
electrolysis, ammonia synthesis, charging and discharging 
batteries, ultracapacitors, fuel cells and more) because 
there is a region of operation where no current flows 
and no chemistry occurs, and another region where 
current flows and chemistry does occur. Expanding 
upward in voltage the zero-current region increases 
the energy density of ultracapacitor-like devices, while 
expanding downward in voltage the current-flow 
region improves the efficiency of electrosynthetic-like 
processes. However, at the most fundamental science 
level, it is clear that these processes are simply limits of 
one science driver. The goal of this work was to begin 
laying groundwork for “Understanding energy storage via 
electron-matter interactions at nano interfaces far from 
equilibrium, under extremes of electric field and at pH 
and temperature levels outside the biological envelope.”

Background and Research Objectives
In this LDRD reserve project, it is important to realize 
that only a very small but crucial part of this overall 
research plan could be executed. Thus in an attempt to 
focus on a challenge that is achievable, sets the stage for 
more comprehensive research, and provides validation 
of measurement, fabrication, and analysis capabilities 
that we are just now bringing to bear on the problem, 
we proposed to use electyrode-electrolyte geometry to 
explore the efficacy of electrodynamic and optical probes 
of the active region of an electrochemical cell that can 
act as both capacitor and electrolysis system. 

Scientific Approach and Accomplishments
We describe advances in theory, catalyst support 
structures in the form of carbon nanotubes that can 
be modified later to carry many types of catalyst, 
measurements of supercapacitors in water-based 
electrolytes, and preliminary work on the interaction of 
catalysts and magnetic fields.

Producing carbon nanotubes with a narrow size 
distribution
In any attempt to improve the signal to noise ratio of a 
measurement, a common approach is to signal average. 
Signal averaging is commonly achieved by time averaging 
a measurement. However, it is also possible to ensemble 
average. That is, make a single measurement in a short 
time on many identical systems, thus multiplying the 
weak, noisy signal from, say, one carbon nano tube by 
the total number of nano tubes in the measurement 
array. To do this requires multiple identical nano tubes. 
To obtain enrichment of a single type of nanotube with 
the goal of narrow diameter distributions, we used a 
salt-enhanced density gradient separation method on 
metallic and semiconducting single-wall nano tubes 
(SWNT) fractions. In Figure 1 it is clear to the eye that 
excellent separation has occurred in these chiral SWNTs, 
confirmed by optical absorption studies (not shown).

Figure 1. Demonstrated enrichment of (6,5) small diameter 
semiconducting SWNT fraction.

Advanced Measurements in Designed Nanostructures to Establish Measurement 
Techniques for Electrosynthetic Production of Fuels

Albert Migliori
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Carbon-nanotube-based supercapacitors in aqueous 
electrolytes
Carbon nanotube arrays are promising as electrodes for 
electrochemical systems because they provide a large 
surface area and a very straight current path to the base. 
Such systems can produce specific capacitances of order 
100 F/g, and the direct current path is expected to yield a 
lower series resistance, a primary energy loss mechanism. 
The carbon nanotube arrays used for this work were 
assembled by first growing a forest at standard conditions, 
where the tubes are multi-walled and nearly parallel. The 
growth substrate is not conducting, a fact that greatly 
complicates their use as electrodes. Electrical contact is 
made to the array by depositing a 0.5 micron gold layer 
which forms a sheet connecting the ends of the thousands 
of nanotubes. The freestanding array is placed in an 
electrochemical cell where the capacitance is measured 
(Figure 2). The mass will be determined later, but arrays 
of that size typically weigh 1 mg. Then, the specific 
capacitance is at least approximately 10 F/g. Similar results 
were obtained with other samples, probably because 
the electrolyte is most likely not wetting the full surface 
area of the nanotubes. The arrays were treated with a 
number of wetting agents, but only immersion in methanol 
resulted in a small improvement (~12 %) of the electrode 
capacitance. An appropriate approach in the future is to 
adjust the process parameters to vary the spacing between 
the nanotubes to increase the electrolyte penetration and 
electroactive surface area.

Figure 2. Cyclic voltammmogram of a carbon nanotube electrode 
in a 0.1 M electrolyte at 25 ºC. The electrode capacitance was 
calculated from the charge of the anodic scan between -1.0 and 
0.8 V.

Oxygen Reduction Reaction (ORR) in High Magnetic Fields
A strong fundamental understanding of oxygen 
electrocatalysis on metal surfaces is of vital importance 
in improved engineering of the electrocatalyst layers 
in fuel cells and electrosynthesis. Diatomic oxygen 
molecules dissociate when they adsorb onto some metal 
surfaces promoting the charge transfer processes. The 
role of element/alloy composition on oxygen reduction 
has been studied primarily for Pt group metal (PGM) 
catalysts and their alloys. Density functional theory 
calculations predict an increase in oxygen reduction 
activity by weakening the adsorption of strongly bound 
oxygen containing surface intermediates via d-band center 
shifting [1]. The primary method of testing and refining 
DFT theory of electrocatalysis is through measurements 
of oxygen reduction activity on a series of PGM alloys. 
While alloying does shift the d band centers, the alloying 
elements tend to surface segregate and change surface 
composition and thus change intermediate adsorbate 
interactions. It is preferable to shift the d-band center at 
a given electrochemical potential without changing the 
composition of the surface or particle size or shape. This 
may be accomplished through the use of a high magnetic 
field. The interaction of the d-band electrons with the 
applied magnetic field may provide a powerful clean probe 
of the role of d-band position on oxygen reduction kinetics.

We constructed a probe to measure the effects of a high 
magnetic field on the oxygen reduction reaction kinetics 
at the electrolyte-Pt interface using Pt microelectrodes. 
Because of the enhanced planar diffusion provided 
by microelectrode Pt disks, quiescent systems can be 
examined over a large current density range before 
reaching mass transport limitations [1]. Figure 3 shows 
typical voltammograms obtained at a Pt-perflouro-ionomer 
(Nafion ™) interface. These sigmoidal i-V curves make it 
possible to determine ORR kinetic parameters over the 
range 0.7 to 0.95 volts. Very high magnetic fields may 
lead to significant changes in the electronic structure 
of the Pt catalyst, which would affect the ORR at the 
metal-electrolyte interface. ORR kinetics studies are of 
paramount relevance for fuel cells (FC), because even with 
the best catalyst (Pt) the rate of this reaction supports high 
currents only at large overpotentials, a significant energy 
loss mechanism.

Modeling of overpotentials
We have performed molecular dynamics simulations with 
a molecular mechanics forcefield on a supercapacitor 
model consisting of a carbon nanotube electrode (radius 
5A) in an ionic liquid (tetraethylammonium, TEA, boron 
tetrafluoride, BF4, with a acetonitrile, ACN, dielectric) at 
varying electrode charge densities.  The goal is to compute 
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where the electrical charges come to rest.  Calculated 
radial electrical charge distribution functions show the 
formation of the electrical double layer within 10ns.  
Figure 4 shows the calculated radial distribution for the 
centres of mass of the three electrolyte components with 
a positively charged electrode.  The negatively charged 
BF4- ions are located primarily at the wall of the nanotube, 
whereas the positively charged TEA ions are slightly further 
out.  The calculated capacitances are in the range of those 
measured experimentally for similar compositions.  We 
are currently working on extending this test system to the 
potassium sulphate electrolyte system for which we have 
experimental data.  

Figure 3. Current-voltage characteristics of O2 reduction at a Pt 
microdisk  (100 µm diam) covered with a ca. 10 µm-thick recast 
Nafion film.  Scan rate: 5 mV/s; Temperature: 22 ºC (a) Electrode 
immersed in O2-saturated deionized water; (b) Humidified 
gaseous O2 atmosphere.

Figure 4. The calculated radial distribution for the centres of 
mass of the three electrolyte components with a positively 
charged electrode.

Impact on National Missions
This directly supports expansion of the use of renewable 
electrical energy.
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Introduction
Explosive materials (e.g., HMX, PBX) generate rapidly 
expanding gases, which can cause unnecessary collateral 
damage. A safer alternative is in intermetallic- forming 
reactive mixtures, which can undergo ultra-fast shock-
induced reactions, releasing significant heat during the 
formation of solid products, and thereby provide for the 
controlled defeat of targets. The challenge associated 
with reactive mixtures has been to determine the 
molecular-level mechanisms that govern the initiation 
and kinetics of shock-induced reactions. We are studying 
the shock-induced initiation of intermetallic reactions 
through combined laser-driven shock-compression 
experiments and computer modeling, performed on a 
range of binary reactive systems, in order to determine 
the influence of heterogeneity on the molecular-level 
processes responsible for reaction. Multi-component 
reactive films (e.g., V/Si, Mo/Si, Al/PTFE) up to 2 μm in 
thickness are deposited onto transparent substrates 
using e-beam deposition and/or spin casting. A novel 
dynamic masking technique, in which a mask is 
translated between the source and substrate during 
deposition, is employed to construct films with a 
predefined thickness gradient. This method, performed 
in forward and reverse mask mode with reactive 
complements, is used to fabricate bi-layer films with an 
internal interface, inclined to the substrate normal by 
a specified angle. Measures of the total film thickness, 
roughness, and interface angle, necessary for proper 
interpretation of results, are characterized through 
SEM, AFM, and profilometry. A Ti:sapphire laser system, 
focused at the substrate/film interface to a spot size of 
75 μm, is then used to drive an ultra-fast, supported 
shock wave (10-20 ps rise-time, >200 ps shocked 
duration) through the bi-layer. Spatially flat shocks 
(1-D) can be produced using a field-flattener. Ultra-
fast dynamic ellipsometry is employed at the film/air 
interface to obtain time- and spatially-resolved surface 
displacements in a single given experiment, and detect 
short timescale phase shifts corresponding to the onset 
of molecular-level reactions. Varying the film species 
(metals, metalloids, polymers), interface angle during 
deposition (gradient and non-gradient), and laser-drive 

energy, provides great flexibility in further studying the 
role of heterogeneity in the kinetics of shock-induced 
reactions at the molecular-level. This experimental work 
is complemented by multi-scale numerical simulations, 
used to develop and validate new predictive models 
for the controlled, ultra-fast initiation of intermetallic 
reactions.

Benefit to National Security Missions

The results from this study are directly applicable to 
threat reduction mission needs, enabling the design of 
a new class of application-based energetic materials for 
controlled defeat of targets.

Progress
We completed addition of the dynamic masking system 
to our bell jar vapor deposition system necessary to 
produce multi-component films with a predefined 
thickness gradient. We successfully deposited a series 
of amorphous Si films with a thickness gradient, and 
characterized their uniformity using SEM. 

We found a complex ultrafast dynamic ellipsometry 
(UDE) time response after shocking these films using our 
ultrafast laser shock system. We realized this complex 
time response could be due to changes in particle 
velocity due to reaction or phase transformation, or to 
changes in the shocked material index of refraction. The 
initial films cleverly used silicon both as a window and 
as one of the reaction components, but we discovered 
that the shock response of amorphous silicon was not 
very well understood. However, we also discovered 
a large body of work on the shock response of single 
crystal silicon. We then devised a method to produce 
thin film samples of single crystal silicon, and located 
a photolithography/MEMS vendor willing and able to 
manufacture the required array of supported thin film 
samples from a single crystal silicon blank. We have since 
used these samples to acquire an extraordinary set of 
UDE results on the ultrafast time response of shocked 
single crystal silicon. We implemented two approaches 
to analyze the time dependent UDE data. One involves 

Molecular Level Investigation of Tunable Energetic Mixtures

David S. Moore
20070766PRD4



218

a time dependent change in the index of refraction of 
the shocked material with either sigmoidal or logarithmic 
approach to a new constant value. The other involves a 
first order reaction with progress variable, and calculates 
the time dependent index of refraction. To implement, the 
UDE ellipsometric data are fit using four variables instead 
of three, with the fourth describing the time dependent 
index of refraction. 

However, the similar UDE contributions from changes in 
shocked material index of refraction and the shock velocity 
necessitated an additional diagnostic. We are presently 
implementing a scheme to independently measure the 
shock velocity (using both 800 nm – transparent to silicon 
– and 400 nm – reflects from silicon – probes), which will 
allow us to pin down one of the fitting variables in our UDE 
methodology and thereby extract the remaining variables 
(particle velocity and index of refraction) with greater 
confidence and accuracy.

We have also produced Mo/Si and V/Si binary films with 
a sharp (near vertical) step between the two layers. The 
spatially resolved UDE data are being obtained and will 
be analyzed using similar tools to those developed for 
the non-gradient films. Continuum-level simulations 
of this configuration have been performed using the 
multi-material Eulerian shock code, CTH, to estimate 
the magnitude of particle-velocity mismatch at such an 
interface.

Future Work
 
We will complete the single crystal Si UDE work, and 
publish the results. We also intend to look for chemical 
reaction products using the technique of femtosecond 
stimulated Raman spectroscopy (FSRS). While UDE can 
supply the details of interface migration and refractive 
index changes, FSRS can be used to reveal the elimination 
and formation of vibrational modes associated with the 
presence of reactants and products, respectively, and 
their related timescales. Additionally, probing both the 
Stokes and anti-Stokes Raman transitions can be used to 
measure temperature, and more completely survey the 
thermodynamics of ultrafast chemical reactions.

Conclusion
The study will provide the first insight into the critical 
molecular-level processes responsible for ultra-fast 
shock induced reactions in multi-component energetic 
mixtures, and their dependence on system heterogeneity. 
The results will have a broad impact on conventional 
reactive material systems, supply the fundamentals to 
directly manipulate and optimize chemical behavior. This 
understanding will enable the design of a new class of 
application-based energetic materials, demonstrating 
tunable sensitivity, reaction kinetics, and energy yield.
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Introduction
The goal of the proposed work is to refine and extend 
computational methods for building an equation of 
state for chemical explosive detonation products. The 
principal vehicle for achieving this is the development 
of a Monte Carlo simulation method specially designed 
to capture the complexities of chemistry under extreme 
conditions of temperature and pressure. A very 
efficient procedure will be implemented for evaluating 
equilibrium averages with electronic structure-based 
(quantum chemistry) energies in place of approximate 
functional forms, whereby many steps in a reference 
system (characterized by a computationally inexpensive 
“model” potential) are used to generate a single 
electronic structure configuration. This effectively 
reduces by up to three orders of magnitude the number 
of electronic structure calculations required to build 
ensemble averages. We will also introduce efficient 
means for accurately describing chemistry at the 
surfaces of carbon nanoclusters that are known to exist 
in detonation product fluids. 

Replacement of approximate potentials with highly 
accurate ab initio energy evaluation, especially in 
the context of Monte Carlo in a reactive ensemble, 
promises considerable improvement in accuracy over 
that of previous work. Namely, it permits evaluation 
of statistical properties accounting for rare events (in 
this case, chemical reactions among fluid components) 
on a highly accurate and reactive potential energy 
surface, but without actually having to sample those 
regions of the potential most sensitive to error (i.e., 
the chemical reaction barrier tops). In addition to 
enhancing the predictive capability of the Laboratory’s 
continuum detonation models, these developments 
should be of broad interest to computational scientists 
in government, industrial, and academic contexts.

Benefit to National Security Missions
This project will support the DOE/NNSA mission in 
Nuclear Weapons (and e.g. Homeland Security and 
Office of Science) by enhancing our understanding of 
the extreme pressure and temperature environment 

occurring in the detonation of chemical high explosives 
including near-first-principles prediction capability. 

Progress
Over the course of the last year we have made 
considerable progress in our efforts to improve the 
accuracy and efficiency of atomistic Monte Carlo 
simulation. Our focus in particular has been description 
of molecular fluids subjected to extreme temperatures 
and pressures, approximating thermodynamic 
conditions that follow detonation of high explosive 
compounds.

We formulated a new Monte Carlo method for 
efficiently sampling accurate ab initio and density 
functional theory (DFT) energies in lieu of approximate 
model potentials. Our method uses Boltzmann 
sampling of a pair potential to statistically decorrelate 
successive evaluations of a much more accurate and 
computationally expensive DFT potential. A sequence 
of single-particle steps made in the reference system 
(described by the pair potential) is combined to yield a 
composite step made in the full system (described by 
DFT). Through a slight modification of the acceptance 
probability, one recovers Boltzmann sampling of the 
full system. By statistically decorrelating samples of 
the DFT potential, fewer evaluations of it are required 
to obtain ensemble averages having low variance. The 
efficiency of this decorrelation process is significantly 
enhanced by maximizing the overlap of the distribution 
of reference system states with that of full system states. 
This, in turn, is achieved by variation of the full system 
temperature and pressure such that an a priori estimate 
of the acceptance probability for composite steps is 
maximal. Monte Carlo simulation at the new, optimal 
conditions can then be performed; we have dubbed 
this procedure the optimized-Nested Markov Chain 
Monte Carlo (o-N(MC)2) method. We published a largely 
methodological discussion [1] in the Journal of Chemical 
Physics as well as presenting a talk at the 2009 APS 
Shock Compression of Condensed Matter Conference 
and the associated conference proceedings [2] to be 
published. 

First-Principles-Based Equations of State Including Multi-Phase Chemical 
Equilibrium

Milton S. Shaw
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After laying the theoretical groundwork, we applied our 
technique to the description of compressed nitrogen fluid 
as described by the Perdew-Burke-Ernzerhof exchange-
correlation functional and a 6-31G* basis set. The required 
simulations took ~6 months and represented the most 
accurate potential applied to the largest simulation 
performed to date on this system. The Monte Carlo 
simulation results were then reworked to yield the 
nitrogen Hugoniot, the locus of states accessible upon 
shock loading of an initial state. Our Hugoniot results 
reflected precision levels of ~2% were in quantitative 
agreement with experiments. This implementation was 
published in the Journal of Chemical Physics [3]. This 
work was also presented at a talk at the 2009 APS Shock 
Compression of Condensed Matter Conference and will 
appear in the conference proceedings [4].

In the process of improving the thermodynamic 
description of molecular fluids at high pressure and 
temperature, we discovered that elements of our 
methodology could be applied to modeling spectroscopic 
signals recorded for such systems. Using a rapidly-
evaluatable reference potential as in our thermodynamic 
work, we collected statistics on dense fluid nitrogen 
using Monte Carlo sampling of an accurate density 
functional theory potential and its forces. Introduction 
of a novel methodology then enabled us to convert the 
DFT forces into Raman line shifts as a function of pressure 
(density). The results were in quantitative agreement with 
experiments previously performed at LANL, and reported 
in Chemical Physics Letters [5].

We have developed a method combining the best features 
of the optimized Nested Markov Chain Monte Carlo with 
Hybrid Monte Carlo.  In essence, this allows the use of 
molecular dynamics, with all of its advantages, as the trial 
move within the optimized method.  The implementation 
is currently being tested.

Future Work
The scientific issue addressed will be a highly accurate 
fundamental theoretical description of the complex fluid 
mixture at the extreme temperature and pressure that 
results from detonation of high explosives. The system 
is a multiphase, chemically reacting mixture of dense 
molecular fluids and nano-clusters of carbon consisting 
of about 1000 atoms with an equally reactive surface 
coupled to the surrounding fluid. Given the limitations of 
experimental measurements at these extreme conditions, 
this theoretical approach gives the best opportunity of 
understanding the underlying physics and chemistry.

The specific tasks are basically the evaluation of potential 
energy hypersurfaces corresponding to at least 100 
molecules, and the evaluation of thermodynamics 
including equilibrium composition by accurate simulation 
methods with sufficient speed to be tractable. State-of-
the-art density functional electronic structure methods 

will be used for the energies of fluid configurations as well 
as for representative segments of carbon nano-cluster 
surfaces including incorporation of H, N, and O.   The 
thermodynamics simulations will be based on a very 
efficient implementation of the Monte Carlo method 
that allows large steps through configuration space that 
requires only a small number of uncorrelated configuration 
energies evaluated by the very expensive (due to the 
large number of atoms) quantum chemistry methods. Of 
particular importance is the extension of the simulation 
methods to incorporate the chemical equilibrium 
composition

Specific goals are: Build on the already successful progress 
to refine the thermodynamic simulation methods required 
to efficiently sample the equation of state as well as 
thermodynamic equilibrium of the systems described 
above. Apply these methods to specific simulations that 
showcase the fundamental chemistry and physics of this 
complex system and reproduce available experimental 
benchmarks.

Conclusion
We will develop improved methods for predicting the 
pressures, temperatures, and chemical composition of 
high explosive products of detonation. These are required 
as input to models of explosive performance and behavior 
with a wide variety of applications ranging from military 
defense (NNSA/DoD) to homeland security (DHS). The 
fundamental methodology, which we will develop, involves 
intelligently (optimally) combining Monte Carlo simulation 
techniques with quantum chemistry, and will be of general 
use in many situations involving chemically reactive 
mixtures involving multiple phases, for instance formation 
of nanocarbon clusters from a reactive fluid.
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Introduction
Charge transfer is one of the basic steps required for 
solar energy conversion to electricity or chemical fuels 
where the charge transfer occurs to a conduction band 
(producing electricity) or to other molecules (chemical 
processes). The mechanisms and kinetics of charge 
transfer within semiconductor, molecular and catalytic 
systems will be studied using static and time-resolved 
spectroscopies. The studies to be performed here will 
provide new fundamental knowledge regarding the rates 
of these processes and will also address how structural 
changes in the materials can mediate the efficiency 
of charge transfer in various systems. Ultimately, such 
information will contribute to optimization strategies 
for systems that use photo-induced catalytic splitting of 
water for solar production of hydrogen fuel.

Benefit to National Security Missions
This project supports the DOE mission in Energy Security 
and the Office of Science by improving fundamental 
understanding of photo-induced charge separation 
processes relevant to solar energy applications. In 
addition, the technology developed here can also be 
applied to biophysical studies of protein structure, 
dynamics and function, and to the investigation of 
chemical reactivity in more general areas outside of 
energy-related studies.

Progress
We have continued development of step-scan Fourier 
Transform infrared spectroscopic instrumentation 
that allows the study of the structure and dynamics 
of photo-excited molecules. The instrumentation is 
based on using a kHz repetition rate excitation laser 
synchronized with the stepping of a spectroscopic 
interferometer in such a manner as to allow averaging 
over many excitation pulses at each interferometer 
position. Previous implementations of this type of 
spectroscopic instrumentation have been limited to 
acquisition of results from a single excitation pulse 
at each interferometer step. With this instrument we 
have demonstrated that the photo-excited states of 
catalytically active molecules can be studied with much 

greater precision than ever before. For example, in 
Figure 1 we show the excited state infrared spectrum 
for a ruthenium complex whose excited state is 
characterized by a transfer of an electron from the 
metal ion to a bipyridine ligand. The excited state of 
this compound is active for charge injection processes 
on semiconductor surfaces and for mediation of 
photocatalytic reactions. The spectrum shown in Figure 
1 is, by far, the highest signal-to-noise infrared spectrum 
that has ever been obtained for this transient species, 
which lives for only a few hundred nanoseconds. 
Analysis of the infrared absorption features and 
further analysis of the temporal dynamics of this 
species, especially in combination with semiconductor 
nanoparticles or catalytic molecules, is work in progress 
and will lead to improved understanding of the nature 
of photo-induced chemical reactivity relevant to 
energy production processes. We are also exploring 
the combination of photo-active mediator molecules, 
such as the complex just mentioned, with hydrogenase 
proteins. Ultimately such hybrid systems could allow the 
photo-induced production of hydrogen using efficient 
biological catalysis. Currently we are using time-resolved 
spectroscopies to understand the kinetics of charge 
transfer between the photo-excited molecules and 
reactive centers in the proteins. One paper that will 
describe the instrumentation we have developed is in 
the final stages of submission to Applied Spectroscopy, 
and two follow up manuscripts are in the initial stages of 
preparation for scientific journals.

Study of Hybrid Semiconductor/Molecular Systems for Photo-production of 
Hydrogen
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Figure 1. A ruthenium bipyridine complex was photo-excited 
using a near-ultraviolet pulsed laser. The solution containing the 
compound was interrogated using a Fourier-Transform infrared 
(FTIR) spectrometer operating in step-scan mode. The FTIR was 
operated at 100 Hz collecting 10 spectra while averaging 30 
pulses per step.  A) Ground state absorption spectrum of the ru-
thenium complex.  B) Difference spectrum reflecting the change 
in absorbance associated with photoexcitation. C)  Excited state 
spectrum obtained by adding a fractional amount of the ground-
state spectrum into the difference spectrum.

Future Work
Continuation of the studies outlined above will lead to 
an increased understanding of the fundamental charge 
transfer process that allow the production of chemical 
fuels through photoexcitation processes. A number of 
chemical compounds that have both photoexcitable 
metal centers and catalytically active metal centers are 
available for study, with the goal of elucidating the kinetics 
of photo-induced charge transfer and the structural 
rearrangements that mediate charge-transfer efficiency. 
Both of these topics are critical to understand in order to 
be able to optimize solar energy conversion processes. 
In addition, hybrid systems that involve the interface of 
molecular compounds with either semiconductor particles 
or proteins will be explored. The former is important for 

the solar production of fuels such as hydrogen through 
chemical catalysis, while the latter provides a biological 
or enzymatic pathway to solar fuel production. In both 
cases, significant questions remain about the nature of 
charge transfer between dissimilar materials, and the time-
resolved structural studies we are now able to perform will 
be used to examine the mechanisms and kinetics of these 
reactions. 

Conclusion
To produce hydrogen from water in a process driven 
by light, one must have material components that 
absorb light and components that catalyze the 
chemical transformations involved. Since the chemical 
transformation require the addition or removal of 
electrons on the catalysts, the transfer of electrons 
between the light absorbers and the catalysts must be 
efficient. We will attempt to better understand the relevant 
photo-induced electron transfer process by applying 
static and time-resolved optical spectroscopies to study 
composite materials in which light absorbers and catalysts 
are assembled together. Ultimately, such studies will help 
optimize methods for the solar production of hydrogen.
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Introduction
There are many challenges in the implementation of the 
new energy economy. The least recognized but most 
critical is the need for storage of high purity hydrogen. 
For example, the development of hydrogen-fueled 
vehicles requires new materials that can store large 
amounts of hydrogen molecules at accessible pressure/
temperature conditions and are capable of storing 
and releasing hydrogen efficiently. This research aims 
to design, synthesize and test novel Metal-organic 
frameworks (MOFs) for hydrogen storage/separation 
as well as exploring their application to environmental, 
energy and national security problems. Since the 
discovery of the first MOF compound, hundreds of 
different MOFs have been developed and reported. 
MOFs are generally synthesized by self-assembly of 
metal ions/clusters as coordination centers and organic 
ligands as linkers. They possess intriguing chemical 
and physical properties and are structurally tunable, 
thermally stable and mechanically sound. MOFs are 
increasingly proving to be a superior class of materials 
for state-of-the-art applications in crystal engineering, 
chemistry, and materials science. 

Benefit to National Security Missions
This project supports the DOE mission in Energy Security 
and Environmental stewardship by developing novel 
metal organic frameworks (MOFs) for hydrogen storage 
and purity as well as their applications in other fields. 
The impact of this project will be significant if the 
concept is successfully utilized for storage/separation 
science. For example, we are currently pursuing the 
application of MOFs for novel filtration and sensing of 
Chemical Threat Agents and capture of carbon dioxide. 
These two additional applications are considerably 
important to the LANL’s Global Security mission of 
Sensing and Measurement Science, Monitoring, and 
treaty Verification.

Progress
Since July 7, 2008 I completed the required training 
and work authorizations for safety and security. I have 
synthesized and characterized structurally a series of 

novel MOFs for tailored applications, such as hydrogen 
storage, CO2 capture, and sampling of chemicals. I 
investigated the reticular design of their functionalized 
pore wall structures, and demonstrated some of their 
novel applications. I designed and assembled two 
instruments for gas separation and variable-pressure 
gas-loading cells in conjunction with neutron scattering 
instruments, allowing in-situ and real-time examination 
of guest uptake/release processes in MOF compounds 
at the molecular site-specific level. I am now working 
with Toti Larson to develop MOFs for applications in 
High-efficiency sampling, preservation, and sensing of 
chemical threat agents. The following research tasks 
were accomplished during the past year:

Design and syntheses of tailored MOFs for hydrogen 
storage 

I have synthesized a series of MOF compounds from 
reactions of different functionalized ligands with metal 
salts under various reaction conditions. These MOFs 
have different pore sizes and polar pore walls and exhibit 
excellent gas adsorption and separation capacities. 
Specifically, they can be categorized into three types.

MOFs with unsaturated metal coordinated sites • 
on the walls of channels, which enhance the 
framework-guest interaction and thus increase the 
chemical threat agent adsorption capacity. Three 
kinds of MOFs with different open metal sites were 
synthesized and characterized (Figure 1). Reactions 
of benzene-1,3,5-carboxylic acid (H3BTC) with metal 
nitrate (CuII or ZnII) created two novel MOFs with 
similar molecular structures: Cu3(BTC)2(H2O)3 and 
Zn3(BTC)2(H2O)3 (Figure 1a,1b). Both MOFs contain 
paddle wheel M2(CO2)4 molecular building block 
units (MBBs). The open metal sites are originally 
occupied by water molecules, which are easily 
removed via (150 ºC for 4h) without decomposition 
of host frameworks. By replacing the metal cations 
with the same ligand, another two kinds of MOFs, 
Ln(BTC)(H2O) (Ln = La - Yb) and Zn2Ca(BTC)2(H2O)2 
were also solvothermally synthesized (Figure 1c,d). 
Their coordinated water molecules are easily 

Synthesis and Characterization of Novel Metal-Organic Frameworks for 
Hydrogen Storage

Toti E. Larson
20080780PRD2
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removed to offer open metal sites. These MOFs with 
open metal sites exhibit excellent hydrogen adsorption 
capacities (Figure 1). Results show that MOFs with 
open metal sites strength the enthalpies of hydrogen 
adsorption and improve the hydrogen uptake 
capacities. 

Figure 1. Hydrogen uptakes in  four MOFs with open metal sites 
at 77K: Cu3(BTC)2, Zn2(BTC)2, Gd(BTC), and Zn2Ca(BTC)2. BTC = 
benzene-1,3,5-tricarboxylate.. Insert: molecular building block 
units with open metal sites.

MOFs containing functionalized organic ligands with • 
active -NH2, -Br, and -NO2 groups, which offer strong 
polar sites on the pore walls. These results will serve 
as a baseline for our development of new MOFs 
tailored for sampling or sensing chemical threat 
agents. For example, we primarily synthesized and 
characterized four MOFs with the similar structures 
of Zn2(TPT-X)2(Dzbo), (TPT-X = terephthalate, 
2-aminoterephthalate, 2-nitroterephthalate, or 
2-bromoterephthalate; dzbo = 1,4-diazabicyclo[2.2.2]
octane) (Figure 2). These functionalized organic linkers 
will strengthen the framework-guest interaction, 
respectively. We will identify how these MOF materials 
selectively respond to the compound of interest 
and preserve an irreversible effect when exposed. 
These MOFs with functionalized organic linkers 
exhibit various hydrogen adsorption capacities. The 
result shows that MOFs with functionalized organic 
linkers enhance the hydrogen uptake capacities via 
intermolecular hydrogen bonding interactions.

Figure 2. Hydrogen uptakes in the predesigned MOFs with func-
tionalized organic linkers at 77K: Cu3(BTC)2, Zn2(BTC)2, Gd(BTC), 
and Zn2Ca(BTC)2. BTC = benzene-1,3,5-tricarboxylate.

MOFs exhibiting a wide range of pore sizes, which can • 
be used for adsorption and separation of hydrogen 
(For example, the sizes of pores of several MOFs are 
between the van der Waals kinetic diameters of H2 
and N2, and thus are suitable for H2/N2 separation). 
As shown in Figure 3, I designed and synthesized four 
novel MOFs with various pore or window sizes with 
different metal and ligand. Their pore sizes can range 
form 0.3 to 3.2 nm. I investigated how the pore sizes 
of these MOF materials can influence their hydrogen 
adsorption/separation capacities. The primary result 
indicates MOFs with 0.4 ~ 0.8 nm pore sizes are most 
suitable for hydrogen storage. 

Figure 3. Hydrogen uptakes in tailored MOFs with various pore 
sites at 77K: Zn (Mim)2, Zn(Dcim)2, Y(BTB), and Ce2(BTB)3(NO3)3. 
Mim= 2-metylimidazolate, Dcim = 4,5-dichloroimidazolate, and 
H3BTB = 1,3,5-tribenzoic acid.

Design and assembly of special devices for gas storage and 
separation-catalysis
I designed and assembled two special devices for gas 
storage and separation-catalysis. The in-situ neutron 
diffraction gas-sorption evaluation cell can monitor 
complex compositional and exact gas sorption sites inside 
pores of MOFs at various pressure and temperature 
conditions. As the lightest element, the hydrogen atom 
contains only one electron and thus has the weakest X-ray 
scattering cross-section of all of the elements. In contrast, 
the scattering power of neutrons does not vary with the 
number of electrons in an element, and neutron diffraction 
is much more sensitive to the positions of hydrogen (or 
its isotopes such as deuterium) and other light elements, 
making neutron scattering well suited for studying 
hydrogen-containing or other gas-containing materials. In 
addition, as neutrons are more penetrating than X-rays, 
one can probe samples inside high-pressure vessels, within 
refrigerators and furnaces, or measure deeply buried local 
structures within a bulk host material. Hence, the home-
made gas cell was designed and assembled for in-situ 
neutron scattering analysis. To support these experiments, 
a gas separation-catalysis evaluation apparatus was 
assembled for various applications of MOFs including 
hydrogen purification, gas separation, as well as catalysis. 

Chemical threat agent adsorption investigation
Recently, I began collaborating with Toti Larson to 
develop MOFs for applications in High-efficiency 
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sampling, preservation, and sensing of chemical 
threat agents. I designed and synthesized a new MOF 
Zn2Ca(BTC)2 (BTC = benzene-1,3,5-tricarboxylate) for 
adsorption of chemical threat agents. This MOF has 
been structurally characterized by single-crystal X-ray 
diffraction demonstrating that the title compound self-
assembles a three-dimensional porous framework with 
open metal sites on the channel walls. Therefore, the 
open metal sites can act as valid active sites for chemical 
threat agent adsorption. I started to investigate their 
adsorption capacity for one of hydrolytic products 
(methylphosphonic acid) of nerve agents. It is not possible 
to work actual chemical threat agents at LANL, so we are 
conducting a flexible simulation for actual agents from our 
methylphosphonic acid results. The results demonstrate 
that open metal nodes in MOFs are valid bonding sites 
for the adsorption of methylphosphonic acid. Further 
investigation will be carried out to identify the selectivity 
of adsorption using other surrogates for chemical threat 
agents. 

To summarize, I synthesized and characterized structurally 
a series of new MOFs. Two special devices have been 
assembled for in-situ time-resolved neutron scattering 
analysis and gas separation-catalysis evaluation. Hydrogen 
adsorption measurement toward several new MOFs 
has been carried out, and the corresponding result will 
be published. A highlight article has been accepted for 
publication in CrystEngComm journal. Additional papers 
were submitted and prepared during my first year at LANL.

Future Work
I will design, synthesize and characterize a series of 
novel MOFs tailored for hydrogen storage/separation 
and other applications in relation to energy utilization 
and environmental remediation. During my second 
year at LANL I will experiment with hydrogen storage 
capacities under various conditions (such as temperature 
and pressure). Secondly, some new MOFs with various 
ligands will be designed and prepared. The structures, 
chemical bonding and gas absorption properties of these 
compounds will be characterized by a variety of techniques 
including diffraction, spectroscopy and gas absorption 
surface-area measurements. Hydrogen binding sites and 
energies will be determined using in-situ high-pressure/
low-temperature neutron scattering at Los Alamos 
Neutron Science Center (LANSCE). Efforts will also be made 
to integrate neutron diffraction with calorimetry, which 
will be particularly useful for characterization of MOFs. 
Valuable information from the theoretical calculations 
will be used to further optimize the hydrogen storage and 
sorption/desorption performance of the resulting MOFs. In 
addition, I will develop MOFs for high-efficiency sampling, 
preservation, and sensing of chemical threat agents will be 
further developed. 

Conclusion
A series of novel MOFs have been synthesized and 
structurally characterized. Their hydrogen storage 
capacities have been investigated. New MOFs will be 
designed and prepared to optimize the hydrogen storage 
performance. Through exploring new chemistry and 
synthetic approaches, the proposed research will produce 
novel materials that can store large amounts of hydrogen. 
We expect to contribute significantly to the utilization of 
hydrogen in future transport/mobile applications. The 
results of this research will also provide basis for utilizing 
similar techniques in environmental and threat-reduction 
applications. Example of other applications includes 
fast and reversible detection of trace amounts of high 
explosives and chemical threat agents via MOF’s various 
physical and chemical properties of organic pore walls or 
metal clusters in MOFs. 

Publications
Zou, R., A. Abdel-Fattah, H. Xu, A. Burrell, T. Larson, T. 
McCleskey, Q. Wei, M. Janicke, D. Hickmott, T. Timofeeva, 
and Y. Zhao. Porous metal-organic frameworks containing 
alkali-bridged two-fold interpenetration: Synthesis, gas 
adsorption, and fluorescence Property. Crystal Growth & 
Design. 

Zou, R., A. Abdel-Fattah, H. Xu, Y. Zhao, and D. Hickmott. 
Storage and separation application of nanoporous metal-
organic frameworks. To appear in CrystEngComm .
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Introduction
The goal of the proposed work is to use organizational 
properties of biological systems to create efficient 
and inexpensive  platforms usable for various 
nanotechnology applications. For example, we are in 
the process of using active biological molecules to drive 
assembly of multicolored quantum dots into ordered 
structures for Light Emitting Devices (LED). Technology 
developed in this research project is also being utilized 
to develop nanoplasmonic platforms as well as for 
light-harvesting and energy transfer systems.  Further, 
bio-templating architectures are also being utilized as 
platforms for investigating fundamental physical and 
biophysical properties of nanomaterials.  Our approach 
is interdisciplinary, incorporating aspects of molecular 
biology, chemistry and engineering, and spanning the 
fields of nanoelectronics, nanophotonics and nanoscale 
assembly. By combining the merits of biology-enabled 
self-assembly, the proposed research and technology 
eliminates complicated and costly microfabrication 
processes. Project success would enable manufacturing 
of integrated nanoscale devices for a vast array of 
electronic and photonic applications.

Benefit to National Security Missions
The proposed research directly ties into the area of 
Energy Security.  The ability to generate inexpensive 
efficient photonic and electronic devices is of the utmost 
importance to both the US and the world.  Further, this 
research relates directly to projects outlined in BES for 
nanoscience initiatives, specifically emergent properties 
at the nanoscale.

Progress
This project is focused on bio-assembly strategies for 
development of nano-optical and nano-electronic 
architectures and devices.   Significant progress has been 
made in characterizing our assembly system and planning 
modifications to enhance controlled assembly strategies.  
We have primarily focused on enhancing control of 
one- and two-dimensional architectures formed by 
microtubule structures.  While the long-term goal of 
our work is to create ordered assemblies for practical 

applications, the research being performed is focused 
on development of strategies for dynamic assembly 
and directed organization.  Thus, we have initially 
focused our efforts on characterization of spontaneous 
formation of microtubule circles upon addition of various 
nanoparticles (Figure 1a).  For example, this has been 
accomplished by tethering streptavidin coated gold 
nanoparticles to the biotinylated microtubules (MT’s) 
and monitoring via a variety of techniques, including 
dark field imaging, atomic force microscopy and electron 
microscopy.  Research thus far has shown the ability 
to create ring structures of various sizes, with high-
resolution AFM and TEM indicating rings are due to 
a serpentine pattern formed by the translational and 
rotational movement of the microtubules.  Architectures 
are currently being investigated for controlled plasmonic 
response.  A dark field image of gold nanoparticle 
(AuNP) decorated MT ring structure is shown in Figure 
1b demonstrating the microscopic microtubule ring 
organization with incorporation of the AuNP.  In these 
assemblies, AuNP are being used to monitor any changes 
in potential plasmonic responses.  

Figure 1.  AuNP-decorated microtubule ring structures. 
(a) TEM image exhibiting supercoiled organization of 
microtubules with addition of streptavidin-coated AuNP. (b) 
Dark field microscopy image of Au-decorated microtubules 
with microscopic ring architectures of various size. 

Bio-Directed Assembly of Multicolored One-Dimensional Quantum Dot Light-
Emitting Devices

Gabriel A. Montano
20080784PRD3
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Quantum dots (QD’s) have the potential to be used as 
light-harvesters in solar cell devices.   However, there still 
exist many fundamental questions as to understanding the 
photophysics of energy transfer within QD-light harvesting 
systems as well as a potential need to develop dynamic 
and highly organized QD-photophysical platforms.  Figure 
2a shows an example of energy transfer occurring in a 
microtubule- QD ring organization.  In this assembly, two 
types of QD’s are used with photoluminescence emission 
at 525 nm and 585 nm, respectively.  With UV excitation 
that excites both QD species, fluorescence is observed 
almost completely from only the long-wavelength species, 
indicating efficient energy transfer from the 525 nm to the 
585 nm QD.  TEM images show close packing of the QD’s 
in the MT ring structures that enables the efficient energy 
transfer (Figure 2b).  These MT-QD arrangements thus 
allow not only for development of ordered architectures 
but potential for studying fundamental physical processes 
that will be discussed in the future work.    

Figure 2. QD- MT ring assemblies. (a) Fluorescene microscopy 
image of microtubules decorated with 2 QD’s- 525 & 585 nm 
species.  Yellow fluorescence of 585 nm QD observed with little 
525 nm emission due to energy transfer to long wavelength QD.  
(b) TEM showing densely decorated QD’s on MT’s allowing for 
efficient energy transfer.

Lastly, Dr. Liu has shown the ability to organize segments of 
microtubules decorated with QD’s of one wavelength into 
one-dimensional multi-colored arrays as shown in Figure 3.  
Boxes are drawn around two multi-colored 1D structures 
of significant length, however, the image is decorated with 
many examples.  These structures represent the necessary 
first step toward high-ordered arrays for use in LED and 
other photonic applications.  Currently, we have exhibited 
the ability of synthesizing such structures, however 
controlled assembly into specifically desired segments and 
order has yet to be demonstrated.  This will be the focus of 
this aspect of research.

Figure 3. One-dimensional multicolored QD-MT arrays.

Future Work
We have made significant progress toward development 
of nanophotonic and nanoelectronic assemblies.  As 
described above, Dr. Liu has exhibited the ability to 
synthesize one dimensional- multi-colored arrays of QD’s 
and well as exhibit controlled ring assembly of various 
nanoparticles.  Current and future work in this area is 
focused on developing strategies to allow for a controllable 
system for more complex two-dimensional assemblies.  
Specific goals are to exhibit controlled ordering in one-
dimension and use biological and chemical recognition 
strategies to develop two-dimensional architectures.  
We are currently investigating common bio-recognition 
strategies such as biotin-streptavadin conjugation as 
well as more advanced strategies such as phage-display 
technology and chemical recognition.

We are also using the ring architectures described 
earlier to investigate fundamental physical properties 
of light-harvesting and energy transfer in QD systems 
by controlling the density and arrangement of QD’s in 
these systems.  We will use time-resolved fluorescence 
spectroscopy to investigate energy transfer processes in a 
two-QD-MT system.  Further, we will be receiving a new 
scanning confocal microscope with fluorescence lifetime 
imaging (FLIM) capabilities that will allow us to resolve 
multiple energy transfer processes occurring on a single 
ring structure.  By controlling density of QD’s and their 
arrangement in ring architectures we will be able to obtain 
more understanding on the light-harvesting and energy 
transfer processes that occur in these semiconductor 
systems.  We have also developed an ongoing 
collaboration with Dr. Igal Brennar of Sandia National 
Laboratory to continue development of the MT system for 
plasmonic architectures.   Similar to the QD systems, we 
will both continue development of useful architectures for 
technology applications as well as use the architectures to 
investigate fundamental physics of plasmonic effects.

Lastly, we have begun a new collaboration with Dr. 
Vamsi Yadavalli at Virginia Commonwealth University 
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to investigate mechanical properties of MT systems.  
Particularly, we will investigate aspects of conformation 
strain in ordered assemblies as well as load bearing potential 
of the MT system.  

Conclusion
This research project has developed beyond our initial 
proposed development of QD-LED devices.  While one of the 
goals of this proposal is to develop QD-LED architectures, the 
focus has shifted to our ability to control the bio-templating 
strategies and use of such architectures to develop other 
photonic and electronic nano-scaled assemblies, as well 
as use the architectures as a framework to investigate 
fundamental physics of nanomaterials.  We will continue 
to focus our efforts on development of the bio-templating 
strategies while utilizing the expertise of our collaborators in 
development of nano-device architectures.  
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Introduction
Advances in the synthesis of semiconductor nanowires 
(NWs) have prompted intensive debate about 
the science of their growth and the technological 
applications they promise. The diversity in synthesized 
materials and synthesis techniques lead to improvised 
revisions to previously accepted models in some cases, 
and contradicting them in others. In FY09, we have 
performed studies that shed light on different aspects of 
the nucleation and growth of semiconductor nanowires 
and their heterostructures. We provide in this report a 
brief overview of some of our most significant results 
including: (i) First experimental verification of the 
Gibbs-Thomson effect in semiconductor nanowires. (ii) 
Elimination of the post-growth gold (Au) diffusion on 
the NW sidewalls for radial Germanium-Germanium 
and Germanium-Silicon heterostructure nanowires for 
high current, low power and high speed transistors 
and for high quantum efficiency infrared detectors and 
solar cells. (iii) Realization of 100 % compositionally 
modulated axial heterostructure nanowires which are 
relevant to future concepts on low-off current and high-
on current tunnel transistors. 

Benefit to National Security Missions
This project supports the DOE missions in threat 
reduction, energy independence, and nuclear weapons 
by advancing our fundamental understanding of 
nanoscale electronic materials for new materials 
synthesis, chemical and biological sensing, 
thermoelectric energy conversion, and electronics 
systems for future low power, miniaturized applications. 
We already see a number of new device and system 
concepts emerging that are anticipated to be important 
to these areas.

Progress

Gibbs-Thomson Effect in Semiconductor Nanowires:

Semiconductor nanowires (NWs) are one-dimensional 
structures with typical diameters of 5 – 100 nm, and 

typical lengths of 1 – 100 µm. Most NWs with high 
aspect ratio and decent control over their morphology 
are grown using the vapor-liquid-solid (VLS) growth 
mechanism. For instance, Ge NW growth is catalyzed by 
Au nanoparticles. At a growth temperature greater than 
the Au-Ge eutectic temperature, the Au-Ge alloy melts 
and further input of germane precursor supersaturates 
this alloy and leads to layer-by-layer precipitation of 
solid Ge at the Au-Ge/substrate (liquid/solid) interface 
resulting in Ge NW growth. 

The size of the nucleating Au particles is an important 
parameter that controls the NW diameter and its 
electrical and optical properties. Understanding key 
processes relevant to size-dependent NW growth is of 
great scientific and technological interest. As the size 
of the Au nanoparticle decreases, the surface energy of 
the NW facets have great impact on the thermodynamic 
properties of the nanoparticle itself. The vapor pressure 
of the nanoparticle increases and the solubility of Ge 
increases as the nanoparticle diameter decreases, a 
phenomenon known as the Gibbs-Thomson effect. 
An increase in the equilibrium solubility means 
reduced supersaturations during the NW growth. We 
have controlled the diameter and and spacing of Au 
nanoparticles using e-beam lithography and performed 
studies of their growth behavior with and without 
doping impurities. Figure 1 a shows a scanning electron 
microscope (SEM) image of an ordered array of Ge 
NWs of constant diameter and Figure 1 b shows an 
SEM image of row of NWs grown with 500 nm spacing 
and with diameters ranging from 37 nm to 76 nm. It is 
evident from Figure 1 b that the growth rate decreases 
as the NW diameter increases due to the Gibbs-
Thomson effect. We have further performed in-situ 
transmission electron studies to measure the solubility 
fraction of Ge in the Au nanoparticles as function of 
diameter. We found that the smaller diameters have 
higher solubility and therefore lower supersaturations 
,which correlates well with the diameter-dependent 
growth behavior. The experimental observations and 
accompanied analysis provide new insights into the 
thermodynamics of nanoscale materials [1]. 

Semiconductor Nanowire Heterostructures
Samuel T. Picraux
20080785PRD3
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Figure 1. SEM images of Ge NW arrays. a) An array of 1 µm inter-
spaced 70 nm-diameter Ge NWs. scale bar is 4 µm. b) A row of 
different diameter Ge NWs inter-spaced by 500 nm. Scale bar is 
3 µm.

Elimination of Au Diffusion in Ge Core-Shell NWs:

Much of our efforts concentrate on modulation of 
composition and doping in radial NW heterostructures as 
these allow the realization of devices that have several 
advantages compared to bulk semiconductor materials. 
For example, a radial NW p-i-n junction has potential 
for high efficiency solar cells at much lower costs when 
compared to high quality planar materials because light 
can be absorbed in the longitudinal direction of the wire 
and carriers can be separated and collected efficiently in 
the radial direction of the NW. Another example is utilizing 
radial doping in surround gate field-effect transistors which 
allow optimal control over the channel electrostatics 
to better modulate the current and achieve high on/off 
current ratios. To grow radially on a semiconductor NW, 
one has to minimize the axial elongation and promote 
side-wall deposition on the NW circumference, which can 
only be achieved at high temperatures. Such temperatures 
however reduce the stability of the Au particle on the NW 
tip leading to Au diffusion on the NW sidewall. 

To overcome the Au diffusion problem, we devised a 
growth approach in which we deposit a thin Si interfacial 
layer between the Ge NW and the Au catalyst at low 
temperature. Silane, the silicon precursor, can decompose 
at temperatures in excess of 500 °C; the presence of the Au 
nanoparticle however catalyzes locally the decomposition 
of silane such that some Si is incorporated into the Au 
nanoparticle and precipitate as a barrier layer between 
the Au nanoparticle and the Ge nanowire. The interfacial 
Si layer has higher surface energy than Ge which favors 
the particle energetically to remain atop the NW rather 
than at its surface. Figure 2 a shows a TEM image of the 
tip of 30 nm diameter NW; the dark contrast region is the 
Au nanoparticle. Figure 2 b shows the tip of a similar NW 
that have undergone temperature ramp to 410 °C; dark 
spots represent few monolayers of Au that have diffused 
on the sidewalls. The whole volume of the Au nanoparticle 
started to diffuse downward on the NW sidewalls. Figure 
2 c shows the tip of a similar NW that have undergone 
heating to 410 °C but with a Si barrier interfacial layer. 
No Au diffusion is observed in this case. Au diffusion 
can cause unwanted surface roughening in the case of 

core-shell growths – which are essential to achieve the 
device architectures discussed above – and also act as 
recombination centers for charge carriers. Growth of a 
shell on the Ge NW that had Au diffusion leads to a rough 
surface morphology as shown in Figure 2 d. For the same 
growth conditions but with a Si barrier layer at the NW 
tip, growth of a shell on such a NW leads to very smooth 
morphology as demonstrated in Figure 2 e. Further, this 
technique allows us to deposit single crystalline Si shells 
on Ge NWs. Figure 2 f shows a high-resolution TEM image 
of a single crystalline Ge NW, where atomic planes can be 
clearly resolved and Figure 2 g shows a high-resolution 
TEM image of a Ge core – Si shell with single crystal quality. 
Such control over the NW core-shell growth is uniquely 
achieved at LANL [2].

Figure 2. TEM images of Ge NWs. a) Tip of a 30 nm diameter NW 
as grown. b) Same as (a) but with temperature ramp to 410 °C 
showing dark spots due to Au diffusion. (c) Same as (a) but with 
a thin Si layer between the Au and the Ge NW which stabilizes 
Au atop the NW. d) same as (b) but with a Ge shell growth which 
causes a rough surface. e) same as (c) but with Ge shell growth 
which results in a smooth interface. f) Single crystal Ge NW with 
10 nm diameter. g) similar to (a) but with a 2 nm thick single 
crystal Si shell.

Future Work
Realization of Ge-Si axial NW Heterostructures:

In the VLS growth of semiconductor NWs, we have the 
advantage of changing the doping and composition in the 
axial direction which allows us to engineer the energy 
band-gap edge in the direction of transport of charge 
carriers, i.e. the axial direction of the NW, which is not 
possible in current technologies of thin-film growth 
where charge carriers move in the planar direction 
perpendicular to the growth direction. Such ability 
further advances the possibility of realizing novel devices 
with exceptional performance, such as the tunnel field-
effect transistor (T-FET) as an example, a new generation 
of infrared and other radiation detectors, and a new 
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approach to dual layer solar cells with high efficiency. To 
give one specific example in this report, the T-FET relies 
on electron tunneling from a highly doped source to an 
intrinsic channel whose potential is modulated by a gate 
electrode to turn the device on and off, with electrons 
being collected (drained) at the drain side. Since most 
T-FET devices use homo-interfaces such as Ge or Si, when 
the device is biased in the off regime electrons can back-
tunnel to the channel and exhibit a large leakage current 
which causes increased power dissipation in the off-state. 
With the axial heterostructures that we grew, the source 
can be Ge material (allowing efficient tunneling through 
the small Ge bandgap of 0.64 eV) and the drain can be 
Si material (preventing tunneling through the larger 
Si bandgap of 1.12 eV). To grow such structures, one 
has also to overcome Au diffusion and prevent kinking. 
While prior reports in the literature have grown Ge-SiGe 
heterostructure NWs with only 12-16 % modulation in 
alloy composition, we are able to grow 100 % modulated 
Ge-Si axial heterostructures [3]. Device fabrication of the 
T-FET is currently initiated with some preliminary growth 
results are summarized in Figure 3.

Figure 3. a) TEM image at the junction of a 40 nm diameter Ge-Si 
heterostructure NW  with black dots at the junction indicating Au 
diffusion. b) same as (a) with new growth procedure which elimi-
nate Au diffusion. c) Scanning TEM image of a Ge-Si axial NW 
heterostructure and false color maps of (d) Si and (e) Ge indicat-
ing Si segment growth at the end of the tapered Ge region. f) line 
scan along the diameter of the Ge segment showing no Si shell 
deposition but only Si axial growth. G) Line scan along the axial 
direction of the NW showing a Ge signal in the Si segment that 
decays to the background level in a distance of ~ 250 nm.

Conclusion
We will establish synthesis methods for silicon/
germanium/III-V nanowires and their combinations in 
integrated device structures.  By understanding how to 
control surface properties through radial heterostructures, 
how to overcome the limits of contact resistance, and how 
to integrate nanowires into functional nanosystems we 
will obtain new properties and performance not previously 
possible. These novel materials are of great interest for 
applications in energy areas such as a new generation 
of solar cells, new high performance thermoelectric 
materials for energy harvesting from heat sources, and 
new electronic device concepts with performance not 
previously achievable.  
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Introduction
Optical storage devices have revolutionized our lives 
in the past decade. The basis of optical and electronic 
memory device technology is relatively simple, but 
surprisingly, improvements in the underlying phase-
change materials (PCM) to date have largely been made 
through a trial and error process. We are usomg state-
of-the-art local structure studies, using neutron and 
synchrotron X-ray total scattering techniques, to address 
these deficiencies and provide a better understanding 
of the crystal chemistry, local structure, bonding, and 
properties in well-established and novel phase-change 
materials.  Along the way, we are advancing scattering 
capabilities necessary for their understanding.

Benefit to National Security Missions
This project will support the missions of the Office of 
Science by enhancing our understanding of complex 
disordered materials on the atomic level. This project 
also supports DOE missions by enhancing experimental 
techniques to study complex materials. Specifically, we 
are developing data reduction and refinement programs 
that will aid in bridging to tools for investigating 
amorphous to crystalline transitions in solids. These 
advances will broadly impact government agencies and 
programs.

Progress
We have made significant progress in the last 
ten months towards our studies of local atomic 
arrangements in phase-change materials.   We have 
prepared bulk crystalline GeTe samples and made 
considerable advancements in tuning reaction 
conditions for quenching amorphous GeTe4, Ge7Te33, 
and Ge3Te17, which fall in the glassy region of the Ge-Te 
phase diagram.  We are making these samples by melt-
quenching in evacuated quartz tubes in the Lujan Center 
chemistry laboratory.  This spring we were granted 
user project status at LANL’s Center for Integrated 
Nanotechnology (CINT) for preparation of phase change 
thin films by sputtering.   To this point we have prepared 
100 nm, 200 nm, 300 nm, 400 nm, 500 nm, 600 nm, 700 
nm, 800 nm, 900 nm, 1 um, and 10 um GeSb2Te4 thin 

film samples on both glass and Si substrates.  We have 
confirmed the samples are amorphous as deposited 
and can be converted to the metastable disordered 
rocksalt crystalline phase with heat treatment.   The 
amorphous and metastable forms are those required 
for the functionality of phase change technology, and 
therefore provide a prototype for our local structure 
investigation.  We have also partnered with university 
and industry collaborators in Japan who have provided 
a large quantity of 1 um film samples of the canonical 
Ge2Sb2Te5 phase-change material for our studies.  

We have begun to study in detail the lattice distortions, 
chemical short range order, and local bonding 
arrangements in these materials by total scattering 
methods.   The pair distribution function (PDF) 
formalism offers the advantage of providing directly 
both local structure correlations at low real-space 
dimensions, and intermediate range order at higher 
ranges, a distinct advantage for following the relevant 
phase transition in PCM.   We acquired beamtime at 
both the Advanced Photon Source (Argonne National 
Laboratory) and at the Lujan Center (Los Alamos 
National Laboratory) for X-ray and neutron total 
scattering experiments on the bulk and thin film phase 
change materials.

During our synchrotron beamtime we explored the 
sample and measurement conditions that provided 
high quality pair distribution function (PDF) data 
for thin film study of this materials family.  These 
experiments are challenging and we investigated 
materials deposited on various substrates, at various 
thicknesses, and situated in several orientations for 
measurements. The best data were collected for films 
that were deposited on amorphous glass, and measured 
at 60 keV in transmission mode. Room temperature 
experimental PDFs for as-deposited and heat treated 
1000 nm films are given in Figure 1 over a large range 
in atom-atom distances. In (a) data are shown for 
the deposited material, (b) shows data for the same 
sample annealed for several hours at 150°C, and (c) 
displays data for the sample annealed for several hours 
at 220°C. The increase in crystalline correlation length 
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with furnace annealing is apparent. Our analysis supports 
a transition from an amorphous phase to the metastable 
rocksalt phase, and then to a second, higher temperature 
crystalline phase at 220°C. These results are currently 
written up.

Figure 1. Experimental atomic Pair Distribution Functions (PDF) 
extracted from X-ray total scattering experiments at 11-ID-B for 
1000 nm GeSb2Te4 thin films deposited on amorphous glass and 
measured at 60 keV at room temperature. (a) Shows the PDF for 
the deposited material, (b) shows the PDF for the same sample, 
annealed for several hours at 150 °C, and (c) displays the PDF for 
the sample annealed for several hours at 220 °C.  The increase in 
crystalline correlation length with annealing is apparent.

A main component of our efforts involve advancing 
scattering capabilities for thin film materials and for 
characterization of amorphous-crystalline phase transitions 
in solids.  To this end we have worked in recent months 
on developing capabilities for differential pair distribution 
function extraction using respective X-ray and neutron 
data sets as well as incoherent scattering corrections 
for neutron total scattering experiments.  The ability to 
distinguish separate peak contributions to pair correlation 
functions in highly disordered or amorphous compounds 
is often limited. For example, various types of local order 
have been reported for amorphous GexTe1-x phases, 
including both random mixtures and discrete structural 

units, and both 4-fold and 6-fold coordination around Ge.  

With our neutron total scattering beamtime we completed 
initial measurements of amorphous and crystalline GeTe 
samples and some data for methods development. We 
have developed capabilities for extracting and refining 
differential pair distribution function data sets using our 
neutron and x-ray total scattering data. Differential PDFs 
for amorphous GeTe4 were extracted from combined 
synchrotron X-ray (11-ID-B, APS) and neutron (NPDF, 
Lujan Center) total scattering experiments (Figure 2).  The 
nearest neighbor distances in the amorphous glass are 
made up of Ge-Te atom-atom pairs and slightly longer Te-
Te atom-atom pairs. The second neighbor distances are all 
Te-Te pairs. The data also shows that correlations beyond 
the nearest neighbor are due to the Te network. We will 
be able to test results of Reverse Monte Carlo modeling 
of this system against these observations. The amorphous 
and metastable GexTe1-x series of data will allow for a 
direct comparison of materials properties (crystallization 
temperatures, optical contrast between phases, and phase 
change speed, etc.) with observed local structure across 
the series. This information is expected to be of great 
utility in studying more complicated materials systems, 
including the thin film alloys we are studying concurrently.

∆

Figure 2. (Top) X-ray and neutron GeTe4 Pair Distribution Func-
tions (PDF) obtained from 11-ID-B (Advanced Photon Source) and 
the Neutron Powder Diffractometer (Lujan Neutron Scattering 
Center) for an amorphous sample. (Bottom) The corresponding 
extracted differential PDFs from the combined synchrotron and 
neutron data.

Future Work
The basis of optical and electronic memory device 
technology is simple: a deposited crystalline phase is 
liquefied with a laser and solidified with quenching to form 
an amorphous one.  Low intensity light or an electrical 
pulse ´reads’ the distinct reflectivity or resistivity in the 
amorphized region while a longer and more intense 
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source can render it crystalline once again, enabling 
re-writable media. Surprisingly, improvements in phase-
change materials to date have largely been made through 
a trial and error process; very little is known about the 
precise mechanisms of phase-change and the local atomic 
arrangements that give rise to the distinct properties of 
the crystalline and amorphous states. We will continue our 
work with state-of-the-art local structure studies, using 
neutron and synchrotron X-ray total scattering techniques, 
to address these deficiencies. The merit of the proposed 
work lies in the promise of better understanding of the 
crystal chemistry, local structure, bonding, and properties 
in well-established and novel phase-change materials, and 
the advancement of scattering capabilities necessary for 
their understanding.

Current phase-change materials are group 15 and 16 
alloys with octahedral-like atomic arrangements in the 
crystalline state. Successful candidates have large optical or 
electrical contrast between phases, thermal and chemical 
stability, fast switching speed for the phase change, and 
scalability. We will study the local bonding arrangements 
that promote amorphous-crystalline cyclability and lead 
to optical and electronic contrast in traditional and new 
phase-change materials we prepare. 

Our most significant areas of progress have been in 
preparing thin films of the canonical phase change 
material GeSb2Te4 and establishing the methods we will 
use to characterize the local atomic structure of materials 
in the phase change material family.  Our next steps will 
be to study in situ the annealing behavior of thin film 
materials based on a pseudobinary GeTe-Sb2Te3 (GST) 
composition (GeSb2Te4), where crystallization is thought 
to be nucleation controlled, and materials based on the 
Sb70Te30 eutectic (Sb2Te), where crystallization is believed 
to be growth controlled. We will monitor how chemical 
short-range order and local bonding environments vary in 
the transformation from the amorphous to metastable to 
crystalline states. Amorphous films of these compositions 
will be prepared at various thicknesses by sputtering from 
stoichiometric targets in our laboratories. Some of the 
films will be crystallized with thermal or laser annealing 
and the properties of both as-deposited and crystalline 
films will be characterized through X-ray florescence 
measurements, spectroscopic ellipsometry, electron 
microscopy, X-ray diffraction, and differential scanning 
calorimetry.  These approaches will allow us to investigate 
how lattice distortions, vacancy concentrations, dopant 
metals, chemical short-range order, crystalline length scale, 
and local bonding environments vary in amorphous and 
crystalline states of phase change materials, and may allow 
us to track these effects through melting and crystallization 
cycles.

Conclusion
This project is aimed at understanding the interplay 
between structure and property in the remarkable class 

of existing phase-change materials and expanding the 
number and types of compounds available for future 
data storage technology. This work will complement LANL 
strengths in theory and engineering, bringing the much 
anticipated non-volatile universal memory closer to reality. 
In the broadest sense, this work will advance the methods 
of characterization available for amorphous-crystalline 
phase transitions in solids, bridging an important gap in 
solid state characterization as it is pursued today.
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Introduction
Due to the projected increase in the global demand for 
energy there has been a growing interest in harnessing 
solar energy in an efficient and cost-effective manner. 
Nanomaterials and more specifically quantum confined 
semiconductor nanocrystals (NCs) or nanocrystal 
quantum dots (NQDs) have potential to play an 
important role in the next generation of lasers and 
light-emitting diodes (LEDs) as well as technologies for 
conversion of solar energy into electricity (photovoltaics, 
PV). Their appealing properties include size-tunability 
of their luminescence and absorption spectra, and 
the ability to generate multiple excited electron–hole 
pairs, or excitons, from a single photon via the process 
of carrier multiplication (CM). While a great deal 
of progress has been made on the photophysics of 
neutral NQDs, little is known about charged NQDs. 
This deficiency is crucial to remedy as the operation 
of practical LED or PV devices is likely to lead to the 
formation of significant populations of charged NQDs 
(Figure 1), which can dominate the carrier relaxation and 

recombination processes and thus dictate the device 
performance. In this project we study the fundamental 
physics of charged NQDs with the goal to determine the 
potential impact of charging on the performance of LED 
and PV devices based on NQDs.

Benefit to National Security Missions
This project will primarily support the drive toward 
national energy security. In particular, the work will 
enhance our understanding of how nanoscale materials 
can be utilized to improve the efficiencies of solid 
lighting and solar energy conversion technologies.

Progress
One of the challenges in studies of charged nanocrystal 
quantum dots (NQDs) is achieving a high level of control 
over the number of carriers introduced into the NQD. 
As was shown previously, an accurate control over the 
degree of charging is possible through combination 
of electrochemical and optical methods. Our initial 
focus on the project was on development of relevant 
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Figure 1. Formation of excitons in charged NCs in PV devices and light-emitting diodes (LEDs). (A) Schematic diagram, perfor-
mance characteristics and a transmission electron microscopy (TEM) cross-section of an example PV device based on PbS NCs. 
(B) Scheme showing formation of excitons in charged NCs during operation of a PV device. Top: Following photon absorption the 
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instrumental and experimental capabilities.

In our initial experimental tests we found that the 
most convenient way to simultaneously monitor the 
electrochemical and optical properties of the NQDs is 
in an arrangement where NQDs are deposited onto the 
transparent conductive electrode (e.g., tin doped indium 
oxide, ITO) in form of thin film. We have performed a 
series of experiments to determine the conditions under 
which the film, immersed in electrolyte solution, would 
display robust electrochemical performance. We found 
that efficient charging of NQDs is achieved only after timed 
soaking of the film in electrolyte solution prior to use, 
so that supporting electrolyte may efficiently permeate 
the film. We have also found that reversible charging and 
discharging of the NQDs requires strict exclusion of oxygen 
from the film’s environment. Following this observation 
we have designed a special type of air-free optical cell, 
which allows simultaneous monitoring of optical and 
electrochemical properties of the NC film under air-free 
conditions.

As was shown in previous studies the extent of NQD 
charging can be most reliably determined by linear 
absorption spectroscopy, whereby the extent of the loss 
(bleach) of the absorption band associated with the band-
edge optical transition in NQDs is directly proportional to 
the extent of charging. To be able to monitor the extent of 
NQD charging optically we have designed and developed 
a new optical setup (Figure 2) that allows simultaneous 
monitoring of current-voltage characteristics of NQD 
films, their linear absorption and photoluminescence 
(PL). In addition, our experimental setup also allows for 
monitoring time-resolved PL with very high temporal 
resolution ~15 ps.

Our initial experimental studies of NQD films show several 
interesting insights. 

We found that when the external potential is applied 1. 
onto the electrode with the NC films, the injection of 
carriers into the NQD cores is preceded by deposition 
of carriers onto the NQD surface (Figure 2A). The 
deposition of carriers onto the NQD surface typically 
leads to enhancement of the steady-state PL, while the 
injection of the carrier into the NQD core leads to PL 
quenching. The latter is consistent with the expected 
triggering of the multi-carrrier Auger relaxation 
process. 

We have compared the electron injection potentials 2. 
for CdSe NQDs and the same NQDs overcoated 
with thin shells of ZnS. Because of their enhanced 
PL properties CdSe/ZnS structures are often used 
as components of light emitting devices. We have 
found that introduction of even the thinnest (1-2 
monolayers) ZnS shell leads to a significant (~1 V) 
increase in the charging potential. Thus, our findings 
indicate that introduction of protective shells, while 
enhancing the PL properties of the NQDs, may actually 
hinder the overall performance of an electrically-
driven device such as an LED. 

We have found that exciton relaxation dynamics in 3. 
NQDs is significantly altered by the NC charging (Figure 
2C). Our analysis shows that charging of NQDs induces 
two competing effects: a) enhancement of radiative 
decay manifested as enhancement in PL at short 
delays b) enhancement of nonradiative relaxation 
via Auger decay manifested as a drop in PL intensity 
at long delays. We have initiated an effort to more 
quantitatively analyze these effects.

time (ns)
0 1 2 3 4 5

0

5

10

15

20

Potential (V)
-1.2-1.0-0.8-0.6-0.4-0.20.0

C
ur

re
nt

 (
A

)

-2

0

2

4

6

8

10

12

%
A

(%
PL

)

40

50

60

70

80

90

100

110

I
A
PL

Surface
charging

Core
charging

No
charging

E1/2
C

B

Before
charging

After
charging

Charged
NCs

C
PL

 in
te

ns
ity

 (a
.u

.)A

e -

Transparent
electrode NCs Fiber-optic

Collection
fiber

Potentiostat
V

ultrafast
tr-PL

detectionAbsorption
detection

i

fs
pulse

source

cw white
light source Time (ns)

1SC

1SV

1SC

1SV

Figure 2. (A) Schematic diagram of the experimental setup for studies of optical properties of charged NCs. (B) Preliminary results 
showing changes in current (I), absorbance bleach (A) and photoluminescence intensity (PL) as a function of applied potential. Com-
bination of electrochemical and optical methods allows determination of the potential needed for deposition of charges onto the 
NC surface and injection into the NC core. The potential at which 50% of the band edge absorption is bleached defines the absolute 
energy of the conduction band offset (E1/2C). (C) Results of preliminary studies of the effect of charging on the carrier relaxation 
dynamics. The exciton relaxation is significantly faster in charged NCs and the changes in the dynamics are reversible upon removal of 
excess charge.



239

Future Work
The objective of the ongoing work is to study carrier 
relaxation dynamics in charged nanocrystal quantum dots 
(NQDs) using ultrafast laser spectroscopy. Central to this 
work will be determining the variations in the rates of 
both radiative and nonradiative relaxation processes as 
a function of the excess charge introduced to the NQDs. 
There are three different tasks that will be addressed.

Radiative recombination in charged NQDs
In charged NQDs the photoexcitation should lead to a 
population of different electronic states than in “neutral” 
NQDs.  This should lead to a significant decrease in the 
observed radiative lifetime of the charged NQDs compared 
to the neutral NQDs. To determine if charging in fact 
affects the rate of radiative recombination and to quantify 
the magnitude of the effect, ultrafast photoluminescence 
studies of NQDs will be performed with various degrees of 
charging.

Auger recombination dynamics in charged NQDs 
Carrier relaxation in multiply excited semiconductor 
NQDs is typically dominated by the Auger process.  While 
the Auger recombination process is also expected to be 
efficient in singly excited charged NQDs this has not yet 
been studied experimentally. To quantitatively understand 
the effect of charging on nonradiative relaxation in NQDs 
the Auger recombination dynamics in charged NQDs and 
its relationship to the multiexciton Auger dynamics in 
neutral NQDs will be investigated.

Carrier Multiplication (generation of multiple excitons 
following absorption of single photon) in charged NQDs
Building on understanding of the carrier recombination 
dynamics in charged NQDs in the presence of a single 
exciton, studies will be extended to the multiexciton 
regime. Here, the main interest is in developing an 
understanding of how the efficiency of CM varies with the 
extent of NQD charging. This understanding may be of 
critical importance for exploitation of the CM effect in solar 
energy conversion applications.

The use of films in electrochemical control of NQD 
charging complicates the study of carrier dynamics. 
Removal of a portion of the organic molecules on the NQD 
surface, necessary for formation of uniform films, leads 
to regions where carriers may become trapped. Energy 
transfer within the film also influences the observed 
dynamics. To overcome this limitation we are developing 
an air-free thin-layer electrochemical cell containing a 
platinum mesh electrode. This light-transmitting electrode 
allows charged NQDs to be formed and studied optically 
directly in electrolyte solution. 

Conclusion
In terms of basic science the main objective is to develop 
understanding of physics of charged NQDs. The practical 
objective is to determine how charging of individual 
nanocomponents of a LED or a PV device during its 
operation affects its performance and how the potential 
losses in the performance can be minimized. By reaching 
the project goals we will be able to more accurately assess 
how nanoscale materials can be utilized to enhance the 
efficiencies of the solid state lighting and solar energy 
conversion technologies. These objectives are aligned 
with DOE’s energy security mission as they have potential 
to reduce our energy dependence on oil and other fossil 
fuels.
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Introduction
Strong interactions among electrons force a correlated, 
collective response to their physical and chemical 
environments. Experimental and theoretical work over 
the past three decades to understand these correlated 
responses have failed to provide a microscopic or even 
firmly based phenomenological understanding of the 
complex underlying physics of such systems. A recent 
conceptual breakthrough from our examination of 
one large class of electronically correlated materials, 
so-called Kondo-lattice materials, provides an entirely 
new phenomenological description of the complex 
physics. This project has the goals of exploring the 
predictive consequences of this phenomenology, 
especially regarding the possible emergence of 
unconventional superconductivity from this model. 
Additionally, we will explore whether a more basic 
microscopic understanding of this phenomenology can 
be developed.

Benefit to National Security Missions
Complex correlations among electrons control the 
physical properties of unconventional superconductors 
and actinide materials that are important for DOE 
missions for energy security and understanding 
materials. This work attacks the unsolved problem 
of complex correlations from a completely new 
perspective, with the goal of understanding how they 
control physical properties.

Progress
Progress has been made in five directions: 

Experimental point-contact spectroscopy studies 1. 
of Kondo-lattice compounds observe a voltage 
asymmetry in spectra that emerges below in a 
material-dependent temperature scale T*. Until 
now there has been no understanding of the 
origin of this asymmetry. Within the framework 
of our new phenomenology, we have developed 
a semi-microscopic interpretation based on the 
quantum interference between ‘light’ and ‘heavy’ 
electrons that accounts for these experimental 

observations. This work has been published as a 
Rapid Communication in the journal Physical Review 
B [1]. 

We have applied our phenomenology of the Kondo-2. 
liquid to provide a natural explanation for the 
evolution of the experimentally determined spin 
susceptibility (Knight shift) in the superconducting 
state of the Kondo-lattice material CeCoIn5. A 
principal conclusion from this theoretical modeling 
is that unconventional superconductivity in CeCoIn5 
originates from the condensation of electronic 
excitations intrinsic to a Kondo liquid that displays 
quantum critical fluctuations below T*. Because 
the characteristic temperature scale T* of the 
Kondo liquid is given by the magnetic interaction 
between the magnetic f-electrons of Ce ions in this 
material, our analysis further concludes that the 
superconducting transition temperature is actually 
controlled by this single microscopic interaction, 
the magnetic exchange interaction. This conclusion 
points to a possible direction for pursuing 
new superconductors with higher transition 
temperatures. This work has been accepted for 
publication in the journal Physical Review Letters 
[2]. An extension of the above method to the 
Kondo-lattice antiferromagnet CeRhIn5 also reveals 
that antiferromagnetism originates from the heavy 
electron Kondo liquid. This work is still in progress. 

The fundamental difference between our new 3. 
phenomenology and the conventional scenario is 
the emergence of heavy electron coherence with a 
characteristic energy scale T*. In our scenario, this 
coherence emerges primarily from the exchange 
correlation between magnetic ions that is controlled 
by the energy scale T*, while the conventional 
scenario proposes a lattice extension of single 
impurity Kondo screening due to the conduction 
electrons. A possible way to resolve this issue is 
to measure the microscopic development of the 
f-electron spectra by angle-resolved photoemission 
experiments. This work is still in progress and a 
paper on this proposal has been submitted to Acta 
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Physica Polonica A [3]. 

The recent experimental observation of specific 4. 
structure in the electronic spectrum of the Kondo-
lattice antiferromagnet CeIn3 has led to the proposal 
of a selective Mott (‘insulator’ to metal, localized 
to itinerant) transition in the antiferromagnetic 
state, analogous the physics of high Tc cuprate 
superconductors. We have carried out analytical 
and numerical calculations that confirm such a 
similarity under certain circumstances, in contrast 
to the conventional scenario, which predicts a 
transition from an antiferromagnetic state to a 
nonmagnetic metallic Kondo state. With itinerant 
heavy electrons in the antiferromagnetic phase, our 
interpretation also provides a possible explanation for 
the microscopic coexistence of antiferromagnetism 
and superconductivity found in some Kondo-lattice 
materials. The fundamental energy scale for the 
itinerant electrons is set by the magnetic exchange 
interaction, consistent with our previous prediction of 
T*. A paper on this work is in preparation. 

In Kondo-lattice superconductors, nonmagnetic 5. 
impurities break up superconducting electron pairs and 
reduce the superconducting transition temperature. 
This impurity effect has been understood to originate 
from excited electronic states that appear in certain 
momentum directions where the superconducting 
energy gap goes to zero, that is, nodal points of the 
superconducting gap. We have examined specific heat 
data of some Kondo-lattice superconductors that allow 
us to determine the fraction of heavy electrons that 
participate in superconductivity. Our results suggest 
an inhomogeneous picture, with all unpaired heavy 
electrons accumulated around the impurities in the 
real space, in contrast to previous understanding. A 
paper on this work is in preparation.

Future Work
Solution to the problem of a single localized f-electron 
interacting with a sea of 1023 conduction electrons, the 
Kondo-impurity problem, was a major breakthrough in 
condensed matter theory in the 1960s. Despite enormous 
effort in the intervening decades, the problem of 1023 

interacting Kondo impurities, the Kondo-lattice/heavy-
electron problem, remains one of the most important 
open challenges to theory. Recently, we have identified 
a dominant temperature scale T* below which universal 
behavior of the Kondo lattice emerges as a new quantum 
state of matter (the Kondo liquid) that differs distinctly 
from the individual response of 1023 non-interacting 
Kondo impurities. This observation provides an entirely 
new framework for understanding the fundamental 
physics of heavy-electron materials. The central task now 
becomes that of using this new framework to understand 
how the Kondo liquid gives rise to the rich physical 
behaviors, such as quantum criticality and unconventional 

superconductivity, observed in many heavy-electron 
materials. In concert with experiment, this theoretical 
investigation has the goal of providing a much more 
complete and realistic microscopic understanding of heavy-
electron physics.

Conclusion
Future technologies that save energy and advance our 
standard of living may ultimately be based on materials 
whose functional properties result from the correlated and 
collective responses of electrons. Though some of these 
responses are known through observation, as yet, we are 
unable to predict them. Hence, we are unable to predict 
material behavior and potentially revolutionary responses 
must await serendipitous discovery. Research pursued in 
this project has the goal of understanding how electrons 
become highly correlated and how their collective 
response can be controlled for useful functions.
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Introduction
The idea of harnessing molecular building blocks 
to assemble nanometer-scale devices promises 
many fascinating applications in fields ranging 
from electronic to medical. Unfortunately, our 
fundamental understanding of the underlying physics 
and chemistry of such complex structures lag the 
experimental observations; the major reason being 
the computationally unmanageable number of atoms 
in such systems.  Our goal is to be able to compute 
the optical and transport properties of these complex 
molecular composites. This project will combine two 
approaches: ab initio methods (giving an accurate 
electronic structure of a system) and force field (FF) 
methods (providing reasonably fast geometries, packing, 
and dynamics for large molecules). We propose to: i) 
construct new FF potentials using quantum mechanical 
calculations (e.g., Density Functional Theory, DFT) 
to be performed on a set of representative units; ii) 
conduct FF simulations of the dynamics of the entire 
system at specific temperature, pressure, etc; iii) DFT 
and time-dependent DFT calculations of electronic 
structure of ground and excited states using selected 
resulting geometries (snapshots); iv) modify a Gaussian 
computational package to allow non-adiabatic 
photoinduced dynamics based on correlated excited 
states in time-dependent DFT method. Using this 
approach, the ultimate goal is to predict and to explain 
experimental results on several nanoscale molecular 
composites/hybrids.

Benefit to National Security Missions
This project directly addresses LANL institutional goals 
in basic understanding of materials, energy security, 
and threat reduction. Furthermore, the project 
strongly connects to thrusts of the DOE-funded Center 
for Integrated Nano-Technology (CINT) by impacting 
priorities in nanotechnology, multi-scale material 
modeling, and sensing.

Progress
We use a combination of ab initio techniques, such 
as density functional theory (giving an accurate 

electronic structure of a system), with classical force 
field calculations (providing reasonably fast geometries, 
packing and dynamics for large molecules) to predict 
and to explain experimental results on dynamics, 
transport, and optical properties of several hybrid 
composites and nano-scaled materials. During the 
past year we have investigated optical response and 
phonon induced dynamics in the pure CdSe quantum 
dots (QD) and QDs functionalized by different organic 
molecules [1,2]. Currently, our main focus is on organic 
ligands that cover the QD surface. The role of ligands 
is expected to be crucial in the carrier multiplication 
processes experimentally observed in these systems and 
promising for the harvesting of solar energy. Surface 
ligands also impact phonon-assisted carrier dynamics 
that competes with carrier multiplication.  In contrast 
to the common point of view, we found that ligands 
strongly impact charge relaxation in QDs for high-energy 
excitations. No molecular orbitals of ligands appear as 
trap states inside or near the band gap of the QD.  We 
found that the surface ligands introduce new electronic 
states which are strongly delocalized over the ligands 
and the dot surface and open new relaxation paths for 
the nonradiative charge relaxation increasing relaxation 
rates [3]. These results were first obtained for small 
Cd33Se33 clusters passivated by different organic 
molecules. Now we extend our investigations to the 
larger systems (Cd111Se111) which are comparable 
to the common QDs used in experiments. These 
investigations have resulted in several articles published 
[1-3] and other papers are expected to be submitted 
soon. Our results were also presented in several 
conferences. We also investigate optical and transport 
properties in dye-functionalized metallic clusters self-
assembled on the DNA template. Some of our results 
have been already published [4]. All these composites 
hold great promise in the areas of bio-inspired self-
assembly of electronic circuits.

Finally, our results on excitonic and electron-phonon 
couplings in semiconductor carbon nanotubes (CNTs) 
and quantum dots were also summarized in the 
book [5,6] that was published by World Scientific/
Pan Stanford (a science publishing company of high 
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reputation) this summer (Figure 1). This project is now 
extended by studies of photocurrent and its dependence 
on the photoexcitation energies in CNTs.
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Rapid advances in chemical synthesis and fabrication techniques have led 

to novel nano-sized materials that exhibit original and often unforeseen 

properties. One of the greatest advantages of these nano-systems is that their 

electronic and optical properties can be controlled, not only by the material’s 

inherent features, but also by the sample’s size, shape, and topology. This 

�exibility makes them ideal for applications in several �elds, ranging from 

electronics and optelectronics to biology and medicine. However, in order to 

design nanoelectronic devices, a clear understanding of their fundamental 

properties is needed. Semiconductor quantum dots (QDs) and single-walled 

carbon nanotubes (SWCNTs) are two of the most promising examples of 

low-dimensional nanomaterials. These two types of nano-systems have 

been chosen for the extensive studies presented in this book. 
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Dr. Svetlana Kilina received her B.Sc. and M.Sc. degrees in Physics from Belarus 
State University in 1996 and taught physics to both college and high school students 
in Belarus, including preparing gifted children to compete in the National Physics 
Olympics. She then spent three years at Chemnitz University of Technology in Germany 
as a research assistant studying transport properties of disordered interacting 
electrons. After coming to the United States in 2000, she was employed as a math 
and science tutor at the University of Oregon. From 2003 to 2007, she was pursuing 
Ph.D. degree in Physical Chemistry at the University of Washington. During her Ph.D. 
studies she also have had an opportunity to work as a graduate research assistant 
at the Los Alamos National Laboratory (LANL) in New Mexico, getting internships 
for summer 2005 and spring/summer 2006 and 2007. Since 2008 she holds a 
Director’s Postdoctoral Fellowship at LANL. Her research focuses on photoinduced 
electronphonon dynamics in nanoscale systems, such as quantum dots, carbon 
nanotubes, conjugated polymers, and DNA materials.

Dr. Bradley F. Habenicht was born in Butler, PA, USA.  He earned a Bachelor’s Degree 
in chemistry at Virginia Tech in 2002.  His undergraduate research was done under 
Dr. Harry Gibson synthesizing crown ethers. He earned a doctorate in theoretical 
physical chemistry at the University of Washington in 2008, under Dr. Oleg V. Prezhdo.  
His graduate research involved using ab initio molecular dynamics to study electron-
phonon interactions and nonradiative electron relaxation in graphitic nanostructures.  
He is currently at the University of Tennessee in Knoxville investigating proton transport 
in per�uorosulfonic acid fuel cells.

“This book brings a wonderful collection of works in the area of quantum 
chemstry calculations devoted to the optical properties of quantum dots 
and carbon nanotubes. Optics is one of the most promissing fields for both 
the understanding of materials science and innovations in nanotechnology. 
Kilina´s book illustrates the great scientific development made possible by 
nanoscience.”

Prof. Ado Jório de Vasconcelos
Federal University of Minas Gerais

Brazil

Figure 1. This book brings collection of works in the area of 
quantum chemistry calculations devoted to the optical properties 
of quantum dots and carbon nanotubes.

Future Work
Developed methodology will be applied to: i) Adsorbed 
DNA strands or other bio-molecules on metallic surfaces. 
Here the unique STM spectra of bases promise resolution 
of the structure and fast sequencing of DNA. To interpret 
experimental results, the Postdoc will simulate tunneling 
spectra and identify the underlying electronic features; 
ii) Semiconductor quantum dots to clarify the role of soft 
ligand layer and surface roughness on electron-electron 
and electron-phonon coupling important in experimentally 
observed efficient carrier multiplication processes. These 
systems are promising for harvesting of solar energy; iii) 
Molecular-functionalized carbon nanotubes to investigate 
computationally photoinduced structural relaxation and 
uncaging. This has a potential to make carbon nanotubes 
into highly luminescent materials.

Conclusion
We will apply our new methodologies to a variety of 
materials, which are promising for optoelectronics and 
sensing, and several bio-applications such as drug delivery, 
cancer diagnostics and therapy. Many other applications 
are envisioned and broad dissemination of these methods 
is expected. Besides providing fundamental theoretical 
understanding of transport, and photoexcited properties of 
complex molecular composites, this research is envisioned 
for developing a fast and accurate “virtual computational 
nano-scale laboratory” to be used in a variety of projects 
with significant LANL, DOE, and NIH investments, and will 
support a number of experimental efforts currently carried 
out at LANL/CINT.
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Introduction
Single-Walled Carbon Nanotubes (SWNTs) have 
remarkable optical and electrical properties. The 
photophysical properties are heavily dependent on the 
sidewall pristinety, diameter and chirality (a property 
of the geometry) of the tube. This heterogeneity 
offers many opportunities in sensing and electronic 
applications.   However, full utilization of these 
properties requires the development of well defined 
materials. This includes controlling the energy transfer 
(ET) that occurs between distinct tube types and 
between the tube and environment. Control of ET is 
important because it can enhance and/or quench the 
detectable photophysical properties of the tubes, and 
allows tunability of their absorption range. Current 
research on bulk samples is lacking because the 
heterogeneity inherently limits the sensitivity and 
reproducibility of the measurements. However, new 
separation techniques allow access to chirality-enriched 
samples.  This offers the possibility of engineering 
samples with specific bandgap and reactivity properties. 
We will utilize enriched chirality samples to engineer 
and enhance ET reactions between specific tube types 
and between SWNTs and molecules in ensemble 
systems and at the single molecular level.

Benefit to National Security Missions
This project supports the development of advanced 
functional nanomaterials that support threat reduction, 
energy security, human health, and basic science 
missions in DOE and other government agencies.

Progress
This project began on January 25th, 2009--start date 
for Juan Duque.  Since then Juan has devoted his 
time to several aspects of the effort.  These include 
developing an understanding of surfactant interactions 
at the nanotube surface to further our separations 
methods.  Additionally, he has performed Raman 
spectroscopic studies aimed at further defining the role 
of tube structure in determining solubility.  In addition 
to generating a number of publishable results, these 
projects have helped him become familiar with the 

different instrumentation and experimental setups 
here at LANL; despite his short time here, several major 
accomplishments have been made.

First, Juan was able to reproduce previous results 
from our lab on the correlation between surfactant 
organization and the optical properties of single-
walled carbon nanotubes (SWNTs) via salt titration.  
Moreover, he has expanded our current understanding 
of the interfacial interaction between surfactants 
and SWNTs to other anionic surfactants.  His results 
have shown that the structure, packing density, and 
concentration of surfactant around the SWNTs are the 
major components that affect the optical properties 
of SWNT suspensions.  This work is directly relevant 
to our efforts in the separation of different SWNT 
chiralities via ultracentrifugation, and has helped us 
further understand and corroborate a LANL-developed 
model for SWNT separation.  As a result, we are nearing 
submission of a manuscript explaining the effects of 
surfactants on the optical properties of SWNTs and 
their correlation to packing density.  Some of the 
techniques employed by Juan to obtain these results 
include Ultraviolet-Visible-near-Infrared Absorbance and 
fluorescence spectroscopy.

Second, Resonant Raman scattering experiments using 
excitation wavelengths in the visible and near infrared 
regions were performed with SWNTs.  This work is 
in collaboration with Juan’s former university (Rice 
University, Houston TX) and aims to establish some 
factors that contribute to the solubility and optical 
properties of SWNTs in suspensions for optoelectronic 
and nanophotonics applications.  His resonant Raman 
results showed that different SWNT batches can have 
different diameter distributions for all chiralities of 
tubes present in the suspension, and that the solubility 
of SWNTs in superacids and surfactants is diameter 
dependent.  The outcome of these results is part of 
a manuscript, which will be submitted to the Journal 
of the American Chemical Society (JACS) within the 
coming weeks.  Furthermore, this experience helped to 
familiarize him with the extensive Raman facilities here 
at LANL, and currently he has begun work on probing 
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the fundamental electronic structures of separated SWNTs 
using excitation wavelengths in the ultraviolet (UV) region.  
This type of work is the first of its kind in the SWNT 
community and aims to answer fundamental questions on 
the exciton-phonon coupling of SWNTs and their transition 
energies.  This work is being conducted in collaboration 
with a group from DuPont led by Ming Zheng.

Juan has also been involved in developing new matrix 
materials in which to integrate nanotubes.  The goal is to 
generate new nanotube environments that will maintain 
their luminescence properties.  The new matrices are 
anticipated to enable Juan to perform ET experiments over 
a broad temperature range.  This effort is in collaboration 
with Andrew Dattelbaum and Gautam Gupta of CINT.  
To date Juan has developed an approach to efficiently 
incorporate nanotubes into a sol-gel matrix.  By varying 
the composition of the initial nanotube surfactant 
suspensions, Juan is able to generate highly luminescent 
materials.  We also anticipate the new matrices can be 
extended to encompass aerogels.  Beyond enabling new ET 
measurements, these matrices will be interesting as new 
sensing platforms as well.

Future Work
SWNT suspensions with tailored bandgap and narrow 
electronic properties will be developed. This will allow 
engineering of suspensions in which the intertube 
interactions between select types will be studied. 
Optical and electronic enhancement will be investigated 
between specific diameter semiconductors, allowing 
the identification of the most efficient ET pathway 
for photophysical processes and energy harvesting. 
Metallic-semiconductor interactions will give insight to 
the electronic and optical quenching pathways SWNTs 
undergo. These parameters will be studied as a function 
of the difference in bandgap energies and relative chirality 
overlaps.  The energy transfer between SWNTs and 
photoactive organic and inorganic molecules, or dopants, 
will also be studied. This will provide further knowledge of 
energy processes that specific SWNTs undergo by offering 
a point of reference to evaluate the efficiency and ET yield 
of each tube type.  Examples include squarylium dye which 
does not overlap with SWNT absorbance and quantum 
dots which have easily manipulated absorbance and 
emission profiles.  Engineering of the surfactant structure 
around the SWNTs will also be important to control the 
bandgap and Fermi level which then allows tunability of 
the degree, type and rate of interactions between tube 
types and tube-dopant. Photoluminescence excitation 
(PLE) maps and Raman spectroscopy will be the primary 
analysis tools for these studies because they provide 
information on the specific interactions that affect the 
electronic and optical structure of SWNTs. Therefore, 
we will analyze the energy flow in the system and the 
electronic properties of the tubes as a function of the 
photoluminescence, surfactant and relative SWNT side-
wall structure. We can also extract information on the 

tube energy levels and the most energy-favorable path 
for ET processes between tube-tube and tube-dopants 
by selecting and adjusting the desired bandgap and Fermi 
level via surfactant selection, thus allowing control over 
the ET rates.

Conclusion
In summary, the goal of Juan’s work here at LANL is to 
conduct fundamental studies of the spectroscopic energy 
transfer and photophysical processes between SWNTs and 
their surroundings both in bulk and at the single molecular 
level for energy harvesting applications.  His early 
experiments are helping us understand the optical and 
electronic structures of SWNTs, and consequently will help 
us engineer and design new experiments involving single-
molecule spectroscopy for energy transfer and chemistry 
at the single tube level.

This project will be the first of its kind to correlate the ET 
of various tube-tube and tube-molecule interactions both 
in ensembles and at the single molecular level.  It aims to 
define the electronic transitions that occur in a variety of 
SWNT systems to improve the control and predictability of 
the electronic and optical properties of SWNTs. The results 
of this project will answer fundamental questions on 
intertube and tube-molecule ET so that SWNT suspensions 
can be engineered with predictable photophysical 
properties, and thus have an impact on optoelectronic, 
sensing, and energy harvesting applications.
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Introduction 
The development of alternatives to petroleum-based 
fuels and chemicals is becoming increasingly urgent due 
to concerns over climate change, growing world energy 
demand, and energy security issues.  Biomass is the 
only renewable carbon feedstock available, and thus 
much recent effort has focused on developing technolo-
gies that convert biomass into chemicals and fuels.  The 
majority of non food-derived biomass is in the form of 
lignocellulose, which is often not fully utilized due to dif-
ficulties associated with breaking down both lignin and 
cellulose. Cellulose is composed of strands of glucose 
monomers connected by β-1,4-glycosidic linkages, which 
are cross-linked together through an extensive hydrogen 
bonding network.  Because it is so difficult to break apart 
the carbon-carbon and carbon-oxygen linkages, lignin is 
resistant to chemical degradation, playing an important 
role in nature in protecting plants from attack by micro-
organisms.  

Benefit to National Security Missions
Using non-food derived biomass to produce renew-
able feedstocks for chemicals and fuels is a particularly 
attractive possibility. However, the majority of biomass 
is in the form of lignocellulose, which is often not fully 
utilized due to difficulties associated with breaking 
down both lignin and cellulose. This kind of fundamental 
research will provide valuable information towards ad-
dressing one of the biggest current technological chal-
lenges – sustainable use of the Earth’s carbon resources.  
The discovery of new efficient chemical pathways to 
convert biomass-derived polymers into useful feedstocks 
and fuels in line with the Energy and Earth Systems 
Grand Challenge and its sub-components.  The Depart-
ment of Defense, the largest consumer of petroleum in 
the world, has significant interest in the development of 
domestically sourced biologically-derived fuels. 

Progress 
The goal of this project was to explore a new strategy 
of using an earth-abundant transition metal (vanadium) 
catalyst to break apart lignin and cellulose.  This could 
lead to selective methods to transform lignin and cellu-
lose into more useful chemicals and fuels.  We selected 
vanadium for investigation because in oxidation reac-
tions, vanadium complexes are known to break carbon-
carbon and carbon-hydrogen bonds.   Vanadium is also 
an ideal candidate for oxidation of lignin and cellulose 
because it has a high oxidation potential in oxidation 
state +5, but can still be regenerated by air.  Using air as 
the terminal oxidant is ideal from both economic and en-
vironmental perspectives, as it is inexpensive and water 
is the only by-product of oxidation.

We have synthesized and characterized several vana-
dium complexes that could potentially catalyze the 
oxidation of lignin and cellulose.  Due to the inherent 
chemical complexity of both cellulose and lignin, it is 
difficult to analyze chemical reactions of these polymers, 
both in terms of determining the extent of conversion 
and the products formed.  For this reason, we began by 
studying the reactivity of smaller organic compounds 
that mimic the structural frameworks of lignin and cel-
lulose. The pertinent linkages in lignin were modeled 
using compounds with 1,2-alcohol ether substituents, 
such as pinacol monomethyl ether, 2-phenoxyethanol, 
1-phenyl-2-phenoxyethanol, and 1,2-diphenylethanol 
(Figure 1, 2).

One of the main candidates tested as a catalyst for the 
oxidation reactions was the complex (dipic)V(O)OiPr 
(1) (dipic = dipicolinic acid, OiPr = isopropoxide).  The 
dipicolinic acid was used as a ligand for the vanadium, 
because it was hypothesized that this class of ligand 
would facilitate re-oxidation of the low-valent vanadium 
by air.  We tested the reactivity of this compound with 
the lignin and cellulose model complexes.  The oxidation 
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of the cellulose models pinacol and 1,2-diphenylethanediol 
was carried out.  Experiments carried out show that the 
vanadium center plays a key role in the oxidation reac-
tion.  Prior to these discoveries, only a few examples of the 
aerobic oxidation of diols using homogeneous vanadium 
catalysts had previously been reported.  The successful 
oxidative carbon-carbon bond cleavage of diols under mild 
conditions using air suggests the potential of the catalyst 1 
to break carbon-carbon bonds in cellulose.  Future experi-
ments will focus on studying the reactivity of vanadium 
complexes with the carbohydrates glucose, cellobiose, and 
cellulose. 
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Figure 1
Figure 1. β-O,4-linkage and organic compounds used as models 
for  initial reactivity studies.

The catalytic oxidation of several other lignin model com-
plexes using compound 1 and air was explored (Figure 3).  
It was found that the compounds with phenyl substituents 
(1-phenyl-2-phenoxyethanol and 1,2-diphenyl-2-methoxy-
ethanol) were oxidized much faster than the substrate with 
no phenyl groups (2-phenoxyethanol).  When the oxidation 
of the lignin model 1-phenyl-2-phenoxyethanol was carried 
out using complex 1 in DMSO (dimethylsulfoxide) sol-
vent, both products of both carbon-carbon bond cleavage 
(formic acid, benzoic acid, phenol), and carbon-hydrogen 
bond cleavage (2-phenoxyacetophenone) were observed 
(Figure 3).  Both carbon-carbon and carbon-hydrogen bond 
breaking reactions were also observed in the oxidation of 
1,2-diphenyl-2-methoxyethanol.  Several control experi-
ments demonstrated that air is the oxidant in this reaction, 
and the vanadium plays a key role as a catalyst (no reaction 
occurs in the absence of the vanadium complex).  Potential 
intermediates in the catalytic reactions were identified in 
attempt to elucidate how the oxidation reaction occurs.  A 
manuscript describing the details of the catalytic oxida-
tions discussed above has been submitted for publication.  
Overall, using the vanadium catalyst and air as the oxidant 
is a completely new method for breaking carbon-carbon 
bonds in these lignin model complexes (this is the first 
example of catalytic aerobic oxidative C-C bond cleavage 
of 1,2-hydroxyether complexes).  This approach affords 
aromatic monomers from the lignin model complexes un-
der mild conditions.  The results described above suggest 

the potential utility of dipicolinate vanadium complexes to 
produce valuable chemicals from lignin.  
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Figure 2. Catalytic oxidation of 1,2-diphenylethanediol, a cel-
lulose model.  The carbon-carbon bond is broken in the oxidation 
reaction.
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Figure 3. Catalytic oxidation of 1-phenyl-2-phenoxyethanol.  
Products where both carbon-carbon and carbon-hydrogen bonds 
are broken were observed.

Future Work 
The results described above suggest the potential utility 
of dipicolinate vanadium complexes to produce valuable 
chemicals from lignin.  Furthermore, the homogeneous na-
ture of the catalyst provides new opportunities for ligand 
design to optimize activity and selectivity in these reac-
tions.   Experiments to develop more active catalysts are 
currently underway.

Conclusion
Overall, using these vanadium catalysts and air as the 
oxidant is a completely new method for breaking carbon-
carbon bonds in these lignin model complexes (this is the 
first example of catalytic aerobic oxidative C-C bond cleav-
age of 1,2-hydroxyether complexes).  This approach affords 
aromatic monomers from the lignin model complexes un-
der mild conditions.  The results described above suggest 
the potential utility of dipicolinate vanadium complexes to 
produce valuable chemical feedstocks from lignin.
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Introduction
Investigations into the role of plasticity in the mechanical 
behavior of materials have great importance to the 
field of materials science, especially in today’s nano-
age where submicron and nanoscale devices are built 
near the size of their microstructural features. The 
creation of such small components requires a thorough 
understanding of the mechanical properties of materials 
at these small length scales. Integration of nanoscale 
materials into bulk composite materials systems such as 
nanolayered copper-niobium developed at LANL opens 
the opportunity to develop bulk materials with ultra-
high strengths. Recent DOE, BES workshop reports on 
Materials under Extreme Environments and Advanced 
Nuclear Energy Systems have called for structural 
materials that are tolerant to damage under extreme 
mechanical and radiation environments. The evolution 
of damage in nanocomposite materials remains an open 
question. In this work, x-ray diffraction techniques, 
including synchrotron white-beam x-rays, will be utilized 
to evaluate the defect densities in deformed and ion 
irradiated nanolayered composites. Especially, an in 
situ x-ray microdiffraction observation of a nanolayered 
sample, while it is being deformed, will provide insights 
into the dislocation hardening mechanisms that have 
been not possible from post mortem studies that show 
minimal retained defects. This study will provide the 
fundamental understanding crucial to the design of 
nanomaterials that are ultra-high strength and possess 
high radiation damage tolerance.

Benefit to National Security Missions
This project supports the missions of DOE and other 
agencies in areas of defense, nuclear energy, and other 
mission spaces by providing fundamental understanding 
of damage tolerance of ultra-high strength nanolayered 
composite materials. In particular, it provides the 
scientific underpinning of damage tolerant nanolayered 
composites for materials under extreme environments 
for defense, nuclear energy and transportation 
applications.

Progress
The key accomplishments since the initiation of 
the project in late March 2009 are summarized as 
follows. First, single crystal multilayers of copper-
niobium were grown on heated sapphire substrates 
using electron beam evaporation via control of 
deposition rate and substrate temperature.  This is 
a significant achievement since the earlier work at 
LANL only produced polycrystalline copper-niobium 
multilayers via magnetron sputtering. The synthesis 
of high quality single crystal nanolayers is crucial for 
Laue microdiffraction experiments to be performed at 
Advanced Light Source at Berkeley. Second, the single 
crystal multilayers of copper-niobium were characterized 
at LANL using x-ray diffraction and transmission 
electron microscopy. These multilayers were found to 
be high quality single crystals with no grain boundaries 
in the layers. For samples deposited at the highest 
temperature (750 °C), some layer pinch-off was 
observed, as shown in Figure 1. To ensure continuity of 
layers, after seed layer deposition at 750 °C, subsequent 
layers were deposited at lower temperatures ranging 
from 250 °C to 600 °C. The individual copper and 
niobium layers in the multilayers ranged in thickness 
from 5 to 50 nm. Third, focused-ion-beam milling was 
used to machine pillar samples for compression tests, 
with approximate diameter of 2 micrometers and height 
of 6 micrometers. The micropillars were compressed 
using a flat punch tip in a nanoindenter to measure 
the compressive flow stress-strain response. Fourth, 
undeformed and compressed pillars of single crystal 
multilayers of copper-niobium were examined using 
Laue micro-diffraction at Advanced Light Source at 
Berkeley during the two days of beam time available in 
the first week of June. The data from the synchrotron 
beamline experiments are being analyzed, and 
preliminary analysis indicates limited broadening of 
the diffraction spots. Future experiments include in 
situ compression of pillars in a synchrotron beamline at 
Paul Scherer Institute (Switzerland) during Spring 2010 
beam times. Samples for proof-of-principle test of in situ 
compression of micro-pillars in a synchrotron beamline 
have been sent to Paul Scherer Institute.

In situ X-ray Microdiffraction Study of Nanomechanical Behavior

Amit Misra
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Figure 1. Transmission electron micrograph of a copper-niobium 
multilayer deposited at 750 °C on sapphire substrate. The indi-
vidual layers are single crystalline, although some layer pinch-off 
is noted.

Future Work
Future work includes in situ compression of pillars in a 
synchrotron beamline at Paul Scherer Institute. These 
pillars will be of copper-niobium multilayers of varying 
individual layer thickness from 5 to 50 nm. At LANL the 
diffraction peaks will be computed for copper-niobium 
multilayers for different layer thickness. The calculations 
will use atom positions at interfaces from atomistic 
modeling. Thus, the effect of the defects at interfaces on 
peak broadening will be computed directly and matched 
with experiments. To compare different interfaces, 
nanomechanical testing on other systems such as 
Aluminium-Niobium will be conducted. 

Conclusion
This research will provide fundamental insights into the 
damage tolerance of nanolayered metallic composites 
subjected to large strain plastic deformation. Specifically, 
it will elucidate the nature of interfaces in composite 
materials and nanostructuring length scales that are ideal 
for designing damage tolerant nanocomposites that may 
have applications as super-strong, light-weight engineering 
materials and structural components in nuclear energy 
reactors.
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Introduction
Semiconductor nanowires (SC-NWs) have tremendous 
potential as building blocks in the assembly of nanoscale 
devices and nanocircuits for optoelectronics and elec-
tronics applications. For these applications, however, 
electrical contacts must be made to the SC-NWs. To 
date, electron-beam lithography is the common ap-
proach employed to define contacts for constructing, for 
example, single-SC-NW devices. The contacts created via 
this approach are considerably larger than the SC-NWs 
themselves, limiting many advantages of nanoscale sys-
tems. To address this problem, fabrication of integrated 
nanoscale contacts have been proposed, but only a few 
demonstrated: (1) the localized electroless deposition 
of gold (Au) on the tips of cadmium selenide (CdSe) 
nanorods [1], (2) the lithographic patterning of metallic 
nickel (Ni) on silicon (Si) NWs to form NiSi/Si/NiSi metal/
SC/metal NWs [2], and (3) the electrodepositions of Au/
cadmium sulfide/Au NWs [3]. These techniques are lim-
ited by choice of metal, inadequate size control, and/or 
the low quality of the electrodeposited SCs. Therefore, a 
new and more versatile approach for fabrication of func-
tional nanoscale metal-SC-NW interfaces is required to 
facilitate SC-NW device applications. Here, we will em-
ploy a novel technique that couples two solution-phase 
growth methods—electrochemical metal NW growth 
and Solution-Liquid-Solid (SLS) semiconductor NW 
growth (Figure 1)—to allow controlled synthesis of nano-
scale semiconductor-metal contacts for vastly improved 
integration into optoelectronic and electronic devices. 
In the SLS method, low-melting metal catalysts [e.g., in-
dium (In), bismuth (Bi), and tin (Sn)] support the growth 
of high-quality semiconductor-nanowires—upon super-
saturation of chemical precursors in the molten catalyst, 
the semiconductor-nanowire nucleates and then grows 
with high crystallinity. The template-directed synthesis is 
ideal for metal growth, and it is a facile method for fabri-
cating multi-segmented metal nanowires via sequential 
reductions of metal ions into a nanopore template. The 
unique combination of these techniques will enable fab-
rication of heterostructured metal-semiconductor nano-
wires integrated at the nanoscale.

Figure 1. Schematic of our approach to fabricating high-
quality hybrid metal-semiconductor nanowires that combines 
electrochemical metal nanowire growth with Solution-Liquid-
Solid semiconductor nanowire growth.

Benefit to National Security Missions
This project will support the DOE missions in Energy 
Security and Threat Reduction by providing critical 
supporting technologies that will enable the further 
miniaturization of functional devices with enhanced 
efficiencies. For example, the materials fabrication 
strategies developed will be applicable to photovoltaics 
and sensor technologies.

Progress

Capability Development
Three new electrochemical systems were established 
in the CINT nanomaterials synthesis laboratory: (1) an 
electrochemical work station for general electrochemical 
measurements, as well as electrochemical synthesis, 
especially of metal nanowires and, uniquely, low-melting 
metal-catalyst “slugs” (e.g., Bi), (2) an anodization 
process for in-house controlled fabrication of alumina 
(Al2O3) and titania (TiO2) porous-membrane templates, 
and (3) an electrophoresis system for separation of 
nanomaterials.

More specifically, setup (1) consists of a potentiostat 
and an electrochemical deposition cell that was custom-
made to support membrane electrode assemblies.  

Novel Fabrication of Metal-Semiconductor Heterostructured Nanowires

Jennifer A. Hollingsworth
20090514PRD1
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Commercially available membranes with pore diameters of 
200 nm were successfully used as templates to synthesize 
single- and multi-segmented metal nanowires, i.e. Au, Au/
Bi, silver (Ag)/Au/Bi (first example of this heterostructure).  
Most challengingly, electrodeposition conditions, such as 
the composition of the plating solution, the deposition 
potential and the potential waveform, were optimized 
to synthesize Bi segments with controlled lengths and 
diameters, where the Bi is a low-melting metal that is 
molten at the reaction temperatures used for subsequent 
non-electrochemical growth of semiconductor nanowires, 
i.e., the Bi serves as a catalyst for solution-liquid-solid (SLS) 
growth of semiconductor nanowires. 

Setup (2) consists of a DC voltage power supply and an 
anodization cell that is designed to house an anode and 
a cathode for anodization of metal (e.g., aluminum and 
titanium). This setup gives us the ability to prepare in-
house Al2O3 and TiO2 porous-membranes, possessing 
controlled thicknesses and pore diamters. This will 
facilitate our overall goal of growing hybrid metal-
semiconductor nanowires of controlled lengths, diameters, 
and metal-semiconductor interfacing. Specifically, the 
width of the membrane-templated Au or Au/Ag nanowires 
determines the diameter of the Bi plugs grown on 
them. Further, the diameter of the Bi plug determines 
the diameter of the semiconductor nanowires that are 
subsequently grown from them via SLS. To this end, we 
are working with Kevin Baldwin (MPA-CINT) and Aaron 
Gin (SNL-CINT) to fabricate silicon substrates coated with 
aluminum or titanium layers as our starting materials.

For Setup (3) we are designing a microfluidic chip that 
will be used for separating nanowires by electrophoresis. 
This approach will allow us to select nanowires of specific 
size (lengths and or diameters) in the case of nanowires 
grown without a template, as well as to separate other 
nanomaterials such as quantum dots. Through separation, 
we should be able to optimize nanomaterials properties as 
size and shape, for example, can correlate with properties.

Research Results
In addition to establishing new capabilities in the areas 
of electrochemical characterizations, synthesis, and 
separations, the Director’s Funded Postdoc has acquired 
the enabling skills from our existing capabilities to permit 
her to realize the hybridization of electrochemical and 
colloidal synthesis approaches for the targeted fabrication 
of high-quality metal-semiconductor nanoscale structures. 
She has learned quantum dot synthesis, shell growth by 
Successive Ionic Layer Adsorption and Reaction (SILAR), 
Solution-Liquid-Solid (SLS) nanowire synthesis, and our 
novel flow-SLS nanowire synthesis technique.

Specifically, using setup (1): A 2 µm length of Au segment 
was electroplated into an alumina membrane with pore 
diameters of 200 nm.  An approximately 200 nm thick Bi 
layer was subsequently deposited. These membranes were 

suspended in solution for SLS growth of CdSe nanowires. 
We have successfully prepared Au-CdSe nanowires in this 
way; however, the commercial membranes are very long 
(~60 microns), inhibiting penetration of semiconductor 
nanowire precursor compounds into the membrane. Thus, 
semiconductor nanowire growth using the commercial 
alumina membranes is less uniform and controlled than 
is desired. Nevertheless, we were able to improve the 
synthesis (e.g., adjusting size of precursor molecules to 
facilitate penetration into the deep membranes, etching 
of membranes to thin them, filling membranes with long 
Ag segments) to the point that we are able to clearly grow 
metal-semiconductor heterostructured nanowires, where 
these are of high crystalline quality and the first to be 
synthesized using combined electrochemical synthesis and 
SLS.

To achieve greater control over membrane depth 
and pore diameters, we utilized setup (2) to fabricate 
ultra-thin porous anodic alumina membranes – both 
substrate-bound and free-standing. In the former case, an 
aluminum metal layer was evaporated onto a thin layer 
of Au that had been sputtered onto a single-crystalline 
silicon substrate (an intermediate titanium layer was also 
deposited to increase adhesion of the aluminum layer 
to the Au layer). In the latter case, an aluminum metal 
foil was used as the aluminum starting material, and 
Au was sputtered onto one side to create the required 
metal contact. In both instances, ultrathin—from 250 
nm to 6 micron—porous alumina membranes were 
created by anodization (electrochemical oxidation) of the 
aluminum metal (Figure 2). Au nanowire was subsequently 
electrochemically grown, establishing the metal nanowire 
component of our desired structure (Figure 1), followed 
by electrochemical deposition of a thin layer of Bi onto 
the Au. Using this Bi metal catalyst, the SLS semiconductor 
nanowire growth method was then used to synthesize 
high-quality, single-crystalline CdSe off of the gold wires, 
with the bismuth forming a droplet-shaped tip at the end 
of the semiconductor (Figure 3). With minimal additional 
optimization, we will submit our work for publication, 
establishing our novel approach to fabrication of high-
quality hybrid metal-semiconductor, and more complex, 
nanowires.  

Figure 2. Scanning electron microscopy images of ultra-thin 
porous alumina membranes. Left: Top-view. Middle: Side-view 
of free-standing membrane. Right: Side-view of substrate-bound 
membrane.
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Figure 3. Scanning electron microscopy image of Bi-tipped CdSe 
nanowires grown off of Au nanowires protruding from an alu-
mina membrane. Bright spheres (small and larger) are Bi tips.

Future Work
With the need for a more versatile approach for 
the fabrication of functional nanoscale metal-
semiconductor nanowire interfaces evident to facilitate 
semiconductor-nanowire device applications, we 
proposed a novel technique that couples two solution-
phase growth methods: Solution-Liquid-Solid (SLS) 
semiconductor-nanowire growth with template-based 
metal electrodeposition. As a ‘proof-of-concept’ 
experiment, we create a bi-segmented metal-
semiconductor nanowire by first electrodepositing 
a metal segment (Au) into a membrane template, 
followed by deposition of an SLS metal catalyst (Bi) and 
subsequent semiconductor-nanowire growth (CdSe). 
More complex metal/semiconductor/ metal nanowires 
will also be demonstrated via an additional step of metal 
electrodeposition. To date, the resulting nanowires have 
been imaged using scanning electron microscopy, but in 
the future will be crystallographically characterized using 
transmission electron microscopy and their electrical 
properties will be investigated using a gate-dependent 
I-V measurement. More intricate architectures—metal/
multi-segmented-semiconductor/metal nanowires (Figure 
1)—will be produced by incorporating a new technique 
recently developed in the LANL Center for Integrated 
Nanotechnologies, namely, ‘flow-SLS’. This technique 
involves the sequential feeding of precursors into a 
microflow reactor for controlled multi-segmented SLS 
SC growth (e.g., to create Type-II heterojunctions that 
promote beneficial electron-hole charge separation). 
Finally, in addition to the primary aim of creating nanoscale 
electrical contacts, we will attempt to integrate additional 
functionality by including, for example, magnetic segments 
that would facilitate post-growth magnetic manipulation 
and assembly of the nanowires.

Conclusion
The primary aim is to develop a novel method for creating 
nanoscale electrical contacts. Successful coupling of the 
now distinct metal and semiconductor nanowire growth 
techniques will allow us to establish a general route to 
new, hybrid nanoscale structures, including technologically 
important (but currently impractical) high-density, 
vertically addressable nanowire assemblies, enhancing 
LANL’s reputation in the growing field of nanomaterials 
design and integration. Simply put, the new class of metal-
semiconductor nanowires will expedite the revolution of 
nanoscale electronic devices and circuitry.
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Introduction
Wireless devices are promising in real-time biomedical 
monitoring and operation, but their practical 
applications are limited by the short lifetime of present 
power sources. In order to work in a long-term of 
period and avoid the cost of battery replacement, these 
devices should be self-powered or powered by the 
energy from non-contact sources such as mechanical 
or magnetic waves. Nowadays, the development 
of nanotechnology dramatically reduces the size of 
the devices into nano-scales. It is indispensable that 
nanogenerators are developed so that they can be 
used to power these devices. Recently, piezoelectric 
nanogenerators, which could transform vibrational or 
mechanical energy directly to electricity to power nano 
devices, were reported. However, when the wireless 
devices are embedded into a substance, the body may 
absorb and decrease the applied vibration energy. We 
propose to develop a nanogenerator that can be driven 
by both magnetic and mechanical waves. Compared to 
mechanical source, a magnetic source is easier to be 
controlled by adjusting the frequency and intensity of 
the magnetic field. Therefore, the nanogenerators may 
not only be an efficient power source, but also enable 
the wide application of nano wireless devices.

Benefit to National Security Missions
This research ties to the mission of DOE Office of Science 
for fundamental understanding of materials. LANL’s 
thrusts in functional materials, nanotechnology, and 
sensors will directly benefit from this project.

Progress
Dr. Junyi Zhai, the Director Funded Postodc fellow, was 
officially hired on April 20, 2009. He has gone through 
all of the necessary trainings, a lengthy process for any 
experimental work.

Even for such a short period of time, Junyi has been 
trained on the pulsed laser deposition of variety of 
different ferroelectric and ferromagnetic thin films. He 
has been further trained on the electrical and structural 
characterization of electronic materials. For example, he 

has been using x-ray diffraction to evaluate the crystal 
structure and crystallinity of the metal-oxide films. He 
has been also mastered the electrical characterization of 
ferroelectric thin films using necessary electrical testing 
tools.  The following is a list of experiments we have 
done.

Ferroelectric BaTiO• 3 films were successfully 
deposited by pulsed laser deposition. Their 
ferroelectric properties were also characterized by 
transport measurements.

We, for the first time tested the BaTiO• 3:Sm2O3 
nanocomposite films by pulsed laser deposition with 
very interesting structural and dielectric properties.

Future Work
We propose to develop a nanogenerator that can 
be driven by both magnetic and mechanical waves. 
Compared to mechanical source, a magnetic source 
is easier to be controlled by adjusting the frequency 
and intensity of the magnetic field. Therefore, the 
nanogenerators may not only be an efficient power 
source, but also enable the wide application of nano 
wireless devices.

To develop nanogenerators, our tasks and approaches 
are composed of patterned carbon nanotube arrays and 
BaTiO3/Ni-ferrite thin films, by using both piezoelectric 
effect (converting mechanical energy to electrical 
energy) and magnetoelectric effect (converting magnetic 
energy to electrical energy). First, carbon nanotube 
arrays with well-controlled patterns will be fabricated 
on silicon or other ceramic substrates. The nanotube 
array changes the 2D substrate to a 3D template, 
which facilitates the fabrication of complex composite 
structures. Following that, piezoelectric BaTiO3 (BTO) 
and magnetic NiFe2O4 (NFO) films will be subsequently 
coated on the carbon nanotube arrays. A large 
magnetoelectric coupling from BTO/NFO composite is 
expected due to the strain transition at the interface. 
We will investigate the magnetoelectric coupling in the 
nano-scaled BTO/NFO composites (in comparison with 

Nanogenerators Driven by Both Magnetic and Mechanical Waves

Quanxi Jia
20090519PRD2



254

the composites in the bulk format). To fabricate these 
materials, we will use pulsed laser deposition (PLD) and 
polymer assistant deposition methods, both are available 
at LANL, to deposit BTO and NFO on nanotube array 
templates. The microstructure of the nanocomposites will 
be characterized by XRD and TEM. The structure-property 
relationship of this composite is expected to be established 
through such systematic investigation. The output voltage 
as a function of both mechanical and magnetic signals will 
be investigated thereafter.

Our goals are to (i) develop a new pattern design method 
in nanostructured materials by using carbon nanotube 
arrays; (ii) investigate the magnetoelectric coupling 
of nanoscaled BTO/NFO composites; and (iii) develop 
nanogenerators driven by both mechanical and magnetic 
waves.

Conclusion
We expect to accomplish the following through this 
project:  (i) to develop a new pattern design method 
in nanostructured materials by using carbon nanotube 
arrays; (ii) to investigate the magnetoelectric coupling 
of nanoscaled composites; and (iii) to develop 
nanogenerators driven by both mechanical and magnetic 
waves.
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Introduction
Selection of suitable probes for in-vivo imaging has been 
a challenge for decades. A plethora of organic dyes are 
available for these studies, but they can suffer from 
poor photostability and low probe brightness. Quantum 
dots have recently been introduced as new probes for 
in-vivo and in-vitro studies. Although quantum dots 
have greater photostability and brightness, their utility 
is limited by their intermittent blinking, large size, and 
toxicity.  Noble metal nanoclusters (made of 4-30 atoms, 
≤ 1nm) may bypass these problems, since they possess 
unique size-dependent fluorescence properties.  Noble 
metal nanoclusters were originally made in the gas 
phase, followed by synthesis of monolayer-protected 
nanoclusters with limited solubility in water and with 
low quantum yield (10^-3 to 10^-4). Recently, Martinez 
and colleagues developed strategies to synthesize 
water-soluble nanoparticle-free nanoclusters. Although 
these results are exciting, they still do not allow the 
precise control of nanocluster size in order to tune 
their fluorescent properties. Moreover, development 
of templating strategies and exploitation of biomimetic 
approaches to nanocluster synthesis remain as 
challenges.  We will create nanoclusters of defined size/
fluorescence, using biological molecules as templates 
to guide their formation.  DNA, proteins, and peptides 
will be used to create clusters as part of a molecular 
recognition unit.  The nanocluster tag will thus let us 
detect the molecular recognition target, opening new 
possibilities for ultrasensitive biochemical assay. A 
multifunctional molecule will be created (i.e. in DNA) 
that has both regions to template nanoclusters of 
defined size and a molecular recognition unit for direct 
use in biological assays.  Conversely, peptides will be 
rationally designed and combinatorialy selected to 
template the formation of clusters.  These peptides will 
then be engineered into larger protein structures, with 
nanoclusters just where we want them.

Benefit to National Security Missions
This project is largely focused on threat reduction and 
health science as applicable for NIH and DoD/DHS 
agencies

Progress
This project started approximately one month prior 
to the end of the fiscal year. We look forward to a 
productive next year.  However, the postdoc has started 
to learn phage display procedures and theory.  He has 
also synthesized and purified four peptides, and begun 
use for detection.

Future Work
The goal of our work is to produce stable, biocompatible 
nanoclusters with complete control over their sizes in 
order to tune their fluorescent properties. To achieve 
this goal a) we will explore bio-inspired and traditional 
methods of synthesis, b) characterize their morphology 
and photophysical properties, and c) demonstrate the 
utility of these nanoclusters in biological imaging and 
sensing. In addition to exploiting existing synthetic 
(dendrimers, polymers) and biological (peptides, 
proteins) templates to generate size-controlled 
nanoclusters, our major efforts will be focused on 
developing genetically engineered biological templates, 
so that we can ultimately create peptide sequences that 
can give any protein the ability to template fluorescence 
nanoclusters. Cyclic or encapsulating linear peptides 
will be rationally designed (different backbones and 
side chains will be tested), and combinatorial biology 
will be used to create Au or Ag nanocluster templating 
sequences. State-of-the-art facilities available at LANL 
will be employed to characterize the newly developed 
nanoclusters. Nanocluster size and morphology will be 
determined by electron microscopy, mass spectrometry 
and scattering techniques. Raman, single-molecule, and 
time-resolved laser spectroscopies will be employed 
to characterize their photophysical properties in 
collaboration with Drs. Jim Werner and Andy Shreve.

Conclusion
To synthesize nanoclusters with specific photophysical 
properties is a great intellectual challenge with 
profound implications. In general, biological sensors 
require stable and small-sized probes with wide-ranging 
fluorescence, which we propose to develop here. By 
developing nanoclusters that span a wide range of 

New Generation of Fluorescent Probes for In-Vivo Imaging
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fluorescence frequencies and are much smaller than the 
biological molecules (proteins etc), we can understand 
the dynamic changes in different proteins, simultaneously, 
without disrupting their structures and movements. Our 
nanoclusters can be used for a variety of other purposes 
including catalysis, light harvesting, biological sensing and 
fluorescence imaging.
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Abstract
The quantum-critical conundrum, simply stated, is 
the problem posed by our inability to understand 
the nature and consequences of a phase transition 
at absolute zero temperature. One of the most 
promising candidates for resolving this conundrum is an 
antiferromagnet whose transition temperature is tuned 
to zero temperature by adjusting some non-thermal 
variable, such as pressure or magnetic field. Relatively 
huge pressures or fields are needed to achieve this 
in conventional antiferromagnetic materials, such as 
gadolinium metal. On the other hand, antiferromagnetic 
order in strongly correlated compounds is tuned easily 
to zero temperature. This work has used strongly 
correlated CeRhIn5 as a prototype for exploring the 
quantum-critical conundrum. With applied pressure, its 
antiferromagnetic order can be tuned to coexist with 
superconductivity and at somewhat higher pressures 
to a zero-temperature transition, a magnetic quantum-
critical point. Our detailed anisotropic resistivity studies 
as a function of pressure, field and temperature have 
revealed a new form of ‘local’ quantum criticality and 
that the consequences of fluctuations associated with 
this criticality is the emergence of superconductivity. In 
addition, we have developed and applied the entirely 
new technique of specific heat measurements under 
pressure in which a magnetic field can be rotated around 
any crystal axis of the sample. With this technique, we 
have probed the momentum-dependent electronic 
structure of CeRhIn5 in its superconducting state and 
have shown that the pressure-induced coexisting 
superconductivity is unconventional. Building on these 
capabilities, we have explored related systems in which 
antiferromagnetic order also has been tuned by pressure 
or chemical substitutions to zero temperature, resulting 
in unexpected consequences. These accomplishments 
represent major advances in resolving the quantum-
critical conundrum.

Background and Research Objectives
All materials undergo some form of phase transition that 
is induced by a change in temperature. A well-known 
example is the solid-liquid transition from ice to water. 
These classical, thermally-driven phase transitions are 
well understood, but there is another class of phase 
transitions that occur at absolute zero temperature 
and that are not driven by a change in temperature but 
instead arise because of purely quantum mechanical 
effects. A zero-temperature magnetic to non-magnetic 
phase transition induced by a non-thermal variable is 
an example of this class of quantum-phase transitions. 
Unlike classical transitions, quantum transitions are 
not understood nor are the new states of matter 
that emerge from them. This is the quantum critical 
conundrum, a fundamental, unsolved problem at 
the forefront of materials physics. Unlike a thermally 
induced transition, which changes properties of a 
material over a narrow temperature interval around the 
transition, a quantum transition extends its influence 
over a wide temperature range above absolute zero 
to create quantum mechanically entangled states of 
electrons that give materials entirely new functions. 
Resolving the quantum conundrum is, thus, both 
a significant scientific and technologically relevant 
problem.

A commonly used theory of quantum criticality, the 
so-called standard model developed by Hertz, Millis 
and Moriya, considers the consequences of tuning 
a magnetic transition to absolute zero temperature. 
The applicability of this theory, however, rests on 
the nature of the magnetic transition, which is taken 
to be one that arises from a magnetic instability of 
itinerant electrons. Though there are a few examples 
where this theory appears to be consistent with some 
experiments, there are many counter examples where 
it is unable to account for observations. To account for 
these discrepancies, a very different theory of magnetic 
criticality has been proposed in which the magnetic 

Lifting the Quantum Critical Conundrum
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transition is assumed to develop among electrons that 
are localized. Unfortunately, this theory is very difficult 
and has not been able to calculate many physical 
properties of materials. Despite this problem, a few basic 
consequences of this so-called local or Kondo-breakdown 
type of magnetic criticality are known, and they are quite 
distinct from the commonly assumed form of criticality. 
In particular, a local quantum-phase transition is more 
‘violent,’ creating a change in the number of electronic 
states that contribute to electrical conduction. This change 
is not allowed in the more traditional theory. Because of 
its violent nature, it has been assumed that local quantum 
criticality would not lead to a spectrum of magnetic 
and electronic fluctuations that would be favorable for 
creating superconductivity. Among other accomplishments 
discussed below, we have shown for the first time that this 
assumption is not valid.

Scientific Approach and Accomplishments
Our approach has been two pronged. Most attention 
focused on the strongly correlated antiferromagnet 
CeRhIn5 whose earlier study at Los Alamos had shown 
that its magnetic ordering temperature could be tuned 
toward zero temperature with modest pressures, of order 
1 GPa.  As a complement to this system, we also studied 
the isostructural compound CeCoIn5, also discovered at 
Los Alamos and known to be a superconductor in which 
superconductivity developed out of an anomalous normal 
state apparently describable by the Hertz-Millis-Moriya 
theory. However, until our work, there was no evidence 
for a magnetic origin of this strange normal state.  In both 
cases, high quality single crystals were studied by a variety 
of techniques at very low temperatures as a function of 
pressure and applied magnetic field. 

The temperature-pressure phase diagram of CeRhIn5 
determined by our specific heat measurements is plotted 
in Figure 1. At atmospheric pressure, antiferromagnetic 
order develops among localized 4f electron on the 
cerium ion. As seen in Figure 1, applying pressure to 
CeRhIn5 induces a phase of coexisting magnetism and 
superconductivity below a critical pressure P1. At P1, 
the antiferromagnetic transition temperature becomes 
equal to the pressure-induced superconducting 
transition temperature, and above P1, all evidence 
for magnetic order disappears. An extrapolation 
of the antiferromagnetic ordering temperature at 
pressures above P1 suggests that, if it existed, the 
magnetic transition would reach zero temperature 
at the pressure P2.  Though absent in zero magnetic 
field, antiferromagnetic order reappears inside the 
superconducting state at pressures above P1 by applying 
a magnetic field, and the field-induce magnetic transition 

goes to zero at quantum-critical point P2 [1]. From an 
analysis of specific heat measurements as functions 
of temperature, pressure and magnetic field, we have 
established that superconductivity coexists with localized, 
magnetic 4f electrons below P1, and that at P1 there 
is pronounced change in the topology and nature of 
electronic states that is a continuation of field-induced 
quantum phase transition at P2. These discoveries were 
published in the Proceedings of the National Academy of 
Science [2].
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Figure 1. Temperature versus pressure phase diagram of CeRhIn5 

determined from specific heat measurements. Below the 
pressure P1, antiferromagnetic order (AFM) and unconventional 
superconductivity (d-SC) coexist. For pressure above P1, evidence 
for magnetic order disappears but reappears with an applied 
magnetic field. The field-induced magnetic transition goes to 
zero temperature at the quantum-critical point P2.

Though important, this study was unable to show definitely 
the nature of the criticality at P2 and its relationship to 
pressure-induced superconductivity. From a detailed 
investigation of the anisotropic electrical resistivity of 
CeRhIn5 to pressures of 5 GPa and in magnetic field to 14 
T, we discovered strong evidence that the criticality at P2 is 
of the local type and that fluctuations associated with local 
quantum criticality are responsible for superconductivity. 
[3] These results are summarized in Figure 2.  The 
upper panel is a color representation of the resistivity 
anisotropy where we see that anisotropy intrinsic to high 
temperatures remains unchanged on cooling for a cone 
of pressures centered on P2.  If the quantum criticality 
at P2 were of the conventional type, we would expect 
new anisotropies to develop because of stronger electron 
scattering along certain directions induced by quantum-
critical fluctuations. Our observations are in direct 
contrast to expectations of the conventional model but 
can be understood if scattering by quantum fluctuations 
are local in character.  Not only is the scattering above 
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P2 isotropic, it also produces a very unusual sub-linear 
temperature dependence to the resistivity, which also is 
in direct contrast to predictions of the standard model 
where a power law between 1 and 1.5 is expected. We 
have shown that this sub-linear dependence is consistent 
with a local, Kondo-breakdown type of quantum-phase 
transition.  Further, the bottom panel of Figure 2 is a color 
plot of the magnitude of the resistivity as a function of 
temperature and pressure. The dark red region centered 
on P2 indicates the highest normalized resistivity, that is, 
strongest electronic scattering. The absolute value of the 
resistivity in this region exceeds the value found in CeCoIn5 
when it is disordered sufficiently to completely suppress 
its superconductivity. Pressure does not induce disorder, 
but instead this very strong scattering at P2, where the 
superconducting transition temperature of CeRhIn5 is 
a maximum, arises from quantum-critical fluctuations. 
These observations strongly suggest that fluctuations 
from the local-type of quantum criticality are responsible 
not only for the high scattering at P2 but also provide the 
mechanism for superconductivity.   This work represents a 
major step in lifting the quantum critical conundrum and 
sets new directions for scientific inquiry.

Figure 2. Upper panel: a color plot of anisotropy in the electrical 
resistivity of CeRhIn5 as a function of temperature and pressure 
and its relationship to antiferromagnetic order (AFM) and 
superconductivity (SC). The anisotropy is measured by the 
ratio of in-plane to out-of-plane resistivity in this tetragonal 
compound. Note that anisotropy remains the same from high 

to very low temperature in a cone of pressures centered on P2 
at 2.3 GPa, indicative of local quantum criticality (NFL). Bottom 
panel: a color plot of the resistivity magnitude, normalized by 
its value at 5.2 GPa far away from the quantum-critical region. 
The highest resistivity is centered on the quantum-critical point 
at P2 where the superconducting transition temperature also is 
the highest. This correlation suggests that local quantum-critical 
fluctuations produce superconductivity.

To understand the relationship between coexisting 
antiferromagnetism and superconductivity in CeRhIn5, we 
developed a unique capability of field-angle dependent 
specific heat measurements under pressure and with it 
discovered a four-fold modulation in the specific heat in 
the superconducting state of CeRhIn5. [4] This discovery 
is a direct indication that the superconductivity is 
unconventional. 

In several respects, the ambient-pressure superconductor 
CeCoIn5 appears to be a high-pressure analog of CeRhIn5, 
but to establish this relation, it would be useful to apply 
a negative pressure to induce magnetic order. Because 
this is not possible, we attempted to induce a negative 
chemical pressure by substituting a small amount of In 
by Cd. Indeed, replacing only 1 or 2% of In atoms with 
Cd induced a temperature-substitution phase diagram 
that is the mirror image of Figure 1. In this case, we start 
from a superconductor CeCoIn5, which itself is quantum 
critical, and induce a phase of coexisting superconductivity 
and antiferromagnetic order that evolves with increasing 
Cd concentration to a solely magnetic phase. Applying 
pressure to these Cd-doped CeCoIn5 materials accurately 
reversed the effect of Cd substitution, and we could map 
the resulting temperature-doping-pressure phase diagram 
onto that of CeRhIn5 by assuming that Cd acts as a negative 
chemical pressure. [5] However, there is no detectable 
change in the crystal volume, that is, no negative pressure. 
This suggests that the primary role of Cd substitution is to 
produce very slight changes in electronic density because 
Cd has one less electron than In. This conclusion is quite 
reasonable because we know that a slight decrease in 
the electronic density provided by Cd substitution should 
favor magnetic order. As a corollary, applying pressure to 
either CeCoIn5 or CeRhIn5 should increase the electronic 
density, accounting for our observations. However, this 
result does not account for why the quantum criticality in 
CeCoIn5 can be described reasonably well by the standard 
model, but a local, Kondo-break down criticality describes 
CeRhIn5. We believe this is a further clue to solving the 
quantum conundrum, namely that subtle details of 
electronic structure, determined in large part by electronic 
correlations, may be a deciding factor in the nature of the 
quantum criticality. 
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In the course of this research, the scientific community 
was surprised by reports of superconductivity near 50 K 
in two new families of materials, each of which contains 
layers of FeAs. Like the high-temperature superconductors 
based on CuO structural units, superconductivity in 
these new materials is induced by electronic doping that 
suppresses a magnetic transition, which is accompanied 
by a structural transition as well. By applying pressure to 
a new member of these families CaFe2As2, we have shown 
for the first time that superconductivity can be induced 
without electronic doping. This discovery [6] suggests that 
these new superconductors may be more like CeRhIn5 
than the CuO superconductors in which only electronic 
doping induces superconductivity. Under pressure, this 
material is structurally and magnetically more complex 
that CeRhIn5 or CeCoIn5, which has left open the question 
of the existence and consequences of quantum-critical 
fluctuations.

Impact on National Missions
Discovering and understanding new states of matter, 
such as high temperature superconductivity, offers the 
potential for previously unimagined new energy and 
sensor technologies relevant to DOE missions.  Research 
in this project has had the goal of uncovering the quantum 
nature of these new states, which is key to realizing new 
technologies, and directly supports the Laboratory’s 
strategic goal to provide a fundamental understanding 
of materials, especially f-electron systems with strong 
electronic correlations. To achieve our goals, we have 
developed an ability to make specific heat measurements 
under pressure and simultaneously in a rotating magnetic 
field. This very powerful capability presently unique to 
Los Alamos, has formed the basis for new projects at the 
Laboratory and is being duplicated by others around the 
world.  
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Abstract
Many of the important properties that make actinide 
nitrides and oxides desirable as nuclear fuels are related 
to their electronic structure, which has been particularly 
difficult to determine experimentally.  In this work, we 
focused our efforts on recent developments in electronic 
structure theory and x-ray spectroscopy to probe how 
the relative roles of atomic orbitals manifest themselves 
in the chemical bonding between actinide centers with 
light atoms such as oxygen and nitrogen.  To accomplish 
this we developed two synchrotron x-ray experimental 
capabilities for actinides: ligand K-edge x-ray absorption 
spectroscopy (XAS) and non-resonant inelastic x-ray 
scattering (NRIXS).  By combining the intensity data 
from NRIXS with the energy resolution of XAS, we can 
determine the roles of 5f and 6d orbitals in metal-ligand 
bonding, and how they interact with light atoms such 
as nitrogen and oxygen to make up metal-ligand bonds.  
Changes in the metal-ligand bonding result in changes in 
properties of materials.  Electronic structure calculations 
are used as a guide to develop peak assignments in 
comparison to the experiments.  The combination of 
these techniques to study light atoms and covalency 
in actinide materials is unique worldwide.  The project 
developed this capability for Laboratory missions, 
provided new insights into actinide chemical bonding, 
and facilitated the conversion of the project’s research 
lead - a Reines Postdoctoral Fellow - into a Los Alamos 
Technical Staff member.  

Background and Research Objectives
Many of the chemical properties of actinide nitrides 
and oxides that make them useful as nuclear fuels are 
governed by hybridization and covalency between the 
atomic orbitals that make up the metal-ligand bonds 
within the materials. The original scope of the project 
was to combine synthesis and electronic structure 
studies on metal nitrides, but recent experimental 
developments in synchrotron radiation studies led to a 
more focused study on electronic structure.  Many of 

the important properties that make actinide materials 
such as nitrides and oxides desirable as fuels are related 
to their electronic structure, which has been particularly 
difficult to determine experimentally.  In this work, we 
employed recent developments in electronic structure 
theory and x-ray spectroscopy to probe how the relative 
roles of atomic orbitals manifest themselves in the 
chemical bonding of these fascinating materials.  To 
accomplish this we focused on the development of 
two synchrotron x-ray experiments: ligand K-edge 
x-ray absorption spectroscopy (XAS) and non-resonant 
inelastic x-ray scattering (NRIXS). In ligand K-edge XAS, 
one can examine bound state transitions in the x-ray 
absorption spectrum of ligand atoms (N, O, C, etc.) that 
arise due to covalent mixing between the metal and 
ligand atom (N, O, etc.).  The intensity of the transition 
provides a direct measure of the relative contributions 
of 5f and 6d atomic orbitals in actinide metal-ligand 
bonding.  At the extremely low energies of the first row 
atoms (N, O), XAS suffers from x-ray self-absorption 
effects.  Another way to obtain the same information is 
through non-resonant inelastic x-ray scattering (NRIXS).  
The x-ray scattering is not subject to self-absorption, 
but does suffer from lower resolution and longer data 
acquisition time.  By combining the intensity data 
from NRIXS with the energy resolution of XAS, we can 
determine the roles of 5f and 6d orbitals in metal-ligand 
bonding, and how they interact with light atoms to make 
up metal-ligand bonds.  Changes in the covalency will 
result in changes in properties of materials.  Electronic 
structure calculations are used as a guide to develop 
peak assignments in comparison to the experiments.

Scientific Approach and Accomplishments
As part of our effort to understand fundamental 
electronic structure of nitrogen-containing materials, we 
developed a unique capability to measure core-electron 
transitions from light elements (nitrogen, oxygen) to 
empty 5f and 6d orbitals on actinide metal centers (Th, 
U, Np, Pu).  Light atom x-ray spectroscopy turned out to 
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be far more complicated than originally envisioned, and 
therefore we also evaluated non-Resonant Inelastic X-ray 
Scattering (NRIXS).  In both techniques, one can examine 
bound state transitions between 1s core electrons on the 
nitrogen or oxygen and virtual metal-based orbitals that 
arise due to covalent mixing between the metal and ligand 
atom (N, O, etc.).  The intensity of the transition provides 
a direct measure of the relative contributions of 5f and 6d 
atomic orbitals in actinide metal-ligand bonding.

In order to work out the experimental details we turned 
to a discrete molecular system with a well understood 
electronic structure.  Due to a paucity of discrete 
molecular metal nitrides we turned our attention to 
metal oxide anions as proof of principle. We performed 
a comparison of O K-edge XAS and NRIXS measurements 
conducted on symmetrical molecular ReO4

- anion. For the 
ReO4

- ion, electronic transitions from O 1s core electrons 
into the e and t2 5d molecular orbitals under Td symmetry, 
give rise to two pre-edge peaks in all four spectra.  These 
assignments were confirmed by DFT calculations that 
simulate the spectra and provide oscillator strengths 
and energies for the transitions.  The comparison of 
experimental FY data, curve fits of intensity, and time-
dependent Density Functional Theory (TDDFT) simulation, 
are shown in Figure 1.  Curve fitting reveals that peak areas 
from NRIXS and FY only differ by 0.6% while the other 
approaches differ by up to 30%.  The large differences have 
been traced to physisorbed oxygen and sample pathlength.  
The NRIXS measurement, with higher penetration depth 
is not heavily influenced by physisorbed oxygen and 
surface contamination. Ground state electronic structure 
calculations indicate that total covalency for ReO4

- is 22%.  
At present, there is no experimental standard available 
for quantitative studies of covalency in O K-edge XAS.  
Therefore, we measured the FY O K-edge XAS of MoO4

2- 
and WO4

2-, and used the O K-edge peak intensity of ReO4
- 

as a standard with 22% covalency.  This gave experimental 
covalency values of 16% and 15% for MoO4

2- and WO4
2-, 

respectively, which compare favorably to the values of 
19% and 16% determined for these systems from DFT 
calculations.  While clearly more developmental work is 
necessary, we believe that ReO4

- may serve as a useful 
intensity standard for O K-edge XAS, and allow us to 
evaluate covalency in metal-oxo bonds in actinide systems.

Figure 1. Bottom – Data and fits to the pre-edge features of the 
O K-edge XAS of NaReO4.  Top – data (black) and simulated (red) 
pre-edge features for NaReO4.

For actinide systems, we turned to the class of actinyl oxo 
ions AnO2

2+ (An = U, Np, Pu, and Am) that form a unique 
series of positively charged linear dioxo cations.  These 
cations are remarkably stable, showing a high degree of 
covalency and chemical inertness with respect to the axial 
An=O bonds, which has a profound influence on their 
chemistry.  Many studies in both theory and spectroscopy 
have helped to elucidate the nature of the chemical bond 
in this structural motif.[1] The metal orbitals have 6dσ, 
6dπ, 5fσ, and 5fπ symmetry giving an overall σ2

gπ
4

gσu
2πu

4 
electronic configuration, and a formal An≡O triple bond. 
The use of 5f orbitals in π bonding may only take place at 
the very short bond distances seen in An=O bonds which 
span 1.74 – 1.80Å.  Therefore, the actinyl ions are of great 
importance in order to truly assess the relative roles of 
6d and 5f orbitals in chemical bonding, and the approach 
to An 5f – O 2p degeneracy within a common structural 
unit. For UHV studies of O K-edges of actinide systems, we 
developed an encapsulation of Cs2UO2Cl4 in polystyrene 
with 12 Å of vapor-deposited graphite on the surface as 
an alpha-particle barrier within the UHV chamber.  The 
O K-edge XAS spectrum from FY detection is shown in 
Figure 2 along with pre-edge peak fits.  The FY spectrum 
is also compared to the single crystal spectrum reported 
by Denning and coworkers in 2002 that is the only other 
published example of O K-edge XAS on actinide molecular 
systems.[2] Our spectra give identical peak positions to 
Denning et al., but do not suffer from x-ray self-absorption 
that is apparent as dramatic differences in pre-edge peak 
intensity between the two studies.  The three pre-edge 
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peaks are assigned as O 1s core electron transitions into 
the virtual 5fπ*, 5fσ*, and 6dπ* orbitals of the uranyl O≡U≡O 
unit.  Curve fits give intensity data that compare extremely 
well with ground state electronic structure calculations 
when using ReO4

- as the intensity standard.

Figure 2. Top – Single crystal O K-edge XAS Data for Cs2UO2Cl4 
showing perpendicular and parallel x-ray polarization, from 
Denning et al.  Bottom – data (black) and fit (red) of the pre-edge 
features Cs2UO2Cl4 obtained from FY detection.  Individual curve 

fits are shown below the spectrum.

Impact on National Missions
The project goal was to develop new understanding of 
electronic structure in actinide materials with applications 
in advanced nuclear fuel and separations materials.  This 
work established the principles for quantitative light atom 
x-ray studies for covalency determination.  This application 
is unique worldwide and has given Los Alamos Leadership 
in this area.  New understanding from such studies should 
make these materials more accessible for reactor and 
accelerator based systems, for long-term storage, and for 
efficient separations.  Finally, this project served to provide 
a Reines Fellow with new experiences that led to his 
conversion to a Los Alamos staff member.  
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Abstract
Simulating materials atom-by-atom with molecular 
dynamics (MD) is essential to understand their 
behavior. However, the timescale horizon of the 
standard simulation techniques is so restrictive that 
connection with relevant experiments is often extremely 
difficult. With conventional methods, one can run out 
of computer time before anything really happens in 
the (simulated) life of the material. While accelerated 
molecular dynamics (AMD) methods can alleviate this 
limitation in some cases, many complex, multi-timescale 
systems like complex interfaces are still out of reach. 
In this project, we develop new computational tools 
and generalize AMD methods --- like the super-state 
parallel replica dynamics (Par-Rep) and the self-learning 
hyperdynamics --- so that we are better equipped to 
tackle some of these challenging problems and provide 
previously unavailable information on the long timescale 
behavior of these systems. Applications of these new 
tools to solid-solid heteroepitaxial interfaces and to 
defect diffusion on free surfaces are presented.

Background and Research Objectives
It has long been understood that many of the properties 
of materials ultimately stem from their atomic-scale 
structure and dynamics. For example, the band-gap of 
semi-conductors depends sensitively on the amount of 
dopants that are embedded within the system, but also 
on their precise organization, e.g., as isolated interstitials 
or as clusters. In order to be able to predict the behavior 
of novel materials or to optimize some of their desirable 
properties, we must thus be able to simulate their 
statics and dynamics directly at the atomic scale. The 
method of choice to do so is to simply integrate the 
equations of motions of the atoms, i.e., to perform MD. 
However, a downside of this approach is its significant 
computational cost that limits one to relatively small 
systems over short timescales (<1 microsecond). In many 
cases, this is too short to observe even a few topology 
changes (i.e., hops of a dopant). While massively parallel 

computers are routinely used to extend the spatial reach 
of MD up to trillions of atoms, novel methodological 
approaches are required to extend the timescales that 
can be reached by direct MD simulations.

In the last decade, we have developed powerful AMD 
methods [1,2,3] in order to address this issue. By 
capitalizing on large separations of timescales between 
the vibration of the system around a local minimum of 
the potential energy surface and the transition to basins 
of attraction of other minima (which are also called 
states), accelerations ranging from ten-fold to million-
fold have been demonstrated on a wide variety of solid-
state systems [4].

The various AMD methods however suffer from a 
common limitation: if the separation of timescales 
between vibration and topology change is small, then 
the possible computational gains become modest.  
This means that for many systems, our understanding 
is still limited to times below the microsecond wall of 
MD. A particularly problematic example occurs when 
an interface between two “phases” with very different 
kinetic properties is present. For example, corrosion 
can proceed as slow reactions occurring at the interface 
between a solid substrate and a liquid solution. In 
this case, vibrational motion of the atoms occurs on 
a picosecond timescale, topological transition in the 
liquid occurs on only slightly longer times (ten ps or so), 
while topological changes of the solid phase require 
anywhere between microseconds and seconds. Since 
the gap between vibrations and transitions is completely 
closed by the frequent topological changes in the liquid, 
conventional AMD method are inapplicable.   

The main objective of this project was to generalize AMD 
methods so that they become applicable to systems 
where the gap between vibrations and transitions is too 
small for the conventional approaches to be efficient. As 
the project progressed, this objective was widened to 
include cases where such a gap usually exists but where 

Accelerated Molecular Dynamics at Complex Interfaces
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it varies considerably during the course of a simulation, so 
that adaptative methods are required to insure that both 
performance and accuracy are maintained. Significant 
effort also has been dedicated to the implementing these 
novel ideas in a new computational tool that is now the 
basis of many of the group’s efforts.  

Scientific Approach and Accomplishments
In the first part of the project, we focused on the 
acceleration of complex interfaces where one fast “phase” 
exhibits very rapid kinetics compared to another “slow” 
phase. As stated above, conventional AMD methods rely 
on a large separation of time scales between vibrations of 
atoms within a state and escape from the state. However, 
this separation is not present in liquids where vibration and 
diffusion occur on similar time scales. A naive application 
of the AMD methods would thus be overwhelmed by 
the incessant change of state of the liquid, and wouldn’t 
provide acceleration of the dynamics of the solid atoms, 
which is the quantity of interest. One way to solve this 
problem is to generalize the definition of a state such 
that a separation of timescale between intra-state and 
inter-state characteristic timescales is restored. If such a 
definition is possible, it then becomes straightforward to 
generalize the AMD methods.

A simple strategy to reach this goal is to define “super-
states” based on the configuration of the slow degrees of 
freedom (DOF) in the system, i.e., every “micro-”state in 
which the slow DOF share the same configuration belong 
to the same super-state, notwithstanding the state of 
the fast DOF. If the typical time scale over which the fast 
DOF evolve is much faster than that of the slow DOF, the 
validity of the statistical framework upon which the AMD 
methods are based will be insured and their efficiency 
restored.

For typical solid/liquid interfaces --- for example, a 
metal in contact with water at room temperature --- this 
segregation of DOF into fast and slow subsets can be 
defined as follows: coordinates of the liquid atoms form 
the fast subset while coordinates of the solid atoms 
form the slow subset. Since topological transitions in 
liquids typically occur thousands of times faster than 
rearrangements of the solid atoms, this definition 
should be adequate. In the first year of the project, we 
demonstrated that this super-state definition is indeed 
appropriate for solid-liquid interfaces. However, this 
avenue was not pursued further in this LDRD project, 
as it became vital to an ongoing SciDAC effort on stress 
corrosion cracking in which we are involved [5]. Instead, 
we applied these ideas to an even more challenging 
problem, namely the simulation of complex solid-solid 

interfaces.

Indeed, while most liquids cleanly decouple from the slow 
kinetics at a wetted solid surface, other complex interfaces 
do not permit such a simple definition of super-states. For 
example, in the case of heteroepitaxial deposition of a 
solid onto another solid, a lattice mismatch at the interface 
can induce a multitude of very shallow potential energy 
basins. One such case is observed during the deposition 
of silver on a copper substrate. Since the lattice constant 
of silver is larger than that of copper, the two materials 
cannot share the same crystal structure: the core of the 
silver island instead tends to hover above the substrate, 
switching from one possible conformation to the next 
every few picoseconds, only a few times slower than 
typical vibration periods of the system. However, when 
the island relaxes to its equilibrium hexagonal shape (see 
Figure 1), two of its edges become pinned to the substrate. 
We showed that the dynamics of vacancy diffusion along 
these edges is the key factor controlling the long time 
behavior. This fact suggests that we can define super-
states based on the conformation of the edges alone, the 
cores of the island being effectively “slaved” to those slow 
variables, a hypothesis that we then validated.

Figure 1. Hexagonal island of silver (blue) on a copper substrate 
(red). Notice the presence of vacancies along two of the edges of 
the island.

Our study showed that this complex interface system 
exhibits an extremely unusual behavior [6]. Indeed, it 
is commonly assumed that only isolated atoms or small 
islands (<10 atoms) move on surfaces. However, in this 
case, islands containing up to 217 atoms were seen to 
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diffuse as coherent units on timescales much shorter than 
that of a single atom hopping. By carrying out super-state 
Par-Rep at low temperature, we were able to identify the 
mechanism by which these islands are able to diffuse. We 
were also able to show that they exhibit a so-called magic-
size behavior whereby small (<127 atoms) and large (>271 
atoms) islands are essentially fixed while intermediate sizes 
diffuse very rapidly. This study was made possible because 
the super-state Par-Rep approach enabled significant 
speedup of the simulations despite the complexity of the 
system. In fact, we demonstrated that these simulations 
could scale up to 256 processors, making practical what 
would have taken years to achieve using standard MD, 
or even using standard AMD. This work demonstrates 
that super-state AMD methods considerably expand the 
applicability of AMD methods to complex systems by 
enabling the exploitation of any sufficiently large separation 
of timescales. 

In the second part of the project, we tackled another 
problem that limits the application of AMD methods to 
complex systems. Many systems possess a very wide 
spectrum of transition timescales that varies strongly 
from state to state. For example, individual adatoms 
deposited on a silver (100) surface usually diffuse rather 
slowly because hopping is associated with a large (~0.5eV) 
activation barrier. However, if an adatom meets with two 
others and that they form a trimer, new transition with very 
low barriers (~0.2 eV) become available, thereby increasing 
the overall transition rate by a factor of a thousand or 
more. This kind of wildly varying characteristic timescales 
make the proper tuning of the AMD method very difficult. 

For example, in hyperdynamics, one needs to design a bias 
potential that turns off in the vicinity of transition states 
(the top of the energy barriers that separate the different 
states) [2]. Since the speedup depends exponentially on the 
strength of this bias potential, it is imperative to make it as 
large as possible. However, if not carefully constructed, high 
bias regions can act as barriers that effectively isolate parts 
of the basin (and their associated transition pathways) 
from one-another. As a rule-of-thumb, if these bias-induced 
barriers are anywhere close to the height of some “real” 
transition barriers, then the dynamics will be corrupted. 
Coming back to the original problem, this mean that an 
aggressive bias potential will corrupt the kinetics out of 
states with low-barriers for escape. However, a potential 
tuned to handle the shallowest state will perform poorly on 
states surrounded by high barriers.

The solution to this problem involves the design of self-
tuning or self-learning algorithms that automatically adapt 
themselves to the instantaneous characteristics of the 
system. Following this idea, we designed and implemented 

a self-learning hyperdynamics algorithm [4,7] that provides 
optimal accuracy and performance by constantly adapting 
to the system’s behavior. Our algorithm relies on the 
efficient computation of the potential of mean force (PMF 
--- the averaged effective potential that a subset of the 
systems DOFs experiences) along the coordinates that are 
affected by the bias potential. By gradually ramping up the 
bias potential, hyperdynamics can be used to considerably 
speed up the calculation of the PMF and hence the optimal 
parameterization of the bias potential. The evolution 
of the hyper-time (the effective accelerated time) as a 
function of the MD time (the computational effort invested 
in the simulation) is shown in Figure 2 for two distinct 
states: a single monomer or a trimer sitting on a silver 
(100) surface. The results show that after a few ps of MD 
simulations, the self-learning algorithm starts to provide 
acceleration and that it reaches optimal performances in a 
few hundred ps. However, in the case of the fast state (the 
trimer) the speedup (the boost-factor, see inset) saturates 
at around 80 while it reaches almost 1000 for the slow 
one.  This demonstrates that it is possible to efficiently 
reparametrize the bias potential for each new state that 
the system visits, thereby eliminating the need to provide a 
“one-size-fits-all” bias that would be severely sub-optimal 
in most complex systems where different states of the 
system possess very different kinetic characteristics. This 
method was also used during scoping runs for our Par-Rep 
simulations of nanowire stretching on Roadrunner (under 
LDRD 20080759ER). In this context, the method is very 
useful because the kinetic behavior of the wire is extremely 
sensitive to the imposed strain. As shown in Figure 3, the 
method naturally decreases the acceleration factor (the 
slope of the curve) when the system is trapped in shallow 
states, and ramps it back up once it stabilizes, insuring 
optimal performance and accuracy without external 
intervention.

Figure 2. Evolution of the hyper-time as a function of MD-time 
for a monomer and a trimer on a silver (100) surface at T=300K 
using self-learning hyperdynamics. Inset: Evolution of the 
corresponding boost (acceleration) factors as a function of MD-
time.



268

We also modified the Par-Rep method to make it more 
efficient in cases where repetitive fast transitions limit 
the efficiency and parallel scaling of the method. Indeed, 
the computational overhead of Par-Rep is controlled by 
the frequency of transitions since extra work is necessary 
to prepare independent replicas each time a new state 
is visited. The main improvement in this respect was the 
design of a state recognition algorithm that can determine 
if a given state (or a state equivalent under symmetry 
operations) has been visited before. If so, previously 
saved information can be recycled, hence amortizing the 
overhead cost and increasing the efficiency. Using this trick 
it becomes possible to increase the number of processors 
put to work and hence significantly decrease the time-to-
solution. 

Finally, significant effort has been dedicated to the 
implementation of a new computational tool that 
implements all the methodological improvements 
described above. This new code, called amdf, is now able 
to carry out MD, Par-Rep, super-state Par-Rep, driven 
Par-Rep, hyperdynamics, self-learning hyperdynamics, 
and even to combine these methods, e.g., Par-Rep 
hyperdynamics. It was used to carry out all of the 
simulations discussed above and it constitutes the basic 
framework that was ported to Roadrunner. This tool is 
now shared with internal and external collaborators. 
For example, it is the main computational tool used in a 
project lead by Ashlie Martini at Purdue University where 
we are studying interfacial friction at the nanoscale [8] 
using a flavor of Par-Rep appropriate for driven systems 
(i.e., systems subjected to time-dependent constraints) [9]. 

Impact on National Missions
The main contribution of this project is to significantly 
extend the range of systems that are amenable to direct 
atomistic simulations over long timescales to include 
those which exhibit complex, multi-timescale kinetics, like 
complex interfaces. This enables us to tackle some pressing 
challenges facing the nation. For example, we have begun 
preliminary work in collaboration with the group of Michel 
Dupuis at PNNL on the possible application of self-learning 
hyperdynamics to the study of various water reactions 
on TiO2 surfaces. These simulations could provide very 
important insights on how to optimize the production of 
hydrogen from water hydrolysis; a very promising way to 
address the pressing need for clean and renewable energy 
sources. This work thus contributed to the DOE missions 
in Energy Security, Nuclear Security, Environmental 
Responsibility, and Scientific Discovery and Innovation.

Another important contribution of this project is the 
development of amdf, a computational framework 

that provides a wide range of state-of-the-art AMD 
capabilities to LANL. This software demonstrated that 
it is able to exploit computers ranging from desktops to 
super-computers like Roadrunner to provide long-time 
information about the behavior of materials, information 
that is totally inaccessible through other means.

Figure 3. Evolution of the hyper-time as a function of MD-time 
for a silver nanowire in the process of being stretched. The 
changes in the acceleration factor (the slope of the curve) reflect 
unsupervised adaptation by the self-learning algorithm. The 
green line represents a constant 100-fold acceleration.
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Abstract
As mechanical elements, carbon nanotubes (CNTs) are 
amongst the strongest known fibers. CNTs can undergo 
large nonlinear deformations or even buckling without 
permanent damage to the atomic structure, and have 
demonstrated exceptionally high thermal conductivity. 
These unique properties allow for many potential 
applications. To study the mechanical and electrical 
properties of CNTs, our first step was to optimize the 
growth parameters for CNTs with desired properties. We 
have successfully synthesized CNTs using chemical vapor 
deposition. We for the first time used a chemical route 
to connect CNTs to Si surface based on hydrogen bonds 
and electrostatic interactions at room temperature.  We 
also used polymer/carbon nanotubes (CNTs) composite 
films to enhance both the mechanical and electrical 
properties. Due to the exceptional length of these high-
quality CNTs and the ease of loading them into polymer 
polyethyleneimine (PEI), the PEI/CNTs composite films 
exhibit good conductivity.

Background and Research Objectives
There is currently great interest in the controlled 
synthesis of CNTs with unique structures [1]. The 
functionality of CNTs can be significantly tailored by 
control of their diameter, length, alignment and areal 
density.  CNT arrays, in which CNTs are nearly parallel 
to each other and perpendicular to the substrate, 
have been widely investigated for many promising 
applications, such as field emission devices, energy 
storage, gas sensors, and structural composites. 
Controlling the morphology of CNT array is an essential 
step towards these applications. Furthermore, CNT 
fibers have attracted great efforts.  The extremely high 
strength and low density of CNTs make them very 
promising candidates for ultra-strong and light-weight 
fibers. Pioneer works have reported CNT fibers prepared 
by gas-state spinning from reaction furnace and wet-
spinning from CNT solutions, but the performance 
was highly limited by CNT dispersion, alignment, and 

length. To achieve real applications in the industry, both 
the performance and synthesis method of CNT fiber 
need to be improved. A breakthrough has been made 
when continuous CNT yarns were directly drawn from 
a vertically aligned CNT array, which leaded to dry-
spun CNT fiber and CNT sheet with more interesting 
applications. 

It should be noted that CNTs are amongst the strongest 
known fibers [2]. Carbon nanotubes can undergo 
large nonlinear deformations or even buckling 
without permanent damage to the atomic structure, 
and have demonstrated exceptionally high thermal 
conductivity. These unique properties allow for many 
potential nanosystem functions such as large non-
linear deflections in nanotube supported structures 
and resonant sensors with molecular level mass 
sensitivity. However, the electromechanical traits of 
CNTs have typically been characterized using atomic 
force microscope. In this project, our objective is to 
use more economical microsystem technology as a 
flexible platform to study the mechanical and electrical 
properties of CNTs. To accomplish this goal, our first step 
is to investigate the growth parameters for CNTs and 
their composite, and the electrical properties of CNTs.

Scientific Approach and Accomplishments
We used chemical vapor deposition (CVD) to grow CNTs. 
The CVD process was performed in a 1 inch (2.54 cm) 
diameter quartz tube furnace. A film of Fe(1.0 nm)/
Al2O3(10 nm), which was deposited on Si wafers with 
1 µm SiO2 layer, were used as catalyst. Forming gas (Ar 
with 6% H2) was used as carrier gas, and ethylene served 
as carbon source. CNT growth was carried out at 750°C 
with 140 sccm forming gas and 30 sccm ethylene for 10 
min. Thin and clean CNT fibers (see Figure 1) were spun 
from arrays of well-aligned, millimeter-long CNTs. 

A Chemical Route to Integrate Carbon Nanotubes into Microelectromechanical 
Systems

Quanxi Jia
20061615PRD4
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Figure 1. Field-emission scanning electron microscopy (SEM) 
images of carbon-nanotube arrays from different angles: (a) and 
(b);  high resolution transmission  electron microscopy image of 
carbon nanotubes: (c);  te field-emission SEM image of a carbon 
nanotube fiber: (d).

We have used a chemical route to connect CNTs to Si 
surface based on hydrogen bonds and electrostatic inter-
actions at room temperature. In other words, molecular 
interaction in chemistry provides a simple and flexible 
route to the integration of CNTs with Si. We have used 
polyethylenimine (PEI) as a reagent. It is well known that 
there are many nitrogen atoms in cationic polymers. The 
positive nitrogen charges facilitate the hydrogen bonding 
and electrostatic interactions between molecules. Further-
more, PEI is a soluble reagent under physiological condi-
tions. Therefore, this technology can be potentially applied 
to nano-biomedical therapeutic devices. 

The connection between CNTs and Si has been verified by 
scanning electron microscopy (SEM) as shown in Figure 2. 
SEM shows an intact CNT fiber, which is 8.2 µm in diam-
eter and 5 cm in length. The CNT fiber appears compact. 
Dispersed oxidized tips of CNT fiber shows more contacting 
area between the CNTs and the Si. It should be noted that 
it is easy to join PEI-terminated Si and CNT via electro-
static interactions. SEM clearly shows that many carbon 
nanotubes around the fiber tip are in good contact with 
the Si. Furthermore, the CNT fibers keep their pristine 
structure and shape. It is known that the functionalized 
surface-bound CNTs lose some of their electric and optical 
properties since it takes a change of only about 1 in 100 
carbons along CNTs to cause a loss of the sensitive UV van 
Hove singularities. In addition, the active central parts of 
CNTs cannot remain unperturbed when the CNTs’ surface 

structure is modified. Therefore, this Si-PEI-CNT junction 
could supply the basis for directing CNTs to precise links in 
electronic, optical, and sensor arrays.

Figure 2. (a) SEM images of a single CNT fiber;  connection of a 
CNT fiber’s tip to Si (b).

We have also prepared CNT - polymer polyethyleneimine 
(PEI) composite films by a spin-coated process. This 
solution is composed of homogeneous long CNTs in water-
soluble PEI. Figure 3 shows the surface morphologies of 
the PEI/CNT composite film. As can be seen from Figure 
3a, the composite film is very uniform. The enlarged 
image in Figure 3b exhibits the high loading of CNTs in the 
composite films. And the CNTs tightly combine with each 
other with the assistance of PEI. The high density of CNTs 
is very helpful to improve the conductivity of the PEI/
CNT composite film. Due to long length CNTs and their 
easy loading in PEI, the CNT/PEI composite films exhibit 
enhanced conductivity. The conductivity of the composite 
films is steadily improved as the concentration of CNTs 
increases. Figure 4 shows conductivity of composite 
films as a function of loading concentrations of CNTs. It 
is found that the concentration of CNTs has a significant 
effect on the conductivity of the composite films. The 
conductivities are 0.01, 0.21, 31.12, and 43.73 S/cm when 
the concentration of CNTs is 0.05, 0.5, 1, and 3 wt%, 
respectively. Although PEI shows insulating characteristic, 
the conductivity of the composite films increases rapidly 
to 0.01 S/cm with a small amount of CNT inclusion (~ 
0.05 wt%). In comparison with the conductivities of other 
composite films with low loading of CNTs, the present 
composite films show even higher conductivities. We 
believe that the large aspect ratio and the nanoscale 
dimension of nanotubes play very important roles in 
enhancing the electrical conductivity of the PEI/CNT 
composite films with low loading of CNTs. In the PEI/
CNT composites with low loading concentration of CNTs, 
Bai et al reported orders of magnitude enhancement of 
conductivity when the CNTs’ length was increased from 1 
to 50 µm [3]. In our case, the length of CNTs, in average, 
is about 5 mm. In addition, well-dispersed nanotubes 
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have higher effective aspect ratio than that of nanotube 
aggregates. Both the large aspect ratio of long CNTs and 
good dispersion of CNTs in polymer have key effects on the 
conductivity of composites with low concentration of CNTs.

 

Figure 3. Scanning electron microscopy images of PEI/CNT 
composite films with different magnifications.

Figure 4. The conductivity of composite films as a function of 
loading concentrations of CNTs; Inset presents the current vs 
voltage characteristic of composite film with 3 wt% CNTs loading.

Impact on National Missions
This project supports DOE’s missions in nanotechnology, 
energy security, and sensors for threat reduction 
applications. This work opens the way to the 
electromechanical characterization of CNTs.  It also 
provides a better understanding of the fundamental 
physics of novel materials.
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Abstract
This is the final report of a two-year Director’s Funded 
Postdoctoral project at Los Alamos National Laboratory.  
The project started in December 2006 and ended at 
the beginning of December 2008.  As indicated by 
the title, the original objective of this project was to 
prepare uranium alkylidene complexes, which are 
compounds containing U=C bonds. However, a game-
changing discovery during the early stages of this 
project uncovered a general and versatile route for the 
synthesis of pentavalent uranium complexes by the 
1-electron oxidation of tetravalent uranium complexes 
with copper(I) salts.  This is remarkable because it 
has long been held that uranium in the pentavalent 
oxidation state, U(V), is unstable in solution and prone 
to redox disproportionation to generate the more stable 
oxidation states U(IV) and U(VI). The copper oxidation 
protocol systematically overturned this established 
dogma by enabling the preparation of an entirely new 
class of molecular complex containing stable U(V) in 
nonaqueous solution.  A milestone in the history of 
actinide chemistry, this disclosure quickly catalyzed an 
explosion of activity in the field as evidenced by follow-
up papers on pentavalent uranium. Finally, the copper(I)-
based oxidation chemistry was also found to provide 
easy chemical control over uranium in oxidation states 
ranging from U(III) to U(VI). The large range of accessible 
oxidation states using a single non-toxic reagent is 
unprecedented and has substantial implications for 
actinide separations schemes and longer-term impact for 
advanced nuclear fuel cycles.   

Background and Research Objectives
The original objective of this project was to prepare 
uranium alkylidene complexes, which are compounds 
containing U=C bonds. However, a game-changing 
discovery during the early stages of this project 
uncovered a general and versatile route for the synthesis 
of pentavalent uranium complexes by the 1-electron 

oxidation of tetravalent uranium complexes with 
copper(I) salts.  The new research objectives for this 
project became to collect a large amount of previously 
unavailable information on the chemistry and electronic 
structure of this rare uranium oxidation state, which 
as discussed below represents a very important step-
forward in our understanding of chemistry, properties 
and bonding in the actinides. 

Although uranium has various oxidation states (III, 
IV, V, VI) in both solution and the solid-state, the 
trivalent, tetravalent and hexavalent complexes have 
dominated the landscape of uranium chemistry, with 
the corresponding pentavalent systems remaining 
comparatively rare.  Historically, this deficit has been 
attributed to the instability of pentavalent uranium 
toward redox disproportionation in aqueous solution 
to produce the more stable oxidation states U(IV) and 
U(VI).  This instability also reflects the extreme air and 
water sensitivity of pentavalent uranium and its easy 
conversion/oxidation to hexavalent uranium in the 
presence of trace amounts of oxygen or water.  Generally 
speaking, until the discoveries made during the course 
of this project, rational synthetic schemes were simply 
unknown and the few reported molecular U(V) systems 
came from serendipitous discoveries that were not 
reproducible.  As a consequence, very little was known 
about pentavalent uranium. 

In recent years, techniques for handling and 
characterizing air- and water-sensitive materials have 
vastly improved, enabling a variety of new approaches 
for synthesizing pentavalent uranium compounds. In 
fact, in what can only be described as a renaissance 
in research activity in the field over the past few 
years, uranium(V) has been shown to be far more 
stable than previously thought, and its chemistry is 
important in understanding the behavior of actinides 
in the environment, corrosion, waste, the nuclear fuel 
cycle and long-term storage of spent nuclear fuel. For 
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example, this once discounted uranium oxidation state 
has been implicated in the low–temperature chemistry of 
uranium in reducing, heterogeneous aqueous systems, the 
biogeochemical reduction of uranium in the environment, 
and the immobilization of actinides in the environment. 

These single-electron systems provide fertile ground 
for not only advancing theoretical capabilities but also 
our fundamental understanding of actinide electronic 
structure, reactivity and bonding. For example, because 
electron repulsion is absent and at most six transitions 
are allowed in the optical spectrum, the f1 electronic 
configuration facilitates the interpretation of spectroscopic 
and magnetic data. Additionally, convergence difficulties 
in Density Functional Theory (DFT) calculations can occur 
for actinide complexes with multiple unpaired electrons; 
however, the f1 electronic configuration in U(V) minimizes 
these problems compared to systems in lower oxidation 
states (i.e. f2, f3).  Combined, these techniques provide 
important insight into 5f element electronic structure and 
how it manifests itself physically in molecular solution 
and solid-state structure, as well as chemically through its 
influence on spectroscopic and thermodynamic properties.  
Ultimately, this knowledge will enhance our overall ability 
to reliably predict the chemical behavior of f-element 
compounds in applications such as stockpile stewardship, 
environmental remediation, and waste management 
within the DOE complex.

Scientific Approach and Accomplishments

Pentavalent Uranium Chemistry – From Synthesis to 
Electronic Structure and Bonding
During our efforts to prepare uranium alkylidene 
complexes (U=CR2) we discovered a general and versatile 
route for the synthesis of organometallic pentavalent 
uranium-imido halide complexes by the 1-electron 
oxidation of tetravalent uranium-imido complexes with 
copper(I) salts (Figure 1).  Although examples of tetravalent 
and hexavalent uranium compounds are prevalent in the 
literature, the corresponding U(V) systems are scarce with 
little accompanying characterization data.  As such this 
discovery was quite exciting as it enabled a complete study 
of the electronic structure and bonding in pentavalent 
uranium systems. From a heuristic perspective, the U(V) 
oxidation state with its simple 5f1 valence electronic 
configuration remains a highly attractive target.  Over the 
course of this project, a whole suite of U(V) complexes 
(C5Me5)2U(=N-Ar)(X/Y) (where X=F, Cl, Br, I; Y=OTf, SPh, 
SePh, TePh, NPh2, OPh, Me, Ph, C≡CPh, N=CPh2) were 
prepared.  This series includes the first examples of 
pentavalent uranium with anionic sp, sp2, and sp3 carbon 
moieties other than carbocyclic (C5R5, C7H7, C8H8) ligands as 

well as the first selenate and tellurate systems. That a wide 
range of substituents can be supported within the wedge 
of these U(V)-imido complexes refutes prior assertions that 
pentavalent uranium complexes are inherently unstable.  

Figure 1. Synthesis of substituted U(V) complexes.

The series of (C5Me5)2U(=N-Ar)(X/Y) (where X=F, Cl, Br, 
I; Y=OTf, SPh, SePh, TePh, NPh2, OPh, Me, Ph, C≡CPh, 
N=CPh2) complexes with electronically diverse X/Y ligands 
and studied using a combination of cyclic voltammetry, 
UV-visible-NIR absorption spectroscopy, and variable-
temperature magnetic susceptibility, which provide a 
coherent description of the electronic structure of these 
pentavalent systems and indicate that both the U-X/Y 
and U=N bonds exhibit covalency.  All of the pentavalent 
uranium compounds exhibit U(VI)/U(V) and U(V)/U(VI) 
redox couples by voltammetry. The potential separation 
between these metal-based couples remaining essentially 
constant at ~1.50 V, but both processes shift in tandem 
in potential by ~700mV across the series of X/Y ligands. 
Temperature dependent magnetic susceptibilities are 
reported for all complexes with μeff values ranging from 
2.22-2.53 μB.  The onset of quenching of orbital angular 
momentum by ligand fields is observed to occur ~40 K in 
all cases.  There are no significant differences between 
μeff values or temperature dependencies in the magnetic 
susceptibility based on the identity of the ancillary X/Y 
ligand. However, an excellent linear correlation was 
observed between the chemical shift values of the C5Me5 
ligand protons in the 1H NMR spectra and the oxidation 
potentials of (C5Me5)2U(=N-Ar)(X/Y), suggesting that 
there is a common origin – overall σ-/π-donation from 
the ancillary X/Y ligand to the metal, contributing to both 
observables. As illustrated in Figure 2, combined, these 
data confer the following trend in increasing σ/π-donating 
ability of the X/Y ligand to the U(V) metal center:  OTf < I 
< Br < Cl < SPh < C≡CPh < F < [OPh ~ Me ~ Ph] << NPh2 < 
N=CPh2.  
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Figure 2. Showing the effect of ligand substitution (X/Y) on the 
electronics of the (C5Me5)2U(=N-2,6-iPr2-C6H3)(X/Y) complexes.

The electronic spectra are comprised of π-π* and 
π→nb5f transitions involving electrons in the metal-imido 
bond, and metal-centered f-f bands illustrative of the 
5f1 valence electron configuration.  Two distinct sets 
of bands have been attributed to transitions derived 
from this 5f1 configuration, and the intensities in these 
bands are increased dramatically over those found in 
spectra of classical 5f1 actinide coordination complexes. 
Density functional theory (DFT) results for the model 
complexes (C5Me5)2U(=N-Ph)(F) and (C5Me5)2U(=N-Ph)(I) 
show good agreement with experimental structural and 
electrochemical data and provide a basis for assignment 
of spectroscopic bands.  The bonding analysis describes 
multiple bonding between the uranium metal center 
and imido nitrogen which is comprised of one σ- and 
two π-interactions with variable participation of 5f and 
6d orbitals from the uranium center.  When considered 
in the broader context of other recent results for 
organouranium complexes, the results obtained for the 
U(V)-imido complexes (C5Me5)2U(=N-Ar)(X/Y) provide 
an important bridge between those for U(VI)-bis(imido) 
systems (e.g., (C5Me5)2U(=N-Ar)2) that have long been 
regarded as possessing substantial covalency in the metal-
ligand multiple bonds and the more recent data for U(IV)-
ketimide systems (e.g., (C5Me5)2U(-N=C-Ar2)2) that possess 
metal-ligand bonding intermediate between single and 
double bonds based on structural  data.  All three systems, 
(C5Me5)2U(=N-Ar)2, (C5Me5)2U(=N-Ar)(X/Y), and (C5Me5)2U(-
N=CAr2)2, exhibit similar experimental hallmarks for 
covalent metal-ligand bonding.  While it is not possible to 
make quantitative comparisons regarding the degree of 
covalency from the existing data, the emerging picture is 
that all three uranium oxidation states are able to support 
covalent bonding in these organometallic complexes.

Trivalent Uranium Oxidation Chemistry  
Finally, during this project we also found that the 
copper(I)-based oxidative functionalization protocol 

provides a simple and mild method for synthesizing 
the corresponding U(IV) complexes in good yield 
(Figure 3). Reaction of the trivalent uranium complexes 
(C5Me5)2UI(THF), (C5Me5)2U[N(SiMe3)2], (C5Me5)2U(NPh2)
(THF) and (C5Me5)2U(-O-2,6-iPr2-C6H3)(THF) with copper(I) 
iodide affords the corresponding tetravalent uranium 
diiodide, amide-iodide, and aryloxide-iodide complexes 
(C5Me5)2UI2, (C5Me5)2U[N(SiMe3)2](I), (C5Me5)2U(NPh2)
(I) and (C5Me5)2U(-O-2,6-iPr2-C6H3)(I), respectively.  This 
protocol was also extended to the synthesis of the alkyl-
iodide complex (C5Me5)2U(CHPh2)(I).  The isolation of this 
complex from the in situ-generated trivalent uranium alkyl 
complex (C5Me5)2U(CHPh2)(THF) illustrates the synthetic 
value of this oxidation procedure in those situations where 
the U(III) metallocene complex cannot be isolated or is 
unstable.  Over-oxidation and ligand redistribution are 
not observed with this Cu-based U(III)→U(IV) oxidation 
procedure, making it an attractive synthetic alternative 
to the existing routes for the preparation of mixed-ligand 
metallocene complexes of the type (C5Me5)2U(X)(Y) (where 
X = halogen; Y = alkyl, amide, aryloxide, etc.).

Figure 3. Synthetic procedure for the 1-electron oxidation of 
organometallic U(III) complexes to their U(IV) counterparts with 
copper(I) iodide.

Notable Accomplishments/Impact
The efforts funded by this project have already resulted 
in 12 publications in print, with 3 more publications 
currently in preparation, and 11 invited presentations 
at conferences, universities, companies, and national 
laboratories.  Based chiefly on these accomplishments 
the research produced during the course of this project 
has received international acclaim through no less than 
3 journal covers as shown in Figure 4.  Before our work, 
the last review on pentavalent uranium chemistry was 
published in 1969. The impact of the LANL pentavalent 
chemistry studies has been evidenced by the large number 
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of papers that have appeared on pentavalent uranium 
complexes following our initial disclosure. It is now a hot 
field and accordingly we were invited to write a review 
on this body of work.  This review appeared this year 
in Chemical Communications (2009, 3813-3968) as a 
Feature Article entitled “Pentavalent Uranium Chemistry – 
Synthetic Pursuit of a Rare Oxidation State.”  Additionally, 
the postdoctoral research associate working on this project 
was recognized for his scientific contributions by a LANL 
Award for Outstanding Achievement and Dedication 
(2007), the LANL Postdoctoral Distinguished Performance 
Award (2008), the Postdoctoral Publication Prize in 
Experimental Sciences, Los Alamos National Laboratory 
(2009), and a LANL Glenn T. Seaborg Postdoctoral 
Fellowship (2008-2009).

Figure 4. Representative journal covers that the work in this 
project has garnered.

Impact on National Missions
The chemistry of the actinide elements is critical to DOE 
nuclear weapons mission areas (stockpile stewardship, 
environmental remediation, waste management). The 
synthesis of new actinide compounds not only provides 
important information about metal-ligand bonding but 
also improves our ability to reliably predict chemical 
behavior in a variety of environments.  As evidenced by 
this project, the DOE complex and LANL clearly benefits 
from simple exploratory research.  Although silver salts 
have been successfully utilized as chemical oxidants, these 
were the first examples demonstrating the oxidation 
and functionalization of organometallic species using CuI 
salts. This copper route also avoids the use of silver and 
thallium salts (RCRA-listed), thereby greatly diminishing 
the generation of mixed radioactive hazardous waste and 
potential exposure to highly toxic thallium reagents. As 
such, the copper(I)-based oxidation chemistry provides 
easy chemical control over uranium in oxidation states 
ranging from U(III) to U(VI). The large range of accessible 
oxidation states using a single non-toxic reagent is 
unprecedented and has substantial implications for 
actinide separations schemes and longer-term impact for 
advanced nuclear fuel cycles.  Outside of our group, the 

value of this protocol is being noticed by other groups 
throughout the chemistry community and has been 
successfully extended to other uranium chemistry.  Finally, 
this new copper-based oxidation protocol avoids the 
generation of mixed low-level radioactive hazardous waste 
and reduces labor hours and money spent in management 
of this waste stream.  Notably, research from this project 
lay the foundation for a 2009 LANL Pollution Prevention 
Award in recognition of the numerous attractive features 
this chemistry (including a ~50-fold decrease in waste 
treatment and disposal costs) offers LANL and the DOE 
complex (Figure 5).  

Figure 5. Graphic highlighting the copper-based actinide 
oxidation chemistry which was awarded a 2009 Pollution 
Prevention Award sponsored by the Environmental Protection 
Division Risk Reduction Office at LANL.

Publications
Cantat, T., C. R. Graves, B. L. Scott, and J. L. Kiplinger. 
Challenging the Metallocene Dominance in Actinide 
Chemistry with a Soft PNP Pincer Ligand:  New Uranium 
Structures and Reactivity Patterns. 2009. Angewandte 
Chemie, International Edition. 48: 3681.

Cantat, T., C. R. Graves, K. C. Jantunen, C. J. Burns, B. L. 
Scott, P. J. Hay, D. E. Morris, and J. L. Kiplinger. Evidence 
for the Involvement of 5f-Orbitals in the Bonding and 
Reactivity of Organometallic Actinide Compounds:  
Thorium(IV) and Uranium(IV) Bis(hydrazonato) Complexes. 
2008. Journal of the American Chemical Society. 130: 
17537.

Graves, C. R., A. E. Vaughn, E. J. Schelter, B. L. Scott, J. D. 
Thompson, D. E. Morris, and J. L. Kiplinger. Uranium(V)-
Imido Complexes - Probing the Electronic Structure 
and Redox Energetics in Pentavalent Organoactinide 
Complexes. 2008. Inorganic Chemistry. 47: 11879.

Graves, C. R., B. L. Scott, D. E. Morris, and J. L. Kiplinger. 
Tetravalent and Pentavalent Uranium Acetylide Complexes 



277

Prepared by Oxidative Functionalization with Cu-C≡C-Ph.. 
2008. Organometallics. 27: 3335.

Graves, C. R., B. L. Scott, D. E. Morris, and J. L. Kiplinger. 
Selenate and Tellurate Complexes of Pentavalent Uranium. 
2009. Chemical Communications. : 776.

Graves, C. R., D. E. Morris, B. L. Scott, and J. L. Kiplinger. 
Facile Access to Pentavalent Uranium Organometallics:  
One Electron Oxidation of Uranium(IV) Imido Complexes 
with Copper(I) Salts. 2007. Journal of the American 
Chemical Society. 129: 11914.

Graves, C. R., D. E. Morris, and J. L. Kiplinger. Pentavalent 
Uranium-Imido Complexes. To appear in Inorganic 
Syntheses. 

Graves, C. R., E. J. Schelter, T. Cantat, B. L. Scott, and J. L. 
Kiplinger. A Mild Protocol to Generate Uranium(IV) Mixed-
Ligand Metallocene Complexes Using Copper(I) Iodide.. 
2008. Organometallics. 27: 5371.

Graves, C. R., P. Yang, S. A. Kozimor, A. E. Vaughn, D. L. 
Clark, S. D. Conradson, E. J. Schelter, B. L. Scott, J. D. 
Thompson, P. J. Hay, D. E. Morris, and J. L. Kiplinger. 
Organometallic Uranium(V)-Imido Halide Complexes:  
From Synthesis to Electronic Structure and Bonding.. 2008. 
Journal of the American Chemical Society. 130: 5272.

Graves, C. R., and J. L. Kiplinger. Pentavalent Uranium 
Chemistry – Synthetic Pursuit of a Rare Oxidation State. 
2009. Chemical Communications. : 3813.

Schelter, E. J., J. M. Veauthier, C. R. Graves, K. D. John, B. 
L. Scott, J. D. Thompson, D. E. Morris, and J. L. Kiplinger. 
1,4-Dicyanobenzene as a Scaffold for the Preparation of 
Covalently Linked Bimetallic Actinide Complexes Exhibiting 
Metal-Metal Communication. 2008. Chemistry – A 
European Journal . 14: 7782.

Thomson, R. K., C. R. Graves, B. L. Scott, and J. L. Kiplinger. 
Noble Reactions for the Actinides: Safe Gold-Based Access 
to Organouranium and Azide Complexes. 2009. European 
Journal of Inorganic Chemistry . : 1451.



Postdoctoral Research and Development
Final Report

Chemistry and Material Sciences

278

Abstract
Dr Yuan performed experiments on unusual 
superconductors using the high-magnetic-field facilities 
at MPA-NHMFL. Perhaps his most influential result was 
to find that the iron-arsenic-based superconductors are 
markedly different from all previously-known layered 
superconductors (e.g. the cuprates and the crystalline 
organic metals). He suggested that this is attributable 
to the distinctive electronic structure of the iron-
arsenide compounds, also the subject of current high-
field measurements at MPA-NHMFL. Most importantly, 
his results show that, in contrast to the assumptions 
based on the cuprates, reduced dimensionality is not a 
prerequisite for “high-temperature” superconductivity 
[1,2].

Background and Research Objectives
This project investigated materials that show new and 
unusual types of superconductivity. By using the very 
high magnetic fields and very low temperatures that 
are available at the Materials Physics and Applications 
Division’s National High Magnetic Field Laboratory 
(MPA-NHMFL), superconductivity was switched on 
and off in a controllable manner. This enabled the 
microscopic properties of the underlying electrons to be 
uncovered using unique experimental tools designed by 
Dr Yuan. In this way, important progress has been made 
in understanding the mechanism for superconductivity. 
This is a useful step along the route to enable 
superconductors with desirable properties (e.g. zero 
resistance at relatively high temperatures, resistance 
to high magnetic fields) to be designed from scratch. 
Eventually, such materials will have an important impact 
on technologies such as electrical power distribution and 
transport, and on applications of electromagnets such 
as MRI; the application of “designer superconductors” 
could yield greatly increased efficiency, reduced power 
consumption (important for energy security) and 
protection against large-scale power outages caused by 
grid failures.

Scientific Approach and Accomplishments
Dr Yuan performed a number of influential experiments 
on exotic superconductors and correlated-electron 
systems and wrote several papers. He also spoke by 
invitation at a number of international conferences and 
at overseas universities. As a result he was appointed 
professor at Zhejiang University on returning to China.

The most important results are described below. It is 
gratifying to note that Dr Yuan’s stay in Los Alamos has 
greatly strengthened collaborations with leading Chinese 
universities and government research laboratories. 
Consequently, further experiments are in progress 
(Professor Yuan is now an external MPA-NHMFL user) 
and samples of new materials continue to arrive from 
his network of international collaborators.

Furious scientific activity, measureable as hundreds • 
of papers posted at xxx.lanl.gov, has been generated 
by discovery of superconductivity in two families 
of iron-arsenic-based compounds (the “iron 
pnictides”) early in 2008. Superconducting transition 
temperatures Tc as high as 55 K have been observed, 
naturally provoking comparisons with the  well-
known “High Tc” cuprate superconductors, plus 
renewed speculations about imminent magnetically-
levitated trains and dissipation-free powerlines! In 
addition to high superconducting temperatures, the 
cuprates and the iron-arsenide superconductors 
both possess layered crystal structures. 
 
In the early days of High Tc, the layered crystal 
structure of the cuprates led to the widely-held 
belief that reduced dimensionality (i.e. being 
more like a two-dimensional system than three) 
is a necessary prerequisite for superconductivity 
at temperatures above about 30 K. Indeed, many 
theoretical models still treat the cuprates as a purely 
two-dimensional system, neglecting the interactions 
between the layers of the crystals. At first sight, 
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the iron-arsenic compounds, which (as mentioned 
above) also possess layered structures, give additional 
credence to this idea.  
 
Dr Yuan obtained (RE,La)(O,F)FeAs superconductor 
samples in early 2008 and began to investigate their 
properties using the high-field facilities at MPA-
NHMFL [1]. However, his most important achievement 
was to show that the layered iron-arsenide-based 
superconductor (Ba,K)Fe2As2 is in fact far from two-
dimensional [2], in contrast to the above expectations. 
By applying pulsed magnetic fields of up to 60 T to 
single crystals of the superconductor, Dr Yuan was 
able to measure the upper critical field (the field 
at which superconductivity is destroyed) down to 
low temperatures (Figure 1). He found that the low-
temperature critical field was virtually the same 
irrespective of the direction in which the magnetic 
field was applied (Figure 2). This suggests that the 
electronic properties of the iron-arsenic-based 
superconductor are in fact three dimensional, rather 
than two dimensional, contrary to early expectations.

 
 
Figure 1. In-plane electrical resistivity of single crystals of 
the superconductor (Ba,K)Fe2As2 measured in pulsed high 
magnetic fields. (a): The temperature dependence of the 
resistivity rho(T) at zero magnetic field. Note that there is a 
weak kink around 108 K in rho(T) which may correspond to a 
spin-density-wave or structural transition. The inset shows the 
temperature dependence of the Hall coefficient RH obtained in 
pulsed magnetic fields of up to 60T. The field dependence of the 
resistivity rho(B) at various temperatures is shown in (a) and (b) 
for field parallel and perpendicular to the c-axis, respectively.

Figure 2. The upper critical field Hc2(T) of single crystals of the 
superconductor (Ba,K)Fe2As2. The main figure shows Hc2 versus 
temperature for magnetic field parallel to the c-axis (circles) and 
perpendicular to the c-axis (squares), in which the critical fields 
Hc2(T) are determined from the midpoint of the sharp resistive 
superconducting transitions. Remarkably, the two samples (#A 
and #B) behave nearly identically in spite of different purities. 
The inset shows the anisotropy parameter gamma plotted as 
a function of temperature. The parameter gamma is about 2 
near Tc, a value close to what other groups derived in low-field 
measurements, but decreases with decreasing temperature 
and approaches to 1 as T tends to zero, indicating isotropic 
superconductivity. This is a most surprising finding in a layered 
material.

Yuan’s Nature Letter demonstrates [2] that in their three-
dimensionality the iron-arsenic-based superconductors 
are markedly different from all previously-known layered 
superconductors (e.g. the cuprates and the crystalline 
organic metals). Yuan   suggests that this is attributable 
to the distinctive electronic structure of the iron-arsenide 
compounds, also the subject of current high-field 
measurements at MPA-NHMFL. Most importantly, Yuan’s 
results show that, in contrast to the assumptions based on 
the cuprates, reduced dimensionality is not a prerequisite 
for “high-temperature” superconductivity [2]. Further 
studies of different FeAs-based superconductors by Dr 
Yuan have confirmed this idea and will be published in the 
near future.

Dr Yuan  observed a field-induced Fermi-surface • 
topology change in CeRhIn5 for the first time. This 
is important evidence about the nature of the field-
induced quantum critical behavior in this compound. 
The result was reported at two APS March meetings 
and is being prepared for publication.

The unusual layered compound Na• xCoO2.H2O was 
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investigated using heat-capacity measurements to 
reveal the superfluid density and the existence of two 
separate superconducting states for the first time [3].

The triple-layered ruthenate Sr• 4Ru3O10 was 
investigated. Only one ferromagnetic phase was found, 
and the data meant that it was possible to rule out 
several previously-proposed antiferromagnetic phase 
transitions. A magnetic domain model was proposed 
to account for previously-observed magnetotransport 
and metamagnetic behavior [4].

The superconducting order parameter in the non-• 
centrosymmetric superconductors Li2(Pd,Pt)2B 
was studied using magnetic penetration-depth 
measurements. The data suggest that an unusual 
spin-triplet state develops with increasing Pt content 
due to the broken inversion symmetry [5]. Similar 
techniques were applied to a number of heavy-fermion 
superconductors [6].

The metallic states close to the quantum phase • 
transition in cubic FeGe were investigated using 
very high pressures and electrical resistivity. It was 
found that the long-wavelength helical order was 
suppressed by a pressure of 19 GPa, and the observed 
strong deviations from Fermi-liquid behavior disagree 
with the standard vision of a quantum critical phase 
transition [7].

In summary, Dr Yuan was a very energetic and enthusiastic 
experimentalist. He developed several collaborations with 
some of the best sample growers in the world, so that 
he had access to high-quality samples of the “hottest” 
materials. Consequently, his work did much to raise the 
international profile of MPA-NHMFL.

Impact on National Missions
This project supported the LANL’s Grand Challenge to en-
hance the nation’s fundamental scientific capabilities by 
improving our understanding of superconductivity. This 
helps design better practical superconductors, supporting 
DOE’s mission to improve the nation’s energy security (i.e. 
by reducing electrical power consumption). Finally it helps 
in understanding complex substances such as plutonium, 
an important part of LANL’s stockpile stewardship mission.
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Abstract
Carbon nanotubes (CNTs) possess unusually high 
stiffness and strength and can be electrically conducting. 
However, it has been a challenge to integrate CNTs in 
bulk structures to exploit their extraordinary mechanical 
properties. Here, we have used a synthesis approach 
that combines ball milling and high-pressure torsion to 
produce bulk composites of Cu reinforced with CNTs. 
These novel Cu-CNT composites exhibit significant 
improvement in strength, without loss of ductility, 
compared to nano-structured single-phase Cu and other 
CNT-reinforced composites reported earlier. This ultra-
high strength, lightweight bulk nanocomposites have 
potential applications in energy, transportation and 
defense industries. 

Background and Research Objectives
Carbon nanotubes (CNTs) have a unique structure, 
possess extraordinary mechanical properties of super-
high elastic modulus and strength, and also own a novel 
set of attributes: lightweight, high aspect ratio, high 
electrical conductivity for a non-metal, and excellent 
chemical stability [1]. On the other hand, efforts to 
strengthen pure metals such as Cu typically result 
in a loss in ductility and electrical conductivity. CNTs 
could be the ideal nanoscale reinforcement to design 
multifunctional Cu-CNT composites with superior 
performance. 

Synthesis methods of CNTs-reinforced metallic 
composites that require heating typically result in 
chemical reactions between the CNT and the metal 
matrix and significantly increased grain size resulting 
in modest or insignificant improvement in strength 
and often decreased ductility compared to their 
monolithic counterparts. For advanced structural 
applications, strong and ductile composites are desired. 
However, nano-grained metal-CNT composites with 
both high strength and good plasticity have not been 
reported so far. The aim of present study is to develop 

nanostructured CNT-reinforced Cu matrix composites 
that exhibit high strength and ductility.

Scientific Approach and Accomplishments
To fabricate high quality nanostructured Cu-CNT 
composites with excellent mechanical performance, 
there are two primary challenges. The first one is to 
distribute CNTs homogeneously in Cu matrix because 
CNTs have a strong tendency to form bundles, which 
degrade the strength and ductility of composites. To 
overcome this challenge, high-energy ball milling was 
applied to mix Cu powders (particle sizes: 0.5-1.5µm) 
and 1wt.% CNTs (length: 10-30µm; inner diameter: 
2-5nm; outer diameter: <10nm) for 5 hrs in an inert 
argon gas environment. For comparison, Cu powders 
without CNTs were also made at the same conditions. 
Scanning electron microscopy (SEM) analysis 
demonstrated that after ball milling, CNTs have been 
incorporated into Cu powders. Distribution of CNTs 
will be detailed later. The second challenge is to obtain 
dense small-grained microstructures. In earlier studies, 
heating was used to make dense metal-CNT composites. 
However, these composites are usually coarse-grained 
and have low strength. Here, high-pressure torsion (HPT) 
was chosen because it has a two-fold advantage. One is 
to make samples fully dense, and the other is to refine 
the internal grain size of the structure to nanometer 
scale by severe plastic deformation while preserving the 
bulk dimensions of the sample. The ball-milled powders 
were first compacted into 10mm diameter discs, 
which were then consolidated via HPT at 5GPa for 5 
revolutions. Both were performed at room temperature. 
In the course of HPT, subgrain boundaries first form via 
dislocation accumulation and rearrangements under 
severe shear strain, and then develop into high-angle 
grain boundaries, resulting in grain refinement. At the 
same time, dynamic recovery and recrystallization 
reduce the dislocation density and may increase the 
grain size. The balance of these two opposite processes 
determines the final grain size.

Multifunctional Copper-Carbon Nanotube Nanocomposites

Amit Misra
20070585PRD2
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Figure 1 presents dark-field transmission electron 
microscopy (TEM) images of the HPT-processed samples 
with 1 wt.% and 0 wt.% CNTs. Clearly, both samples 
have a nanocrystalline structure. The average grain 
size is about 22nm and 29nm for Cu-CNT composite 
and Cu, respectively. The grain size distribution of Cu-
CNT composite is apparently narrower than that of Cu. 
According to the principle of HPT stated above, with the 
incorporated CNTs, dislocation motion could be blocked 
at CNT-Cu interfaces. Thus the dislocation accumulation 
becomes enhanced. As a result, the presence of CNTs leads 
to a decrease in grain size. Figure 2 shows CNTs embedded 
in the Cu matrix. In Figure 2(a), some CNTs penetrate 
the Cu grains, while in Figure 2(b), some CNTs appear 
to surround the Cu grains with CNTs confined at grain 
boundaries. The distribution of CNTs was characterized 
using both microscopic and macroscopic approaches. First, 
TEM observations did not find CNT clusters, suggesting 
a good dispersion of CNTs into Cu matrix. Second, 
microhardness of Cu-CNT composite was measured. The 
independence of microhardness on measurement location 
also suggests that the distribution of CNTs in Cu matrix is 
homogeneous since the strength of metal-CNT composites 
is sensitive to the CNT contents.

Figure 1. Dark-field TEM micrographs of nanostructured (a) Cu-
CNT composite and (b) pure Cu.

Figure 2. High-resolution TEM micrographs showing (a) intra-
grain and (b) intergranular dispersion of CNTs in Cu matrix.

Mechanical properties of nanostructured Cu and Cu-CNT 
composite were investigated by pillar compression tests at 
a strain rate of 1×10-3 s-1. Figure 3(a) presents a cylindrical 
pillar machined from the Cu-CNT nanocomposite. The 

diameter and length of all the pillars are about 5µm and 
11µm, respectively, leading to an aspect ratio of 1:2. The 
pillar compression technique has been used to measure 
the effect of sample size on the strength of metallic single 
crystals. In the case of nanolayered and nanostructured 
metals, when the pillar dimension is much larger than 
the crystallite size, the pillar compression test can be 
used to study the effect of crystallite size on the strength, 
as opposed to the sample size. Figure 3(b) illustrates a 
failed sample of Cu-CNT composite, which exhibits shear 
instability, a typical failure mode in compression testing. 
Compressive results showed that both samples have high 
strength. Furthermore, the yield strength (0.5% plastic 
strain offset) increased from 847±62 MPa to 1273±27 
MPa with an addition of only 1wt.% CNTs. The grain size 
of current Cu-CNT composite is on the order of 20 nm. At 
such small grain sizes, grain interiors are usually devoid of 
dislocation sources and, therefore, dislocations nucleate 
at grain boundaries or CNT-matrix boundaries. Figure 2 
has shown that CNTs can be distributed intra- as well as 
inter-granularly. In both cases, they may be able to inhibit 
dislocation nucleation and motion, thereby leading to an 
increase in the yield strength.

Figure 3. SEM images of (a) as-processed and (b) compressed to 
fracture micro-pillar of Cu-CNT composite.

In other investigations of CNT-reinforced metallic 
composites, the plastic strain to failure of composites was 
observed to be lower than the monolithic metals. In the 
current study, incorporating CNTs into Cu matrix results 
in a great gain in strength without notable sacrifice in 
ductility. For example, plastic strains are 28.4±1.9% and 
30.7±0.9% for nanostructured Cu-CNT composite and Cu, 
respectively. In addition, nanoindentation measurement 
discloses that the presence of CNTs also increased the 
stiffness. Moreover, the area underneath stress-strain 
curves, an indicator of toughness, is about 10% larger 
for Cu-CNT composite than for Cu. Figure 4 summarizes 
the reported and current compression data, where red 
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and blue points denote maximum and yield stress data, 
respectively. For a comprehensive comparison, tensile 
results for Al-, AlSi-, 2024Al-, Cu-, Mg-, Ni-, and AZ91D-
CNT composites are also included [2]. Like nanocrystalline 
metals, CNT-reinforced metallic composites also show a 
feature of strength-ductility tradeoff in that increasing 
strength is usually accompanied with decreasing ductility. 
However, nanostructured Cu-CNT composite fabricated in 
this study are clearly distinguished from the general trend 
and show the best combination of strength and ductility.

 

Figure 4. A summary of strength and plastic strain to failure of 
several metal-matrix composites reinforced with CNTs.

In summary, Cu-CNT composite with a grain size of about 
22nm has been successfully produced. An addition of 
1wt.% CNTs can cause grain refinement and narrower 
grain size distribution. In the Cu matrix, CNTs are 
distributed either at grain boundaries or in grain interiors. 
First, compared with its counterpart without CNTs, 
nanostructured Cu-CNT composite possesses improved 
strength, stiffness and toughness without a loss in ductility. 
Second, compared with metal-CNT composites reported 
earlier, the present Cu-CNT nanocomposites exhibit 
a significantly improved combination of strength and 
ductility. 

Impact on National Missions
This project is closely related to the lab’s missions in 
the field of materials science: i) developing new ma-
terials essential to assessing energy materials perfor-
mance; ii) understanding fundamental materials phys-
ics in nanostructured materials. The multifunctional 
Cu-CNT nanocomposites developed here are expected 
to have a combination of high strength, good ductil-
ity, lightweight as well as good electrical conductivity. 

These novel material systems with unprecedented 
levels of strength and ductility will impact a diverse 
range of DOE missions in energy security, transporta-
tion and national defense.
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Abstract
Defect formation and propagation in materials is a 
complex phenomenon that spans atomic length and time 
scales (nm and ps, respectively) to macroscopic scales 
at the microstructure level (mm and min, respectively). 
Large concentrations of defects in a material crystalline 
structure are created during irradiation of materials. 
Depending on the defect source and the material, 
different defect shape and size distributions are observed, 
which ultimately determine the physical, chemical and 
mechanical properties of the material. Unfortunately, 
currently we do not have computational methods that 
are accurate yet computationally efficient so that we can 
study and predict such complex phenomena. In this work, 
we have developed four computational methods that 
address some of the challenges that are involved.

Background and Research Objectives
Study of dynamics of thermally activated phenomena in 
solid-state materials at experimental laboratory length 
and time scales is essential for designing materials with 
desirable characteristics. In these materials, atomic 
processes that govern macroscopic phenomena often 
occur over a broad range of time scales. However, it well 
understood that in many situations current materials 
modeling techniques cannot simultaneously access 
large length and time scales without making severe 
approximations that typically corrupt the dynamical 
evolution. These shortcomings severely impede our ability 
to employ current modeling techniques as predictive tools 
for materials design. 

Over the last dozen years, a suite of accelerated 
molecular dynamics methods has been developed at 
LANL that can reach reasonably long time scales [1]. 
In particular, the temperature accelerated dynamics 
(TAD) method [2] is a powerful computational tool for 
studying thermally activated phenomena in solid-state 
materials over large time scales, such as seconds. In the 
TAD method, transitions from state to state are made 

to occur more rapidly by raising the temperature of the 
system. Although the wrong event sometimes occurs 
first at higher temperature, the TAD algorithm corrects 
for this, only allowing the correct events (with a desired 
confidence) to be accepted. Despite the advantages of 
TAD, the method cannot be applied to large systems 
due to the poor scaling one obtains with TAD in terms of 
number of atoms present in the system.

Such a situation is encountered in defect cascade overlap 
due to radiation damage in materials. Much like a cascade 
of collisions resulting from a car colliding with stationary 
cars in front of it, a displacement cascade is generated 
when a highly energetic impinging atom locally displaces 
the material atoms. Interaction of two or more of such 
cascades, termed as cascade overlap, cannot be modeled 
using existing modeling tools. While continuum models 
are too approximate to capture the complex interactions, 
molecular models, including TAD, are computationally too 
expensive to model the large number of atoms that are 
present in the system. 

The underlying goal of this project was to overcome some 
of these challenges by developing variations of existing 
materials modeling methods, namely temperature 
accelerated dynamics and kinetic Monte Carlo methods, 
in a way that retains the accuracy of these methods yet 
provide computational speed-up of several orders of 
magnitude. The important challenges that we identified 
at the beginning of this project included developing 
the capability to accurately identify the complicated 
atomic processes in these materials and to develop 
computationally efficient strategies that will enable us to 
simultaneously reach the large length and time scales. 
These attempts are among the first in the context of 
accelerated molecular dynamics and entailed non-trivial 
extensions of methods developed by Voter and co-
workers at LANL, as well as developing completely new 
computational techniques. 

Due to the large computational cost associated with 

Multiscale Simulations for Cascade Overlap in Irradiated Materials
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performing simulations for cascade overlap in radiation 
damage, we focused on much simpler testbed systems 
for method development, such as thin film growth, which 
has applications in electronic, magnetic, and catalytic 
applications. As a result of our efforts, we were able to 
develop four new techniques, namely, process catalog TAD 
method, the TAD-KMC method, accelerated superbasin KMC 
(AS-KMC) method and the local AS-KMC method. These 
developments lay important stepping stones which would 
enable efficient studies of radiation damage in the future. 

Scientific Approach and Accomplishments
Research performed during the last two years resulted in 
the development of four new methods. Below we provide 
a brief description of these methods and highlight their 
importance.

 p-TAD method
Based on this philosophy of the TAD method (see 
introduction), we have developed a new formulation of the 
TAD method called the process list-TAD method, or simply 
p-TAD [3]. The p-TAD method is used for systematically 
generating a kinetic Monte Carlo (KMC) process list for a 
given material  system. A process list is a list of reaction 
mechanisms, and associated rate constants, for escape from 
the present state of the system.  The method guarantees 
that all relevant processes at a particular temperature 
have been detected with a user-specified confidence over 
large time scales. This solves the long-standing problem of 
how to find a complete (or complete enough with desired 
confidence) list of KMC rate processes for a given system 
in a given state. Generation of such accurate KMC process 
lists, with error control, is not possible with any other 
currently available technique.  Though the p-TAD algorithm 
resembles the original TAD algorithm in many ways, the 
p-TAD method introduces significant improvements to 
the existing TAD method.  For example, it offers a more 
direct way to parallelize the dynamics for small (or large) 
systems, and it can be made more accurate event by event 
if desired, because the accurate rate constant is computed 
at low temperature directly.  It also offers the possibility 
of including quantum dynamical (e.g., tunneling and zero-
point) effects.  A manuscript describing the p-TAD method 
will be submitted for publication to the Journal of Chemical 
Physics shortly. 

The p-TAD method was employed to study diffusion 
processes in the copper-silver alloy system. An example of 
the performance for this case is shown in Figure 1.  Material 
simulations of such metal alloys are common, and typically 
are performed with the assumption that only simple single 
atom processes are present. The major finding from this 
study was that a complex range of many-atom processes 

can occur in this system. Many of these processes cannot 
be guessed intuitively. Some of these processes are shown 
in Figure 2. The p-TAD calculations were able to reach long 
time scales up to a few seconds, which is not possible with 
the standard molecular dynamics (MD) methods, resulting 
in several orders of magnitude speed-up over MD. These 
observations were extremely promising since it can be 
expected that several complicated many-atom processes 
will be present in radiation damaged materials.

Figure 1. Accelerated time accessed during a 14-hour p-TAD 
simulation of silver deposited on the copper (100) surface. The 
high temperature molecular dynamics time is also plotted.

Figure 2. Initial state, transition state, and final state of two 
3-atom processes discovered during a p-TAD simulation of the 
diffusion of silver atoms on a copper (110) surface.  The silver 
atoms are blue and the copper atoms are brown.
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TAD-based KMC method
The TAD-based KMC method (TADKMC) [4] is a powerful 
method developed to simultaneously overcome the length 
and time scale problem. The method identifies unique local 
environments, i.e., relative atomic arrangements around 
each atom, in the material system using a sophisticated 
pattern recognition algorithm. A list of relevant KMC 
processes is continuously generated with a user-specified 
confidence for the unique local environments using the 
p-TAD method described above. Parallel p-TAD calculations 
are straightforward using multiple processors. KMC process 
lists from local environments are compiled to generate 
an on-the-fly master KMC process catalog. Processes are 
selected using the efficient n-fold KMC method. Once a KMC 
catalog is generated, it can be reused for other calculations 
with the same material at conditions different from ones 
the catalog was originally generated for. An exciting aspect 
is that the TADKMC scales sublinearly with the number 
of atoms in the material system, which contributes to its 
high computational efficiency. Other important features of 
the working code developed for this method include, but 
are not limited to: a) performing p-TAD based on-lattice or 
off-lattice KMC simulations, as well as their combinations 
in a spatially adaptive fashion, b) overcoming time scale 
separation resulting from fast and slow processes, c) 
compiling KMC catalogs generated from different KMC 
process list generation methods, d) database management 
system for efficient storage and retrieval of information, and 
e) adaptive methods for maximum exploitation of available 
processors. The code has enabled us to study dynamics of 
a 50,000-atom metal system over milliseconds with a few 
hours of computational time using four processors. The 
modeling of larger systems, e.g. million atoms or more, 
should be possible with relatively modest computational 
overhead. This method is more approximate than a full TAD 
or p-TAD simulation, due to the environment localization, 
but it is substantially more accurate than the standard KMC 
approach that it is meant to compete with, and offers error 
control for the first time in any KMC method.

We have employed the TADKMC method for deposition of 
copper on copper substrates. Figure 3 shows an example of 
such a simulation where roughly one monolayer of copper 
atoms was deposited on an initially clean copper (100) 
surface containing 25,920 atoms. The total computational 
time required with TADKMC was 3 days, which is much 
smaller than the time required if the p-TAD method were to 
be used for the entire copper system. The underlying p-TAD 
calculations determined process catalogs for more than 
15,000 local environments.  This is a far greater number 
of environments than are considered in a typical KMC 
simulation. A publication of the TADKMC method is under 
preparation. 

Figure 3.  Copper deposited on a copper (100) surface using the 
TADKMC method.

Accelerated-superbasin kinetic Monte Carlo method 
The kinetic Monte Carlo (KMC) method [5-7] is often 
the method of choice in a broad range of materials 
applications, such as surface adsorption, diffusion and 
crystal growth, catalysis, separations, electronics, nuclear 
science, and even in biology. KMC can be used to study 
evolution of material structure more efficiently than 
molecular dynamics and ab initio methods without 
significant loss in accuracy simply by using an accurate 
list of processes obtained from the aforementioned 
p-TAD method. These traits make the KMC method a 
powerful materials modeling tool. However, KMC is 
known to become computationally inefficient than more 
approximate techniques when the phenomenon of 
interest involves rare-events at longer time scales. Here 
rare-events refer to processes that occur less often than 
frequent processes in the system. This represents a major 
challenge in KMC modeling, since rare-event phenomena 
are ubiquitous in nature.

In this work, we introduced a novel method, namely 
the accelerated superbasin-KMC (AS-KMC) method [8], 
to efficiently study rare-event dynamics.  The AS-KMC 
method provides substantial speed-up over KMC when 
rare events are present, while requiring CPU resources 
comparable to that of KMC when that is not the case; this 
property makes AS-KMC an ideal tool for a wide range 
of applications. AS-KMC relies on building a database of 
processes and counting the number of times each process 
is observed. The number of sightings for a process is used 
as an indication of the presence of rare events. When 
certain processes are seen more frequently than others, 
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these frequent processes are selected less often in the 
future during an AS-KMC calculation. Over time the rare 
processes have a higher probability of being selected in 
AS-KMC than in KMC. The strength of the AS-KMC method 
lies in the large computational speed-up obtained and its 
general applicability to any arbitrarily complex material. 
It does not require any sophisticated algorithms for 
identifying the frequent and rare processes or require 
complicated matrix manipulations prior to selecting a rare 
process, which are often used in other methods to study 
rare-event phenomena. The overall accuracy of the AS-
KMC method can be controlled using a user-specified error 
measure. 

We have assessed the performance of the AS-KMC 
method for various simple as well as complex systems. 
An example of a complex system we studied is shown 
in Figure 4. Here the evolution of a nanowire to a more 
compact, thermodynamically favorable structure was 
studied. It was found that the computational speed-up 
of a factor of 200 over KMC can be achieved with the 
AS-KMC method without any significant loss in accuracy.  
The inset in Figure 4 shows that the aspect ratio of the 
nanostructure plotted against of time, as obtained from 
AS-KMC and KMC methods, are in good agreement. 
Figure 5 shows an example of the connectivity of states 
within one of the superbasin encountered in this system.   
After careful testing, we have found the method is both 
accurate and computationally efficient even when rare-
events were missing. The AS-KMC method solves the 
long-standing problem of providing a general procedure 
for providing accurate accelerated dynamics when rare-
event phenomena are present.  We are in the process 
of submitting a manuscript on the AS-KMC method for 
publication in the Journal of Chemical Physics.

Figure 4. Transformation of a submonolayer nanowire structure 
studied using AS-KMC.  The inset in the center shows the 
excellent agreement between AS-KMC and the more accurate 
KMC method (using the same process catalog) for the time-
dependent aspect ratio of the nanowire.

Figure 5. Connectivity map for the fast processes (lines) 
connecting 1941 states (spheres) in the example studied in Figure 
4. The AS-KMC drastically lowers the computational cost for 
simulating large numbers of fast processes.

Recently, we have developed other variations of the AS-
KMC which are even computationally more efficient. An 
example of such a technique is the fuzzy superbasin KMC 
(FS-KMC) method which is found to be 10 times faster than 
the AS-KMC method.

Local accelerated-superbasin kinetic Monte Carlo method
 The accelerated superbasin KMC method requires 
frequent comparison of states stored in the memory. As 
the number of atoms in the system increases typically 
the number of states increases in a combinatorial 
manner. Memory issues can be avoided by storing states 
defined over a smaller patch of the system, and then 
reconstructing the entire state of the system using the 
“local” states. Computational speed-up larger than AS-KMC 
are obtained when the system can be decomposed into 
small domains such each domain evolves independently 
of the other, a situation that is commonly found in nature. 
In this manner, each domain can be advanced in time 
independently, which reduces the overall computational 
and memory costs for the method. 

Preliminary LAS-KMC calculations for Ostwald ripening of 
a nanoparticle are promising. However, addition progress 
needs to be made in the development of this method.

Impact on National Missions
This project will improve our understanding of the complex 
microstructural behavior of materials under irradiation, 
which is important to DOE’s missions, especially regarding 
next-generation nuclear energy.  This understanding is 
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needed for designing improved nuclear fuels, longer-
lasting structural materials, and radiation-resistant matrix 
materials for long-term waste storage.  The computational 
tools developed in this project will be used in the recently 
funded Energy Frontiers Research Center (EFRC) that is 
focused on understanding the role of interfaces (e.g., grain 
boundaries) in irradiated materials. 
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Abstract
Recent years have seen significant advances in 
materials’ science and technology, leading to the 
emergence of exotic phenomena like high temperature 
superconductivity[1], multiferroics and metamaterials[2]–
nano-engineered materials with unprecedented optical 
properties like negative index of refraction. The unusual 
electronic and magnetic properties exhibited by these 
materials are naturally of tremendous technological 
importance. Materials with negative index of refraction 
allow for the possibility of cloaking macroscopic objects or 
imaging objects with super resolution. Further advances 
in high-temperature superconductors would lead to 
significant gains in energy efficient electronics. The exotic 
properties of these materials are typically determined 
by the complex interaction and dynamics of the charge-
carriers in the material. For example, one of the key 
open questions in high temperature superconductivity 
is the nature of the interaction between electrons and 
how their interaction is mediated by other particles 
such as phonons or magnons. Similarly, the lifetime 
of photoexcited carriers in the constituent layers of a 
metamaterial and our ability to manipulate these carriers 
allows the control its optical properties.  Ultrafast optical 
techniques enable the elucidation and control of the 
complex dynamics of charge carriers in complex materials. 

The work done under this project has two major 
thrusts: a) Active Metamaterials: We have fabricated a 
metamaterial device at telecommunication wavelengths 
that modulates light within a picosecond – 100 times 
faster than current technology. The device is nanoscale 
in size, tunable over the near-IR spectrum and energy 
efficient. b) Non-linear Infrared Spectroscopy of 
Strongly Correlated Materials: we have developed new 
instrumentation that allows us to excite low-energy states 
and collective modes in strongly correlated systems. 
We then directly probe how these excitations influence 
material properties. With this instrumentation, we will 
investigate the role of phonons in high-temperature 

superconductors. These two thrusts directly impact 
our understanding and control over next generation 
materials and devices, ranging from semiconductors to 
nanostructures. 

Background and Research Objectives
Ultrafast optical spectroscopy is a powerful technique to 
study femtosecond dynamics in various systems with very 
high temporal resolution. In particular, tools like all optical 
pump-probe spectroscopy and four-wave mixing have 
contributed greatly to our understanding of electron-
electron scattering, electron-phonon interactions, etc. in 
semiconductors [3], conventional metals and correlated 
electron materials [4]. Other tools like Terahertz-Time 
Domain Spectroscopy allow us to directly measure the 
complex conductivity in correlated electron materials 
like high-temperature superconductors. Ultrafast optical 
spectroscopy has allowed us to actively control various 
photonic devices with unprecedented speeds.

Active Metamaterials
Metamaterials [2] are a new class of nanostructured 
materials that offer novel optical properties such as a 
negative index of refraction. To date, much effort has 
been devoted to the fabrication of these materials, the 
characterization of their linear optical properties, and the 
extension of their wavelength range to the near-infrared 
(NIR) and visible. However, only limited results have 
been presented on the modulation of these properties 
in the THz (~ 20 ps response) and NIR (~ 60 ps response) 
spectral regions. The metamaterial includes metal and 
semiconductor components nano-engineered to yield the 
required optical properties. By optically injecting carriers 
into the semiconductor portion of the metamaterial, 
one can dynamically affect the optical behavior. In our 
work[5,6], by utilizing a previously unused regime in 
α-Silicon dynamics – the semiconductor in our device, 
we achieve a modulation time of only 0.6 picoseconds. 
This is two orders of magnitude faster than previous 
experiments in the NIR. The sub-ps response has the 
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potential for all-optical ultrafast communication, important 
for continuing advances in information technology. Further, 
due to the enhanced non-linearities in metamaterials, 
our device is only 116nm thick, unlike other all-optical 
modulators that are centimeters in length. The nanoscale 
size results in a compact, efficient device easily integrated 
with other photonic devices. In addition, by scaling 
metamaterial dimensions we can tune the device response 
over the entire near-IR spectrum. 

Non-linear Infrared Spectroscopy of Strongly Correlated 
System
Standard band theory has been tremendously successful 
in describing the behavior of most solid state materials. 
However, in certain materials, the presence of strong 
Coulomb interactions between charge carriers results in 
anomalous effects that classical band theory fails to explain. 
These include high-temperature superconductors, colossal 
magneto-resistance materials, and heavy fermions, such 
as Pu. An understanding of the unusual electronic and 
magnetic properties of these materials is of tremendous 
technological interest.

Linear optical spectroscopy of these systems has yielded 
critical information on the elementary, low-energy 
excitations and the collective modes in these systems. Non-
linear optical spectroscopy has elucidated the dynamics of 
the quasiparticles[4]. For example, Optical Pump Terahertz 
(THz) Probe (OPTP) experiments on high-temperature 
superconductors provide information on the dynamics 
of quasiparticles and Cooper pairs simultaneously with 
picosecond resolution, as the system evolves following 
optical excitation. However, in OPTP experiments, the pump 
energy is in the visible range (1-3eV), while the typical 
low-energy modes responsible for strong correlations fall in 
the mid-far IR (1-100meV) range. By exciting the system in 
the visible, one generates a slew of high energy excitations, 
making it difficult to isolate specific low-energy modes.

In this thrust, we have succeeded in building a Mid-IR pump 
THz Probe system that is capable of selectively pumping 
low-energy excitations in a material and probing the 
resultant dynamics in the far-IR with picosecond resolution. 
For example, we can now exclusively pump the low energy 
phonon modes in a high-temperature superconductor 
and observe the resultant dynamics of quasiparticles and 
Cooper pairs. This will elucidate the role of phonons in 
the electron-electron interaction. We have demonstrated 
the functionality of the setup by studying the dynamics 
of carriers in InSb – a semiconductor with a low energy 
bandgap. 

Scientific Approach and Accomplishments
To further our understanding  of these advanced materials, 
we employ the following pump-probe technique: we use 
extremely short pulses of light (less than 100 femtoseconds 
in duration) to excite specific states of the material. The 
excitation is followed by another short pulse of light to 
probe the changes resulting from the previous excitation. 
By delaying the arrival of the probe pulse over time, we 
can track the temporal evolution of the change in material 
properties with picosecond resolution. This technique is 
able to then provide the timescale on which we manipulate 
material properties. It can also identify the various 
interactions in the material, which come into play on 
differing timescales. Thus we get new information regarding 
collective, complex behavior in these materials. 

Active Metamaterials: We first fabricated a fishnet structure 
metamaterial to get a negative index resonance in the 
near-IR. This structure is composed of two 28 nm thick 
silver films separated by a 60 nm thick α-Si film for a total 
thickness of 116 nm. A two-dimensional square periodic 
array of elliptical holes penetrates all three layers. Figure 1 
shows the schematic of the design as well as a SEM image 
of the fabricated structure. In our work, light is polarized 
with the E-field parallel to the thinnest metal lines and the 
propagation direction (k) is across the film thicknesses. 
The device exhibits two negative index resonances. The 
longer wavelength negative-index resonance, previously 
reported in similar structures, is at ~1.68 µm. There is a 
second, shorter wavelength negative-n resonance at ~ 1.13 
µm. The wavelength ratio of the two resonances, ~20.5, 
suggests that the long wavelength resonance is associated 
with the periodicity of the holes (p = 340 nm) while the 
shorter one is associated with the periodicity along the 
diagonals (~p/20.5~ 240 nm). This identification is confirmed 
by electromagnetic modeling. These two resonances 
allows us to tune (by adjusting structural dimensions) the 
functionality of the device over the entire near-IR range 
– the fundamental resonance over the 1.5-2.0 μm range 
and the secondary resonance over the 1.0-1.5 μm range.

Figure 1. The fishnet structure metamaterial. a) Schematic 
b) SEM image of fabricated device. The fishnet structure 
metamaterial is composed of three layers of Ag/α-Si/Ag of 
thickness 28/60/28 nm thickness. The three layers are perforated 
by elliptical holes (a, b = 227, 164 nm) with a sidewall angle θ=8°.
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The optical properties of the metamaterial are modulated 
by photoexciting carriers into the semiconductor layer, 
i.e. the α-Si layer. By flooding the α-Si with photoexcited 
electrons and holes, it behaves temporarily like a 
conductor. Thereby, the basic metamaterial structure 
behaves temporarily like a metal-metal-metal stack rather 
than the designed metal-semiconductor-metal stack. This 
changes its basic optical properties on the timescale that 
the carriers survive in the α-Si. Here, we use a sub-100 
femtosecond, visible pump pulse to photoexcite carriers 
above the α -Si bandgap (~731 nm). We measure the 
transmission of a near-IR probe pulse through the device 
with and without photoexcitation. By delaying the probe 
pulse with respect to the pump pulse, we obtain the time-
resolved change in transmission on a scale of picoseconds. 
The visible pump and near-IR probe pulses were obtained 
by using a 100 kHz, sub-60 fs, 800 nm regenerative 
amplifier to simultaneously seed visible and NIR optical 
parametric amplifiers (OPA). 

Due to the elliptical holes in the metamaterial, there is a 
strong negative index resonance only for one polarization. 
Correspondingly, a strong pump-probe signal is observed 
only for that probe polarization. In Figure 2, the change 
in transmission of the near-IR probe pulse (ΔT/T) versus 
pump-probe delay at three different pump fluences is 
plotted. Here, the pump (probe) is at 550 nm (1180 nm). 
The dashed lines show a numerical fit to the data. We see 
a fast 600 fs component, an intermediate few-picosecond 
component, and a slow nanosecond component. The inset 
shows the total modulation and the relative contributions 
of each of these components as a function of pump 
pulse power. Over 80% of the signal amplitude is due 
to the fast 600 fs component, which increases rapidly 
with pump fluence. A ΔT/T of ~ 20% was obtained at the 
highest available 550 nm pump fluence of 1.35 mJ/cm2. 
This translates to a mere 3nJ of energy to modulate a 
single bit in our demonstration. One can scale the energy 
requirements of the device into the pJ/bit range by easily 
reducing the probe spot size.

Figure 2. The time-resolved change in transmission through 
Metamaterial device. We see that the significant modulation 
takes place within a picosecond. For the highest pump power 
available, we obtain ~20% modulation.

In conclusion, we have demonstrated a nanometer scale, 
sub-picosecond metamaterial device capable of over Tb/s 
all-optical communication in the near-IR. We achieve a 600 
fs device response by utilizing a regime of sub-ps carrier 
dynamics in α-Si and 20% modulation in a path length 
of only 116 nm by exploiting the strong nonlinearities in 
metamaterials. We introduce a new, shorter wavelength, 
higher-order negative-index resonance in fishnet 
metamaterial structures, thereby allowing us to extend 
device functionality from 1.0 – 2.0 μm via structural 
tuning. This device opens the door to other compact, 
tunable, ultrafast photonic devices and applications.

Non-linear Infrared Spectroscopy of Strongly Correlated 
Systems: In order to study quasiparticle interactions in 
strongly correlated systems, it is important to create low-
energy excitations and then probe the dynamics in the far-
IR. It is also convenient for the instrumentation to be able 
to create high energy excitation when desired, allowing for 
easy comparison to previous studies in strongly correlated 
materials. We have successfully designed, built and tested 
such a system. 

Figure 3 shows the basic design of our optical system. We 
start with a commercial 3W pulsed laser, with pulses of 
800 nm wavelength, 60 fs pulse durations and a repetition 
rate of 1-kHz. Approximately 1.5 W of energy from this 
amplified laser are directed towards an Optical Parametric 
Amplifier (TOPAS) that generates light from 1.2 - 25 
μm, depending on the adjustable configurations of the 
TOPAS. Of the remaining 1.5 W of energy, 1 W is used to 
provide high-intensity, high-energy 800 nm pump pulses, 
if required. These pulses can also be frequency doubled to 
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produce 400 nm or 266 nm pulses. The remaining 0.5W of 
laser energy is used to generate and detect few-cycle THz 
pulses using ZnTe crystals as emitters and detectors. 

Figure 3. Layout of the Pump-Probe system capable of exciting 
with high-energy (3.0eV) to low energy (48meV) excitations 
while probing optical conductivity dynamics with picosecond THz 
pulses.

This instrumentation thereby allows us to compare the 
dynamics of strongly correlated systems when excited 
by high energy optical pulses (e.g. 400nm or 3eV pulses) 
as well as when the system is excited by very low 
energy excitation of 25 μm wavelength (48meV). Such a 
comparison will be a powerful tool, allowing us to gain 
new understanding regarding low-energy excitations and 
will add significant depth to previous studies using high-
energy excitations. In order to compare these results 
effectively, it is important that the system allow for easy 
transitions from the high-energy pulses to the low-energy 
pulses generated by the TOPAS. Great care has been taken 
in the design and building of the optical system, such that 
minimal effort is required to switch (~5min) and other 
experimental parameters (e.g. pulse timing, power, etc.) 
can be effectively compared.

In addition, it is important to be able to focus the low 
energy mid-IR pulses as tightly as possible, since we 
require large intensities for the experiments and the 
energy output of the TOPAS falls dramatically as we get 
to the long wavelengths or low energy outputs. Small 
pump spot sizes require small THz spot sizes, since the 
THz probe spot must probe only that area on the sample 
that has been photoexcited. Using 4” diameter parabolic 
mirrors and the right combination of focal lengths of the 
THz optical system (P1=P4=12.8”, P2=P3=6” in Figure 3), 
we obtain THz spot sizes of 900 μm in diameter. This is very 
close to the diffraction limit of THz pulses, since radiation 
at 1 THz has a wavelength of 300 μm.

In order to test our system, we performed initial 
experiments at 10K on a low-energy bandgap 
semiconductor – InSb, as indicated in Figure 4. After 
photoexciting carriers above the InSb bandgap (5.2 
microns or 230meV at 0K), we measure the conductivity of 

the photoexcited carriers with THz probe pulses. Thereby 
we access the dynamics of the photoexcited carriers in the 
semiconductor. As we decrease the energy of our pump 
pulse below the InSb bandgap, we see a rapid decrease 
in the signal. In this case, since the photoexcitation pump 
energies are below the bandgap, no carriers are generated 
and the THz pulses pass through the semiconductor 
unaffected. 

Figure 4. THz conductivity dynamics resulting from low-energy 
bandgap excitation of InSb. We see a strong THz conductivity 
response only when pumping above the InSb bandgap (230meV 
or 5.2 μm). Excitations below the bandgap show a rapidly 
decreasing signal while also exhibiting a different temporal 
profile. The change in temporal profile is indicative of a change in 
interaction dynamic.

Besides confirming our ability to excite low-energy 
modes, this data already reveals some interesting carrier 
dynamics. When exciting above the bandgap, the decay 
of photoexcited carriers remains relatively flat over the 
short time period of measurement (~10 ps).However, as 
we excite below the bandgap, in addition to the decrease 
in signal strength, we also see a short peak start to develop 
close to zero pump-probe delay. This is an indication 
of another mechanism or dynamic coming into play as 
the photoexcited carriers decay. In this way, ultrafast 
spectroscopy can separate out the complex interactions 
that come into play in strongly correlated systems – 
different interactions occur on different timescales 
allowing us to separate their mechanism and relative 
importance in a time-resolved measurement.

Impact on National Missions
This project on the ultrafast spectroscopy of complex 
materials has a direct impact on next generation 
materials and devices, ranging from high-temperature 
superconductors to semiconductors to nanostructures, 
all of which are important to DOE missions in national 
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security. Our new device not only promises to contribute 
significantly to high-speed communication – essential for 
national security in today’s data driven world, but will 
also lead to significant advances in the next generation 
of ultrafast, energy efficient photonic devices. The 
instrumentation to study non-linear infrared spectroscopy 
of strongly correlated systems will open new avenues in 
the understanding of these complex materials and their 
interactions. This will provide critical information for both 
basic science and materials technology.
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Abstract
Electronic properties control the functionality of 
electronic devices. From this aspect, the understanding 
of electronic low-lying excitations becomes extremely 
important. Time-resolved techniques such as ultrafast 
optical spectroscopy are making strides. In this project, 
we (i) apply existing first-principle techniques based 
on time-dependent density functional theory to study 
these electronic excitations in atoms, single molecules, 
and polymers; and (ii) develop a fully microscopic theory 
to investigate the time-resolved electronic excitation 
process and the response of resultant nonequilibrium 
strongly correlated systems such as unconventional 
superconductors. The developed theory will be used 
to interpret the measurements by the Los Alamos 
Ultrafast Optical Spectroscopy team of transition-metal, 
lanthanide and actinide systems.    

Background and Research Objectives
Theoretical understanding of electronic structures of 
molecules and solids plays a crucial role in the design, 
synthesis, and improvement of materials. The most 
efficient way to calculate the properties of materials 
is density functional theory (DFT), in which the energy 
of the system can be expressed as a functional of the 
electron density. Because the DFT is a fast method 
capable of treating large systems and no other 
methods can achieve comparable accuracy at the same 
computational cost, development of DFT has provided 
alternative to conventional wavefunction methods. With 
the rapid development of reliable density functionals, 
this theory has become the most popular method 
in electronic structure calculations, and has made a 
notable impact on condensed matter physics, chemistry, 
and molecular biology. Since the DFT is only suitable to 
describe the ground-state properties, it cannot properly 
describe the time-dependent or excited-state processes. 
Time-dependent (TD) DFT is the most important 
extension of the ground-state DFT and in recent years 
it has become a powerful tool in the calculation of 

dynamical properties of materials.

With the dramatic improvement of short-time pulse 
experimental techniques, many important advances 
in femtosecond optics have been achieved in recent 
years. In order to fundamentally understand the 
physics behind these optical phenomena, in particular 
the significance of quantum many-body effects, it is 
necessary to perform a detailed theoretical analysis on 
these time-dependent processes. This analysis can also 
serve as a guide in the design of materials with desired 
properties and in the application of this technology to 
fabrication and optimization of fast-switching devices. 
The technique becomes significantly important in the 
area of strongly correlated electron materials, for which 
the conventional density functional theory fails.  

Scientific Approach and Accomplishments
We carried out the project by using two complementary 
approaches. The first one is based on the first 
principle electronic structure calculations with the DFT 
method. This approach is conventional and the results 
correspond to the experimental measurement in the 
linear response regime, that is, under the condition 
that the external field does not disturb the system 
away from its equilibrium. The second one is based 
on quantum mechanics theory for nonequilibrium 
systems. In this setting, one first disturbs the system out 
of its equilibrium state and then measures the system 
response.  

In the development and application of DFT, we have 
completed the following work: 

(i) We have tested a nonempirical density functional 
on jellium, which is a simple model of metals and a 
standard testing ground for density functionals, both 
for bulk and for surface properties. We have calculated 
the surface properties of jellium in the presence of 
magnetic fields. The results [1] agree well with those 
of the highly-accurate but computationally-demanding 

Time-Dependent Density Functional Theory for Ultrafast Optical Phenomena in 
Strongly Correlated Electron Materials
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Quantum Monte Carlo method; (ii) Atomic shell structure, 
electron pair domains, π-electron subsystems, etc., are 
common concepts in descriptive chemistry and play a 
significant role in modern electronic structure theory. 
These concepts help us to visualize the bonding between 
atoms in terms of small groups of localized electrons 
(e.g. two electrons of opposite spin in a simple covalent 
bond) and therefore play an important role in predicting 
new molecular structures and in describing structural 
changes due to chemical reactions. Recently we have 
constructed a physically-motivated electron localization 
function [2] in terms of the quantum stress, which can be 
easily calculated from DFT; (iii) We have found a way to 
construct [3.4,5] more accurate energy functionals. These 
high-level energy functionals may solve the problems that 
commonly-used density functionals have encountered; (iv) 
Successful prediction of lattice constants plays a crucial 
role in the design and fabrication of the electronic devices. 
It is well known that van der Waals interaction affects the 
properties of materials. We proposed a simple way [6] to 
evaluate the effect of the van der Waals interaction upon 
the DFT lattice constants of the alkali metals.

Excitation energy is an important quantity in chemistry 
and biology. Successful prediction of this quantity plays 
a significant role in the study of chemical reaction 
mechanism, biological process, and light-emitting 
materials. Recently we have proposed a theoretical 
way [7] to calculate excitation energies. This method is 
exact for one-electron systems and for many-electron 
systems at sufficiently high frequency. We have also 
tested [8] commonly-used time-dependent (TD) DFT 
methods on the excitation energies of prototype small 
molecules, for which accurate experimental values are 
available for comparison.  We have found that TDDFT 
can give an excellent description of excitation energies of 
molecules. Encouraged by this result, we applied TDDFT 
to the calculation of absorption spectra of light-emitting 
organic materials. These organic electroluminescence 
materials have been used to develop high-performance 
organic light-emitting diodes and can be employed 
to fabricate high-resolution, full-color, and flat-panel 
displays. Our calculations [9,10] show that the calculated 
TDDFT excitation energies agree well with experiment 
for molecular materials. However, the TDDFT excitation 
energies [11] of conjugated polymers agree with 
experiment only when the dihedral angles obtained from 
the ground-state DFT calculation are close to experimental 
measurements. This investigation provides a detailed 
interpretation of experiments and relevant guide for 
experimentalists to search for luminescence materials with 
desirable multifunctional properties. 

In the study of quasiparticle relaxation of superconductors 
and optical conductivity,  we formulated a microscopic 
theory in time domain to calculate the dynamics of 
quasiparticles in metals and superconductors exposed 
in a time-dependent laser field. The theory is illustrated 
with superconductors of both d-wave and s-wave pairing 
symmetry.

Impact on National Missions
Los Alamos National Laboratory is one of world leaders in 
the experimental study of optical properties in functional 
materials, ranging from the nanoscale semiconductors, 
biological molecules, all the way to the complex materials 
including transitional-metal oxides, lanthanides, and 
actinides. In these latter materials, the kinetic energy and 
Coulomb interactions among electrons are competing 
with each other. As such the electrons have the dilemma 
to decide their fate as to whether they should be itinerant 
or localized in space.  The strong correlation gives rise 
to many anomalous phenomena, which are challenging 
modern condensed matter physicists. The ultra-fast optical 
spectroscopy can characterize the competing energy 
scales. Conventionally, these optical phenomena are 
understood within some phenomenological model. This 
project goes beyond an effective model and develops a full 
microscopic model to treat the pump and probe field on 
the same footing. The developed technique will provide a 
theoretical underpinning of the optical phenomena. It will 
support experimental effort in this important area.  
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Abstract
Once excited, lanthanide (Ln) ions emit light for 
long (millisecond) lifetimes. Depending on which Ln 
photoemitter is chosen, light emission can be obtained 
in the visible and/or the infrared (IR), and it is ultra-
narrowband. These characteristics, and especially the 
long luminescence lifetimes, make Ln’s ideal candidates 
for applications in 1) imaging biological molecules and 
clinical diagnostics, 2) optical amplification and lasing, 
and 3) photon up-conversion (lower energy excitation 
yields higher energy emission). However, Ln’s absorb 
light only weakly, which leads to reduced brightness 
and has prevented their full exploitation in these areas. 
Further, Ln emission can be “deactivated” (vibrationally 
quenched) in the presence of common chemicals, 
especially protic solvents (O-H and N-H bonds). Our 
work focused on semiconductor nanocrystal quantum 
dots (NQDs) as novel sensitizing agents to enhance Ln 
absorption and protect Ln emission. 

Background and Research Objectives
Lanthanides (Ln’s) are stable, narrow-band 
photoemitters with long millisecond life-times. 
Depending on the Ln, emission can be obtained in the 
visible and/or the infrared (IR). These characteristics, 
and especially the long luminescence lifetimes, make 
Ln’s ideal candidates for applications in (1) bio-imaging 
and clinical diagnostics, where the long lifetimes 
allow for facile discrimination between background 
autofluorescence from biological material, characterized 
by short lifetimes, and the Ln optical tag signal using 
simple time-gating techniques, (2) optical amplification 
and lasing, where long lifetimes support the creation 
of the required excited-state/ground-state population 
inver-sions, and (3) photon up-conversion (lower energy 
excitation → higher energy emission), where the long 
lifetimes support the required excited-state absorption 
processes. However, Ln’s have small absorption 
coefficients, which has prevented their full exploitation 

in these areas. 

For this reason, much research is currently focused 
on enhancing Ln absorption through sensitization. 
The approaches explored most commonly suffer from 
limited absorptivities and/or tunability of the employed 
sensitizers. We sought to make use of an alternative 
class of sensitizers, namely, semiconductor nanocrystal 
quantum dots (NQDs). NQDs are characterized by large 
absorption cross sections over a wide spectral range and 
tunable color responses, and thus were predicted to 
serve as effective “light antenna” in an NQD-Ln coupled 
system. Furthermore, it was anticipated that these NQD 
antenna would then transfer their collected energy to 
their Ln partners. It has been demonstrated previously 
that NQDs serve as efficient energy transfer (ET) partners 
for a variety of materials systems—from other NQDs to 
dye molecules to transition metal luminescent ions. By 
optimizing the chemical coupling strategies for creating 
Ln-NQD ET pairs, we sought to facilitate excitation of 
efficient Ln ion emission and, thereby, contribute to 
the establishment of a new class of functional, hybrid 
fluorophores with utility in key applications from bio-
imaging to solid-state lighting.

Scientific Approach and Accomplishments
We proposed a novel approach to sensitizing Ln 
emitters, namely, the use of NQDs as efficient absorbers 
and ET agents for (1) Ln’s doped directly into an NQD 
matrix and (2) Ln nanophosphors (e.g., LaPO4:Ln) 
associated with or chemically attached to NQDs. 
NQDs constitute extremely efficient and broadband 
absorbers (absorption coefficients up to several orders 
of magnitude greater than organic dyes). Further, 
NQDs can efficiently transfer excitation energy to an 
ET couple, as has been demonstrated extensively for 
NQD-NQD ET systems, as well as NQD-organic dye 
ET systems. We anticipated that the NQD sensitizer 
would enable direct Ln fluorescence via single-photon 
excitation, as well as Ln up-conversion fluorescence via 
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population of higher Ln excited states through sequential 
ET of multiple photons. We focused on indium phosphide 
(InP) and indium oxide (In2O3) as the NQD component 
of the NQD-Ln ET couple, though CdSe NQDs were also 
employed. The In-based compositions comprise non-toxic 
and environmentally friendly alternatives to the more 
traditional heavy-metal based materials (e.g., cadmium 
and lead selenide). Furthermore, indium-based NQDs were 
considered reasonable matrices for doping of Ln3+ ions 
based on comparable ionic radii and equivalent charge 
(e.g., ytterbium, Yb3+: 101 pm vs. In3+: 94 pm) for improved 
NQD dopant compatibility – important criteria as NQDs 
may extrude defects (such as dopant ions) to the NQD 
surface. It was determined to be critical that the Ln ions 
would be well segregated to the core of the NQD (or the 
inert matrix, e.g., LaPO4) to prevent significant interaction 
of the Ln with surface-associated solvent molecules that, 
through vibrational quenching, would otherwise defeat the 
emission processes. Finally, through particle size control, 
the InP NQD emission (semiconductor bandgap) energy 
could be tuned from the blue-visible to the very near-
IR (~850 nm), while In2O3 provided access to ultraviolet 
energies. By controllably altering NQD emission energies, 
we intended to optimize NQD-Ln couples for sensitization 
and, ultimately, Ln emission efficiencies.

During the first third of the project, we utilized In2O3, 
a III2VI3 NQD, as an active matrix for protecting and 
sensitizing Eu3+ emission. We achieved sensitized Ln3+ 
emission with significantly improved quantum yields (QYs) 
compared to literature values, and we conclusively showed 
simultaneous protection of the Ln3+ emission. Finally, we 
demonstrated a simple and effective chemical extraction 
procedure for providing definitive chemical evidence for 
Ln3+ incorporation that is generalizable to other NQD:Ln 
systems. [See Performance Data Publications.]

Specifically, In2O3:Eu NQDs were prepared from n-decanol, 
Eu(NO3)3, In(OAc)3, and myristic acid in octadecene. After 
7-70 m growth at 290 °C, the Ln-“doped” NQDs were 
purified by precipitation with acetone-methanol (3:1 v/v). 
Examination of In2O3:Eu NQDs in hexane by steady-state PL 
spectroscopy (cw-PL) showed a broad In2O3 NQD emission 
centered at 390 nm and sharp peaks typical of Eu3+-based 
luminescence at 588 nm (5D0 to 7F1), 614 nm (5D0 to 7F2), 
and 698 nm (5D0 to 7F4) (fwhm = 7-18 nm) (Figure 1). PL QYs 
ranged from 1-6% for In2O3 and 0.1-0.6% for sensitized Eu3+ 
emission (lexc = 330 nm, avoiding possible direct excitation 
of Eu3+). The latter is ~1000-fold higher than that previously 
reported for Tb3+ in CdSe NQDs [2] and ~10-fold higher 
than that previously reported for Eu3+ in TiO2 NQDs [3]. 
QYs showed some variation based on Eu content and NQD 
growth times.

Figure 1. (a) Absorption (Abs), PL and PLE spectra of In2O3:Eu 
NQDs, (b) PL and PLE of Eu(NO3)3/TOP.

To confirm Eu3+ sensitization through the NQD host, 
photoluminescence excitation (PLE) spectra were obtained 
for In2O3:Eu NQDs at the main Eu emission wavelength 
(614 nm) (Figure 1). To confirm Eu3+ protection resulting 
from incorporation into the In2O3matrix, we performed 
time-resolved PL spectroscopy and monitored the time 
decay in Eu3+ emission intensity (λem = 614 nm) for In2O3:Eu 
NQDs and different Eu3+ control samples in various solution 
environments (Figure 2). The In2O3:Eu NQD time constant 
was used to estimate the intrinsic QY of the Eu3+ ions. 
Assuming a radiative lifetime for Eu3+ of 9.0 ms (taking into 
account the dielectric interface effect between In2O3 and 
hexane), we obtained QYs of 6%. The significant difference 
between the intrinsic QY and the sensitized QY implied that 
In2O3 NQD emission remains favored over energy transfer 
to Eu3+. Nevertheless, absorption and PLE results indicated 
that sensitization is important — direct Eu3+ excitation 
was not evident in absorption spectra (clearly dominated 
by In2O3), nor, in general, in PLE. The PLE in Figure 1 is an 
exception (395 nm Eu3+ peak is visible). Even here, the 
sensitization factor (sensitized Eu3+ PLE intensity/direct 
Eu3+ PLE intensity) was found to be 3.3 at 395 nm, while 
that at excitation wavelengths for which there is no strong 
Eu3+ peak is even higher (12 at 350 nm; 18 at 330 nm). We 
were thus able to conclude that the In2O3 matrix provides 
for facile excitation at wavelengths inaccessible by direct 
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Eu3+ excitation. Finally, the In2O3:Eu NQDs were structurally 
characterized by X-ray diffraction (XRD) and transmission 
electron microscopy (TEM) (Figure 3). 

Figure 2. a. PL time-decay (emission wavelength = 614 nm, 
excitation wavelength = 355 nm) for 50% (red square) and 5% 
Eu (blue diamond) In2O3:Eu NQDs, Eu(NO3)3/TOP (+), Eu(NO3)3/
oleylamine (black circle), and Eu2O3 NCs/MeOH (gray triangle). 
b. Photoluminescence spectra for the controls and the In2O3:Eu 
NQDs, revealing that addition of water or other protic reagents 
quenches control emissions but does not affect emission from the 
In2O3:Eu NQDs.

Figure 3. Low (left) and high-resolution (right) TEM images of 
In2O3:Eu NQDs (5% Eu).

During the second third of the project and working from 
the successes of our Eu-doped In2O3 effort, we attempted 
to prepare additional NQD-Ln couples by way of NQD 
doping but using (1) alternative Ln ions and (2) alternative 
NQD compositions. We developed synthetic procedures 
for the preparation of several new Ln-doped NQDs – 
In2O3:Er, In2O3:Yb, and In2O3:Yb/Er. For these, the goal was 
to obtain near-infrared emission by way of ultraviolet light 
excitation of the In2O3 matrix. To date, we have not been 
able to detect the anticipated infrared emission (i.e., 1540 
nm from Er-doped In2O3 and 980 nm emission from Yb-
doped In2O3). Attempts to characterize these systems using 
energy dispersive X-ray spectroscopy (EDX) have been 
inconclusive, implying that doping levels are lower than 
anticipated based on the reaction chemistries employed. 
Energetically, the Yb-doped systems were not ideal, as 
Yb has a unique transition at ~960 nm considerably red-
shifted from the In2O3 emission. However, Er ions can be 
excited at 380 nm providing for excellent overlap with 
In2O3 emission. In addition to In2O3 as an NQD matrix, we 
attempted an InP matrix. 

Synthetic procedures were also developed for InP:Er, 
InP:Yb, and InP:Yb,Er Ln-doped NQDs. Similar to the 
new In2O3 systems, infrared emission was not apparent 
for the InP-based materials, and EDX was equally 
inconclusive. Up to this point, we had based our choice 
of NQD largely on whether or not its semiconductor 
bandgap energy (effectively emission energy) matched an 
absorbing transition in the Ln. However, given the poor 
performance of our more recently attempted NQD-Ln 
systems, we became concerned that NQD semiconductor 
bandgap energies were perhaps not the primary factor 
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in determining whether an NQD could efficiently transfer 
absorbed energy to a Ln dopant. Depending on the 
mechanism of ET—Forster-like (coulombic interaction) or 
Dexter-like (electron-exchange interaction)—the bandgap 
energy overlap may be less important than absolute 
energy-level overlap, especially of the NQD conduction 
band energy with the Ln redox potential energy, 
respectively. We, therefore, compiled the available data for 
NQDs and Ln’s and determined that if electron-exchange 
interactions dominated NQD-Ln interactions, then neither 
In2O3 nor InP NQDs were ideal candidates for ET-pair 
systems. Rather, ZnSe was found to be a more ideal matrix, 
at least for Yb and Eu, and neglecting bandgap overlap with 
Ln excitation energies. We therefore prepared ZnSe:Eu and 
ZnSe:Yb. The Eu version provided the anticipated emission 
in the red-visible, while the Yb version remained optically 
silent in the near-infrared. These systems require further 
optimization, however, by adjusting the Ln content and 
perhaps incorporating Er, rather than Yb. 

We have also initiated work toward our second 
proposed coupling strategy – interacting NQDs with Ln 
nanophosphors. To this end, we synthesized YVO4:Ln 
nanophosphors. These were: Nd0.01Y0.99VO4, Ho0.04Y0.96VO4, 
Eu0.05Y0.95VO4, and Er0.02Yb0.20Y0.78VO4, where the former 
three were based on literature preparations and the 
latter represented new chemistry. In all cases, we were 
able to obtain spectra of the Ln emissions, ranging from 
the red-visible to the near-infrared depending upon 
the specific Ln. These nanophosphors were then mixed 
with NQDs and formed into solid-state films in order to 
obtain sensitization-enhanced Ln emission. The process 
of thin-film formation entailed mixing the two types of 
nanomaterials in a concentrated solution, dropcasting a 
droplet of the solution, and evaporating the solvent to 
leave a solid film. Here, it was necessary to co-solvate 
the nanomaterials, which entailed rendering the NQDs 
water-soluble (negatively charged surfaces). To date, 
we have prepared thin solid films from mixtures of the 
Ln nanophosphors (YVO4:Nd and YVO4:Eu) and NQDs 
(CdSe with emission energies of 586 nm and 520 nm, 
respectively). The films were subsequently analyzed by 
spectroscopic techniques, including an investigation 
of the impact of the relative concentrations of the two 
species—Ln nanoparticle and NQD—on the efficiency of 
sensitization.

Here, we provide spectral data for a representative 
system – YVO4:Nd and 586 nm-emitting CdSe NQDs (Figure 
4). The presence of CdSe NQDs provides for enhanced 
emission at all excitation energies, and it provides for 
excitation at energies at which the Nd does not possess 
a transition. Together, these results suggest that we can 

sensitize Ln-containing nanoparticles, both in terms of 
increasing the Ln’s effective absorption cross section and 
in expanding the spectral window for excitation. However, 
photo-luminescence excitation spectroscopy (PLE) 
revealed that these effects of the NQDs are not a result 
of NQD-Ln energy transfer, but, instead, Ln re-absorption 
of NQD emission (Figure 5). This result suggested to us 
that we have likely not achieved intimate mixing of the 
two nanomaterials systems at the nanoscale in the thin 
solid films as currently prepared. Instead, the YVO4:Nd and 
CdSe nanomaterials are more likely spatially segregated 
within the films, preventing efficient CdSe- YVO4:Nd energy 
transfer, as energy transfer is a highly distance-dependent 
process. Finally, in addition to attempting to enhance Ln 
emission from Ln nanophosphors by coupling them to 
NQDs, we also sought to do so through higher Ln doping 
concentrations. We successfully modified the literature-
reported synthesis [4] to increase doping levels from 1% 
to 5% and 10% in the YVO4:Nd system. We observed an 
~10-fold increase in emission in increasing the doping level 
to 5%. In contrast, at 10% loading, Nd-Nd quenching may 
have been active, as significant additional enhancement 
was not observed. Thus, a loading of between 5 and 10% 
may represent an upper loading limit for maximizing 
infrared emission signal from this system.

Figure 4. Photoluminescence (PL) spectra obtained using a 
Horiba Jobin Yvon NanoLog Spectrofluorometer equipped with 
an InGaAs array infrared detector; excitation provided by a 
xenon lamp. Spectra show PL from Nd:YVO4 nanophosphors 
co-deposited with CdSe nanocrystal quantum dots (NQDs) under 
532 nm excitation (red trace) and 400 nm excitation (black trace), 
as well as PL from Nd:YVO4 nanophosphors in the absence of 
CdSe NQDs under 532 nm excitation (green trace) and 400 nm 
excitation (purple trace).
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Figure 5. Photoluminescence excitation spectrum (PLE) for 1066 
nm emission from Nd:YVO4 nanophosphors co-deposited with 
CdSe NQDs revealing excitation through Nd absorption, rather 
than through CdSe-Nd energy transfer.

In the final third of the project, we attempted to achieve 
truly intimate—at the nanoscale—mixing of our Ln 
nanophosphors and NQDs. Our approach here was to 
provide the NQDs with positively charged surfaces. In this 
way, they were water soluble and able to electrostatically 
couple with our negatively charged YVO4:Nd particles, 
providing a means for direct chemical coupling of these 
systems. We developed two approaches to assembling 
thin films comprising intimately mixed CdSe and YVO4:Nd. 
First, we mixed the respective solutions, which resulted 
in immediate precipitation of electrostatically coupled 
aggregates that were collected by centrifugation, spread 
onto a glass slide, and pressed between the slide and a 
glass coverslip. Secondly, we used a dip-coating method 
to sequentially deposit monolayers of CdSe NQDs and 
YVO4:Nd nanoparticles. In this case, up to ten monolayers 
of each material were deposited. Thin films obtained from 
both approaches were analyzed by PL and PLE, where 
infrared emission was detected upon excitation at 350 
nm (a wavelength that does not produce Nd emission in 
the absence of CdSe) and where PLE suggested excitation 
was through the CdSe, rather than directly through the 
YVO4:Nd. The results were promising, but require further 
investigation to be conclusive. 

One of the goals in combining NQDs with Ln’s is 
to synthesize a fluorophore that does not exhibit 
fluorescence intermittency, or “blinking.” Given this aim, 
the Director’s Funded Postdoc also became very active 
in our studies of blinking behavior in NQDs. He learned 
how to measure and analyze blinking in single-NQDs 
and made significant contributions to the publications in 
this area [see Performance Data Publications]. He also 
contributed significantly to our understanding of the effect 
of NQD growth conditions and crystal structure on blinking 
suppression. 

Impact on National Missions
This project supported the missions of the DOE Office of 
Science in advancing fundamental science in support of 
the national, economic, and energy security of the United 
States. The resulting scientific understanding will ultimately 
support technology advances in telecommunications, 
efficient lighting/lasing, secure printing, optical tags, 
bioimaging, and radiation detection.
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Abstract
Photovoltaic technologies will not be competitive with 
fossil fuels in the larger energy market until substantial 
reductions in the cost/efficiency ratio are achieved. 
One approach to accomplishing this is the development 
of more advanced solar cell designs capable of 
higher efficiencies, such as multi-junction “tandem” 
architectures or those capable of exploiting multiple 
exciton generation (carrier multiplication). Such cells 
require materials with narrow energy gaps, including 
non-toxic and relatively common germanium. The 
usefulness of germanium in its traditional “bulk” form 
in PV technologies, however, is limited by its indirect 
band gap (which results in poor light absorbance) 
and its instability towards oxidation. The goal of this 
research is to synthesize germanium nanocrystals by 
low-cost, scalable colloidal methods to overcome these 
shortcomings inherent in the bulk form. By careful 
choice of reactants and conditions, we were able to 
synthesize a series of germanium nanocrystals varying 
in size from 3 - 6 nm in diameter which show clear signs 
of partial direct-gap character in the infrared, including 
size-dependent fluorescence with unprecedented 
efficiencies up to 8%. We further demonstrate that 
oxidation can be suppressed by use of alkenes as 
terminating ligands, such that the resulting nanocrystals 
are stable for months under ambient conditions. These 
results have enabled follow-on research projects of 
fundamental importance to the science of quantum 
confinement, including advanced spectroscopic 
studies of carrier dynamics to confirm the origin of the 
fluorescence and probe the effect of confinement on Ge 
electronic properties. At the same time, the new Ge NCs 
have tremendous potential for immediate exploitation 
in advanced solar cell design and fabrication, including 
within our new DOE-funded Energy Frontier Research 
Center, the Center for Advanced Solar Photophysics. 
Because of both its significant fundamental and 
technological potential in advancing solar energy 
research, this work is vitally important to the DOE 

missions in Energy Security. 

Background and Research Objectives
With increasing concerns regarding elevated levels 
of carbon dioxide emission, solar radiation is widely 
considered the most attractive, sustainable, carbon-
free energy source. However, current photovoltaic 
(PV) technologies encounter cost and scalability issues, 
and suffer from efficiencies that are significantly 
below the limits calculated based on thermodynamic 
considerations. Currently the PV industry is dominated 
by silicon. This material has an energy gap of ~ 1 
eV, which is well suited for simple, single-junction 
devices. However, more advanced designs capable of 
higher efficiencies, such as multi-junction “tandem” 
architectures or those capable of exploiting multiple 
exciton generation (carrier multiplication), require 
materials with a narrower energy gap. One such 
promising material is germanium (Ge), which has 
a band gap of ~0.7 eV. The usefulness of Ge in its 
traditional “bulk” form in PV technologies, however, is 
limited because of the indirect character of its energy 
gap, which leads to poor light absorbance. Further, 
“chemical” factors such as formation of unstable oxides 
also complicate applications of Ge. 

The purpose of this project was to develop a new 
synthesis of nanoscale colloidal Ge nanocrystals (NCs) 
with enhanced potential for applications in solar cells. 
Because of quantum-confinement effects unique to the 
nanoscale, Ge NCs should exhibit significant direct-gap 
character, including enhanced absorption compared to 
the bulk and, potentially, efficient fluorescence. While 
weak infrared fluorescence has been observed in Ge 
NCs fabricated by physical methods these methods are 
expensive, unscalable, and produce matrix- or substrate-
bound NCs with limited potential for application. 
Colloidal synthesis, on the other hand is a cheap yet 
powerful method for producing high-quality NCs of a 
range of materials. Moreover, colloidal methods allow 

Chemically Synthesized Germanium Nanocrystals for Applications in Solar-
Energy Conversion
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unmatched control over surface termination, which 
not only can effect fluorescence efficiency, but also the 
stability of the NCs toward, e.g., oxidation. Previous to our 
work, however, efforts toward colloidal synthesis of Ge 
NCs had been largely unsuccessful, as control over size and 
crystallinity remained elusive, and infrared fluorescence 
had never been observed.

We found that Ge NCs of controlled size and high 
crystallinity could be made by a novel, controlled reduction 
pathway. We also discovered that alkene termination 
resulted in both good air-stability and previously 
unobserved infrared fluorescence.  Finally, in conjunction 
with our synthesis work, other members of our team 
collaborated on studies of the electronic and optical 
properties of these new engineered nanostructures, with a 
focus on the role of quantum confinement in determining 
their electronic structure and behavior. 

Scientific Approach and Accomplishments
Our basic approach focused on employing reduction of 
germanium halides, such as GeI2, by controlled methods 
in the presence of carefully chosen surfactant “ligands” 
that would give us the desired surface termination. This 
required careful examination of the desired reaction, and 
consideration of ideal reactant properties. For a high-
melting element like Ge, highly crystalline NCs requires the 
use of relatively high reaction temperature. At the same 
time, it is also important to keep all reactants soluble, so 
that the reaction proceeds predictably. Hexadecylamine 
was chosen as the reaction solvent, because it proved to 
be particularly effective at dissolving GeI2 and amenable to 
reaction temperatures at or above 300 °C. Likewise, highly-
soluble n-butyllithium was chosen over more established 
but poorly-soluble reducing agents like alkali metals or 
metal hydrides. Finally, based on chemistry known for 
silicon, which is very similar to Ge, we used the long-chain 
alkene 1-octadecene (ODE) as a terminating surfactant 
ligand.   

By slight variations of reaction concentrations and time, 
we were able to synthesize Ge NCs ranging in diameter 
from 3.2 ± 0.4 nm to 6.4 ± 1.9 nm. Most excitingly, these 
nanocrystals showed fluorescence with efficiencies of up 
to 8%, with a size-dependent peak wavelength ranging 
from 900-1400 nm (Figure 1B). In fact, the observed 
size-dependence trend was similar to that predicted for 
quantum-confined particles by a simple particle-in-a-
box model, with exact values similar to those predicted 
by more sophisticated tight-binding calculations, highly 
suggesting that the infrared emission comes from a 
band-edge transition. These NCs were found to be highly 
crystalline cubic Ge by a combination of powder X-ray 

diffraction, energy dispersive X-ray spectroscopy, and high-
resolution TEM (Figure 1A inset), with no evidence of Ge 
oxides. 

Figure 1. A) Transmission electron microscope (TEM) image 
of colloidal Ge NCs. Inset features a high-resolution image 
demonstrating the high crystallinity. B) Size-dependent 
fluorescence [or photoluminescence (PL)] for three Ge NCs 
of three diameters. Green trace shows trioctylphosphine-
terminated NCs, which are non-emissive.

Ge NCs synthesized using ODE are not only emissive, but 
also demonstrably more stable towards oxidation than 
NCs made with other ligands, such as trioctylphosphine 
(TOP).  This is demonstrated starkly in Figure 2A, in which 
hexane solutions of TOP-terminated (or “capped”) and 
ODE-capped NCs were stirred in the presence of equal 
amounts of water. The ODE-capped sample remains 
distinctly brown, indicating the presence of Ge NCs, 
for at least several weeks, whereas, the TOP-capped 
solution loses all color within 72 hours, indicating that 
the NCs were oxidized into water-soluble germanium 
oxides.  The enhanced qualities of ODE-capped Ge NCs 
are likely due to strong, covalent Ge-C bonds formed 
at the NC surfaces, evidence of which can be found in 
the Fourier transform infrared (FT-IR) spectra (Figure 
2B). The lack of characteristic 1-alkene peaks (at ~900, 
~1000, ~1620 and immediately higher than 3000 cm-1) 
and the appearance of a sharp Ge-C stretch peak at 700 
cm-1 are indicative of the reaction of ODE with Ge NC 
surfaces.  Further evidence of the effectiveness of this 
passivation in Ge NCs can also be found in Figure 2B. 
After 5 months under ambient conditions, spectra of 
TOP-capped NCs feature a strong, broad band at 840 cm-1 
not found for ODE-capped NCs, which can be attributed 
to Ge-O bonds. This implies that Ge-C bond formation 
enhances the resistance of Ge NCs towards oxidation.
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Figure 2. A) Solutions of TOP-capped (left) and ODE-capped 
(right) Ge NCs, before (top) and after (bottom) rapid stirring 
with water for 72 hrs. While TOP-capped NCs are completely 
oxidized and dissolved, ODE-capped NCs remain. B) FT-IR spectra 
of TOP-capped and ODE-capped Ge NCs. ODE-capped NCs give 
signatures of strong Ge-C bond formation, while TOP-capped NCs 
give evidence of surface oxidation.

This work produced the first colloidal Ge NCs with infrared 
fluorescence, which we attribute to a band edge transition. 
This is a key first step in demonstrating the relevance of 
Ge NCs in so-called Generation III photovoltaic devices, 
in which advanced physical concepts and low-cost 
fabrication methods are combined to produce solar cells 
with efficiencies at or above the thermodynamic limits of 
single-junction cells. Because of its importance to a general 
audience, this work was published in the Journal of the 
American Chemical Society, flagship journal of the world’s 
largest scientific society [Lee, et al., J. Am Chem. Soc. 131, 
3436 (2009)]. 

Synthetic work conducted in this project has enabled a 
series of follow-up spectroscopic studies dealing with the 
effects of quantum confinement on electronic and optical 
properties of indirect-gap semiconductors. As one specific 
example, in a collaboration with other Softmatter Team 
members, the nature of the lowest-energy emitting states 
have been investigated using ultra-fast time-resolved 
fluorescence measurements as a function of temperature 
(1.7-300 K) and magnetic field (0-15 T). The dependence of 
fluorescence lifetime on these parameters can give insight 
into the role of carrier spin and momentum in the emitting 
transition, which will help elucidate whether quantum 
confinement is responsible for the enhanced properties of 
Ge NCs.  These studies have shown that as temperature 
decreases, lifetime increases strongly. Taken together with 
a weaker but still meaningful dependence on magnetic 
field strength, these results indicate the presence of a 
non-emissive “optically dark” lowest excited state, which 
is separated from the optically bright state by only ~1 meV. 

Thus, at room temperature, mixing between these states 
allows the observed, efficient fluorescence.  These and 
further details will appear in a forthcoming submission 
to Physical Review Letters, perhaps the most respected 
journal dedicated to physics research. 

Impact on National Missions
In this project, we develop novel inexpensive wet-
chemistry techniques for the fabrication of Ge 
nanocrystals. It has enabled follow-on research projects 
of fundamental importance to the science of quantum 
confinement, including advanced spectroscopic studies of 
carrier dynamics to confirm the origin of the fluorescence 
and probe the effect of confinement on Ge electronic 
properties. At the same time, these novel Ge NCs have 
tremendous potential for immediate exploitation in 
advanced solar cell design and fabrication. In fact, the 
methods developed in this project are in current use 
for exploration of Ge-based solar cells within our new 
DOE-funded Energy Frontier Research Center, the Center 
for Advanced Solar Photophysics. Because of both its 
significant fundamental and technological potential 
in advancing solar energy research, this work is vitally 
important to the DOE missions in Energy Security. 

Publications
Lee, D., I. Robel, J. M. Pietryga, R. D. Schaller, D. Werder, 
and V. I. Klimov. Solution-phase synthesis of infra-red 
emitting germanium nanocrystals. 2009. Journal of 
American Chemical Society. 131 (10): 3436.
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Abstract
This is the final report of a two-year Director’s 
Funded Postdoctoral project at Los Alamos National 
Laboratory.  The project started in October 2007 and 
ended in October 2009.  As indicated by the title, 
the original objective of this project was to prepare 
and study uranium hydride complexes, which are 
compounds containing U-H bonds. Inspired by the 
ability of ligands that combine both hard and soft 
coordination environments to stabilize highly reactive 
functional groups on transition metals and lanthanides, 
we extended this strategy to the actinides using the 
PNP ligand, which is a monoanionic pincer ligand that 
combines a hard central donor atom (N=amide) with 
two soft ancillary soft donors (P=phosphine).  Soft 
donor ligands have been largely ignored as supporting 
ligands for early actinide chemistry, with the exception 
of coordination complexes featuring phosphorus and 
chalcogenide ligands prepared to investigate actinide/
lanthanide separation technologies and questions 
about covalency in “hard-soft” interactions.  Given that 
soft donor ligands provide an excellent opportunity 
to promote the low-valent chemistry of uranium, 
we initiated a program to develop the coordination 
chemistry of the PNP ligand towards uranium and 
thorium.  This work represents the first time that 
the PNP ligand has been used to support actinide 
chemistry. The PNP ligand was shown to provide a more 
sterically congested environment and greater electronic 
density at the metal center compared to the classic 
metallocene ligand framework.  Synthetic studies not 
only demonstrated that “dead-ends” encountered in 
actinide metallocene chemistry can be avoided using 
the soft PNP ligand, but also showed that the PNP ligand 
framework supports novel structures and promotes new 
reactivity patterns for the actinide series.  This ultimately 
has important implications for actinide catalysis and 
separations based upon soft donor ligands.

Background and Research Objectives
One of the key missions throughout the DOE Complex 
as well as the Chemistry, Materials, and Theoretical 
Divisions at LANL concerns research on the light 
actinides (Th-Am) to predict f-element behavior in a 
variety of applications such as materials disposition, 
selective chemical separations, and actinide materials 
compatibility. Though a key corrosion phenomenon of 
actinide metals, reaction with hydrogen (hydriding), is a 
major problem, f-element hydrides surprisingly remain a 
relatively unexplored.

One objective of this project was to fill this technology 
gap by developing methods for the preparation of 
well-defined uranium hydride complexes, studying 
these systems theoretically using DFT calculations, and 
exploring their reactivity towards small molecules.  In 
fact, recent studies have shown that actinide hydride 
complexes can promote remarkable transformations 
on small molecules and engage in multi-electron 
chemistry. This work will advance our understanding 
of the chemical and physical properties of uranium 
hydrides in addition to providing critical information 
regarding the interaction of hydrogen with actinide 
metals. These species are promising materials to access 
new actinide-based functional groups and materials and 
provide important information regarding hydriding at the 
molecular level.

Scientific Approach and Accomplishments

The 5f Element Difference:  Trivalent and Tetravalent 
Uranium Halide Complexes Supported by One and Two 
PNP Ligands
Cyclopentadienyl-based ligand sets, and in particular 
the bis(pentamethylcyclopentadienyl) platform, 
have been enormously successful as frameworks for 
supporting actinide chemistry and no alternative to 
these metallocene systems has proven as fruitful 

Synthesis, Chemistry and Theoretical Studies of 5f-Element Hydride Complexes

Jaqueline L. Kiplinger
20070768PRD4
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to date.  However, the bis(C5Me5) framework suffers 
from severe drawbacks such as the chronic release of 
(C5Me5)2 dimer upon oxidation of (C5Me5)2U complexes. 
Inspired by the ability of ligands that combine both hard 
and soft coordination environments to stabilize highly 
reactive functional groups on transition metals and 
lanthanides, we extended this strategy to the actinides 
using the mono-anionic bis[2-(diisopropylphosphino)-
4-methylphenyl]amido (PNP) ligand.  The PNP ligand 
is a monoanionic pincer ligand that combines a hard 
central donor atom (N=amide) with two soft ancillary 
soft donors (P=phosphine) (Figure 1).  Soft donor ligands 
have been largely ignored as supporting ligands for early 
actinide chemistry, with the exception of coordination 
complexes featuring phosphorus and chalcogenide ligands 
prepared to investigate actinide/lanthanide separation 
technologies and questions about covalency in “hard-
soft” interactions.  Given that soft donor ligands provide 
an excellent opportunity to promote the low valent 
chemistry of uranium, we initiated a program to develop 
the coordination chemistry of the robust mono-anionic 
bis[2-(diisopropylphosphino)-4-methylphenyl]amido or 
PNP ligand towards the uranium halide complexes, UCl4 
and UI3(THF)4.  This work represents the first time that the 
PNP ligand has been used to support actinide chemistry.  

Over the course of this project, several trivalent and 
tetravalent uranium PNP halide complexes were prepared 
as potential starting materials for accessing the targeted 
hydride complex.  As depicted in Figure 1, the reaction 
between (PNP)K (2) and one equivalent of UI3(THF)4 in the 
presence of 4-tert-butylpyridine  afforded  the trivalent 
halide complex (PNP)UI2(4-tBu-pyridine)2 (3). The same 
reaction carried out with UCl4 and no donor ligand gave 
[(PNP)UCl3]2 (4), in which the uranium coordination 
sphere in the (PNP)UCl3 unit is completed by a bridging 
chloride ligand.  When UCl4 is reacted with one equivalent 
(PNP)K (2) in the presence of THF, trimethylphosphine 
oxide (TMPO) or triphenylphosphineoxide (TPPO), the 
tetravalent halide complexes (PNP)UCl3(THF) (5), (PNP)
UCl3(TMPO)2 (6) and (PNP)UCl3(TPPO) (7), respectively, are 
formed in excellent yields. 

Figure 1. Synthesis of trivalent and tetravalent uranium 
mono(PNP) halide complexes.

The bis(PNP) complexes of uranium(III), (PNP)2UI (8), 
and uranium(IV), (PNP)2UCl2 (9), were easily isolated 
from the analogous reactions between two equivalents 
of (PNP)K (2) and UI3(THF)4 or UCl4, respectively (Figure 
2). Complexes 8 and 9 represent the first examples of 
complexes featuring two PNP ligands coordinated to a 
single metal center. The new complexes 3-9 were fully 
characterized using a combination of multinuclear (1H, 
31P) NMR spectroscopy, elemental analysis and X-ray 
diffraction analysis. Presumably to the large size of 
uranium, these complexes show unprecedented binding 
modes for the PNP ligand set.  The PNP ligand can adopt 
both pseudo-meridional and pseudo-facial geometries 
when it is κ3-(P,N,P) coordinated, depending on the steric 
demand at the uranium metal center. Additionally, its 
hemi-labile character was demonstrated with an unusual 
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κ2-(P,N) coordination mode that is maintained in both 
the solid-state and in solution. This is in marked contrast 
to transition metal PNP complexes, where this ligand is 
rigorously tridentate κ3-(P,N,P) (bound through the one 
nitrogen atom and the two phosphorus atoms), but for the 
uranium complex 9 we observe the PNP ligand coordinated 
to the metal in a bidentate κ2-(P,N) , with one dangling 
phosphorus.  Finally, comparison of the structures of the 
mono(PNP) and bis(PNP) complexes 3, 5, 7-9 with their 
respective C5Me5 analogues revealed that a more sterically 
congested environment is provided by the PNP ligand.

Figure 2. Synthesis of trivalent and tetravalent uranium bis(PNP) 
halide complexes.

The electronic influence of replacing the C5Me5 ligands 
with PNP was investigated using electronic absorption 
spectroscopy and electrochemistry. For 8 and 9, a 
chemically reversible wave corresponding to the UIV/
UIII redox transformation comparable to that for the 
known (C5Me5)2U(THF)(I) and (C5Me5)2UCl2 was observed. 
However a ~350 mV shift of this couple to more negative 
potentials was observed on substitution of the bis(C5Me5) 
by the bis(PNP) framework, therefore pointing to a 
greater electronic density at the metal center in the PNP 
complexes. The UV-visible region of the electronic spectra 
for the mono(PNP) and bis(PNP) complexes appear to 
be dominated by PNP ligand-based transitions that are 
shifted to higher energy in the uranium complexes than 
in the simple ligand anion (6) spectrum, for both the UVI 
and UIII oxidation states. The near IR region in complexes 
3, 5, 7-9 and their C5Me5 analogues is dominated by f-f 
transitions derived from the 5f3 and 5f2 valence electronic 
configuration of the metal center. Though complexes of 

both ligand sets exhibit similar intensities in their f-f bands, 
a somewhat larger ligand-field splitting was observed 
for the PNP system, consistent with its higher electron 
donating ability.

Challenging the Metallocene Dominance in Actinide 
Chemistry with a Soft PNP Pincer Ligand:  New Uranium 
Structures and Reactivity Patterns
Exhaustive studies over the course of this project have 
showed that none of the uranium PNP complexes form 
stable U-C bonds, which are necessary precursors to a 
hydride linkage.  Nevertheless, this ligand framework 
was shown to open up new reactivity patterns for the 
actinides.  As discussed above, actinide chemistry is largely 
founded on carbon-based metallocene complexes such as 
“(C5Me5)2U” but many of these compounds are unstable 
because the cyclopentadienyl ligands fall off the metal and 
form (C5Me5)2 dimer during oxidation reactions. However, 
during this project it was discovered that this problem can 
be circumvented by using the combined ‘soft’ and ‘hard’ 
coordination environments provided by the PNP ligand. 

A classic uranium(II) synthetic equivalent, trivalent 
(C5Me5)2UI(THF) (10) in the presence of Na/Hg amalgam or 
KC8, is known to provide up to four reducing equivalents 
in its chemistry.  As such, initial studies with (PNP)2UI (8) 
were targeted at establishing the capacity of the bis(PNP) 
platform to support low-valent uranium chemistry (Figure 
3). Treating a cold (-35˚C) toluene solution of (PNP)2UI 
(8) and KC8 with hexachloroethane (C2Cl6) resulted in 
an immediate color change from deep green to bright 
red and formation of the known uranium(IV) (PNP)2UCl2 
complex (9) in 96% isolated yield following workup. These 
observations clearly demonstrate that the PNP ligand can 
indeed support low-valent uranium with the (PNP)2UI (8)/
KC8 system able to function as a new uranium(II) synthon.
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Figure 3. Reaction chemistry displayed by low-valent PNP-
uranium complex (PNP)2UI (8).

The reducing ability of “(PNP)2U” was explored towards 
a variety of different substrates and, significantly, every 
single reaction showed chemistry distinct from that of the 
metallocene complement, leading to structures unknown 
for the actinides or the transition-metals. For example, 
whereas reaction chemistry of (PNP)2UI (8) with Ph2CN2 
gave the first actinide hydrazonido complex, (PNP)2U[η2-
(N,N’)=N-N=CPh2] (11), (C5Me5)2UI(THF) (10) is oxidized 
to a uranium(VI) bis(imido) complex (12) under the 
same conditions.  Importantly, the hydrazonido complex, 
(PNP)2U[η2-(N,N’)=N-N=CPh2] (11) will be quite attractive 
as a precursor to uranium nitrides by N-N bond cleavage. 
This clearly shows that the bis-PNP framework enables 
new reactivity patterns and supports new structures for 
the actinides and it ultimately validates our strategy.

The reaction chemistry of (PNP)2UI (8)  is not limited to 
the formation of uranium(IV) complexes and reaction 
with pyridine N-oxide yields the first uranyl complex of 
a phosphine, (PNP)2UO2 (13). This transformation also 
has never been observed and provides an important 

missing link between non-aqueous and aqueous actinide 
chemistry. Under the same conditions, (C5Me5)2UI(THF) 
(10) is decomposed to the (C5Me5)2 organic dimer. Not only 
does this work demonstrate how “dead-ends” encountered 
in actinide metallocene chemistry can be avoided using 
the soft PNP ligand, but also has important implications for 
actinide catalysis and separations based upon soft donor 
ligands. This landmark study appeared as a communication 
in Angewandte Chemie International Edition (2009, 48, 
3681-3684) and was chosen by the editor to be featured 
as a journal cover (Figure 4). The high impact of this work 
is further evident in that it was subsequently highlighted 
in Nature Chemistry (February 27, 2009 issue; doi:10.1038/
nchem.163) and was the subject of a 2-page focus article 
“Highlight” that recently appeared in Angew. Chem. Int. 
Ed. (2009, 48, 4898-4899).

Figure 4. Editor’s choice for journal cover art that the work in this 
project has garnered.

Towards Uranium-Hydride Complexes: Unprecedented 
Phosphorus-Carbon Bond Cleavage and Phosphinidene 
Group Migration
Under reducing conditions without added substrate, 
the PNP ligand framework is susceptible to reaction 
chemistry with the low-valent uranium metal center, 
which oxidatively inserts into one of the P-C bonds of 
the PNP ligand generating a uranium(IV) aryl phosphide 
complex, [κ3-(P,N,P’)][κ3-(P,N,CAr)]U(PiPr2) (15) (Figure 5). 
This intramolecular oxidative addition has never been 
seen before and represents a new chapter in actinide 
chemistry. Interestingly, the aryl phosphide complex 15 is 
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merely a kinetic product and undergoes an unprecedented 
phosphinidene group (PiPr) migration in which the “=PiPr” 
group transfers from an sp3 CiPr and inserts into a U-CAr 
bond to give the uranium(IV) alkyl phosphide complex, [κ3-
(P,N,P’)][κ3-(P,N,P’iPr

)]U(iPr) (16).  This isopropyl complex 
is unstable and instantly rearranges to the uranium(IV) 
hydride complex, [κ3-(P,N,P’)][κ3-(P,N,P’iPr

)]U(H) (17) with 
loss of propene.  Support of this mechanism is not only 
provided by x-ray crystallography (structures obtained 
for complexes 15 and 17), but also by the observation of 
propene by 1H NMR spectroscopy when the reaction is 
performed in a sealed NMR tube.  This is the first time a 
phosphinidene has been implicated in chemistry for any 
part of the periodic table and represents a new chapter in 
not only actinide chemistry but also main group chemistry.  
Subsequent calculations have suggested that the energy 
for this migration is quite low and can be exploited for 
organophosphorus group-transfer processes and other C–P 
bond-forming reactions. 

Figure 5. Without a small molecule to react with, the PNP ligand 
undergoes chemistry with the low-valent uranium metal center: 
first, the uranium metal inserts into a P-C bond of one of the 
PNP ligands.  This is followed by an unprecedented migration 
of a “PIPr” group (also known as a phosphinidene) mediated by 
uranium. Ultimately, a uranium(IV) hydride complex is formed.

A New Era for Thorium Chemistry:  Access to Anhydrous 
Thorium Tetrachloride Complexes using Commercially 
Available and Inexpensive Starting Materials
A final objective of this PNP chemistry was to extend it to 
thorium. However, access to anhydrous thorium starting 
materials has been limited because of the lack of available 
thorium metal.  The other options have been limited by 
reproducibility of existing literature preps using toxic/
pollutant chemicals or those requiring expensive inert 
atmosphere furnace setups to perform unsafe high-
temperature chemistry between thoria (ThO2) and CCl4. In 
the final months of this project, this issue was overcome 
and a multi-gram scale synthesis of anhydrous ThCl4(DME)2 
was developed using commercially available, stable and 

inexpensive starting materials. This breakthrough will open 
up new frontiers in the development of thorium chemistry 
and the thorium fuel-cycle. Put succinctly, we anticipate 
that our route to ThCl4(DME)2 will have the same impact on 
the field of thorium chemistry as UI3(THF)4 did for uranium. 

Notable Accomplishments/Impact
The efforts funded by this project have already resulted in 
4 publications in print, 2 submitted and under review, with 
4 more publications currently in preparation, and 8 invited 
presentations at conferences, universities, companies, 
national and international laboratories.  Based chiefly on 
these accomplishments the research produced during the 
course of this project has received international acclaim 
through no less than 1 journal cover (Figure 5), a highlight 
article in Nature-Chemistry (February 27, 2009 issue; 
doi:10.1038/nchem.163) and a special highlight article in 
Angewandte Chemie, International Edition (2009, Volume 
48; Issue 27; pp 4898-4899).  Additionally, the postdoctoral 
research associate working on this project was recognized 
for his scientific contributions by the 2008 Best Thesis 
Award of the École Polytechnique (Palaiseau, France) in 
Chemistry as well as the highly coveted ParisTech Best 
Thesis Award.

Impact on National Missions
The chemistry of the actinide elements is critical to DOE 
nuclear weapons mission areas (stockpile stewardship, 
environmental remediation, waste management). The 
synthesis of new actinide compounds not only provides 
important information about metal-ligand bonding but also 
improves our ability to reliably predict chemical behavior 
in a variety of environments.  As evidenced by this 
project, the DOE complex and LANL clearly benefits from 
simple exploratory research.  The first actinide complexes 
supported by one and two bis[2-(diisopropylphosphino)-
4-methylphenyl]amido ligand (PNP) ligands have been 
synthesized in high yields and fully characterized. The 
complexes demonstrate that new coordination modes are 
available for the PNP ligand.  The PNP ligand was shown 
to provide a more sterically congested environment and 
greater electronic density at the metal center compared 
to the classic metallocene ligand framework.  Synthetic 
studies not only demonstrated that “dead-ends” 
encountered in actinide metallocene chemistry can be 
avoided using the soft PNP ligand, but also showed that 
the PNP ligand framework supports novel structures and 
promotes new reactivity patterns for the actinide series.  
This ultimately has important implications for actinide 
catalysis and separations based upon soft donor ligands.
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Abstract
In general, the fabrication of one-dimensional 
nanostructures involves either bottom-up chemical 
synthesis or top-down micro/nano-fabrication 
approaches. We have utilized unique LANL facilities for 
the growth of nanostructured materials with desired 
structural and physical properties. In particular, we 
have concentrated on nanolayered ferroelectric films. 
The resulting layered films were characterized with 
various advanced facilities at LANL such as scanning 
electron microscopy, atomic force microscopy, and 
x-ray diffraction. We also studied the ferroelectric 
properties of the materials at different temperature and 
frequencies. 

Background and Research Objectives
Nanostructured ferroelectric oxide thin films with 
perovskite (i.e. ABO3) structure have been of great 
technological interest due to their excellent properties 
for applications in dynamic random access memories 
(DRAMs), electromechanical transducers, tunable 
devices, multifunctional devices, etc. Pure BaTiO3 is 
ferroelectric at room temperature and shows three-
phase transitions with Tc ~ 400K. In general, it has been 
observed that a film with similar composition, thickness, 
and substrate derived using different techniques may 
still show dissimilar properties. In addition, experimental 
results have shown that the ferroelectric property is 
a strong function of film thickness, in particular, when 
the film thickness was reduced to nanoscales. It should 
be noted that BaTiO3 with magnetostrictve materials 
in nanocomposites (i.e. composed of two or more 
constituents differing in form and/or composition), 
such as BTO-CoFe2O4, BTO-NiFe2O4, etc. have also been 
studied for the magnetoelectric devices [1]. 

In this project, we targeted the structural and physical 
properties of BaTiO3 films when the BaTiO3 was reduced 
to nanoscale thickness. We have utilized unique LANL 
facilities for the growth of high quality ferroelectric films. 

The resulting nanostructured films were characterized 
with various advanced facilities at LANL such as scanning 
electron microscopy (SEM), atomic force microscopy 
(AFM), and x-ray diffraction (XRD). 

Scientific Approach and Accomplishments
Both pulsed laser deposition (PLD) and polymer-assisted 
deposition (PAD) were used to deposit nanostructured 
ferroelectric (such as BaTiO3) films. One of the main 
advantages of PLD for ferroelectric films is good chemical 
composition preservation. On the other hand, PAD, 
LANL patented process [2], which is based on a chemical 
solution deposition to grow metal-oxide thin films, has 
the advantage of low cost, easy setup, and coating large 
area substrates. The major distinction for PAD compared 
to the other chemical solution lies in the soluble 
polymer, which plays a significant role in preparing high 
quality metal-oxide films. In other words, the polymer 
not only controls the desired viscosity for the process, 
but also binds the metal ions to prevent premature 
precipitation and formation of metal-oxide oligomers. 
The results are a homogeneous distribution of the metal 
precursors in the solution and the formation of uniform 
metal organic films. 

To grow 10 nm thick epitaxial BaTiO3 films MgO substrates 
based on PLD, we used a sintered stoichiometric ceramic 
target.  To avoid the influence of deposition variables 
on the film properties, we kept the same processing 
conditions for the growth of the films: a deposition 
temperature of 750 °C and an oxygen pressure of 
200 mTorr.  These conditions were chosen because 
high performance Ba1-xSrxTiO3 SrTiO3 film on MgO was 
routinely obtained under these processing parameters 
[3].  It should be noted that the films, following the 
deposition, were cooled to room temperature in an 
oxygen pressure of 300 Torr without any further thermal 
treatment. To grow 10 nm thick epitaxial BaTiO3 films 
by PAD, we used a process that is similar to the process 
described in our earlier publication [4].

Structure-Property Relationship for Strained One Dimensional Ferroelectric 
Nanostructures

Quanxi Jia
20080705PRD1
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Figure 1 presents the hysteresis loops (or the remanent 
polarization vs. electric field characteristics) calculated 
based on our theoretical model for four representative 
strains within the range, namely, 0.1%, -0.13%, -0.165%, 
and -0.3%, where polarization represents the displacement 
which is inherent to the crystal structure of the ferroelectric 
material and does not disappear in the absence of the elec-
tric field. It is seen that the remanent polarization increases 
monotonically as the substrate strain changes from tensile 
to compressive, and the highest remanent polarization is ob-
tained at strain -0.3%.  It is interesting to observe that unlike 
the remanent polarization, the coercive field (i.e. in a single 
domain crystal, the coercive field can be interpreted as the 
field at which the polarization switches from one state to 
another) does not change monotonically as the strain is var-
ied from tensile to compressive. Although the coercive field 
is the minimum at the tensile substrate strain of 0.1%, the 
coercive field at the compressive substrate strain of -0.13% 
is about 1.4 times higher than that at -0.165%.  The highest 
coercive field is observed for strain -0.3%. Experimentally, 
our 10 nm thick BaTiO3 film made by PLD showed the similar 
property as the film having a thickness great than 100 nm. 
This implies that the ferroelectric property of the BaTiO3 
at this length scale has nothing to do with strain.  In other 
words, the strain does not play a critical role in determining 
the ferroelectric properties if the film thickness is thicker 
than 10 nm.

Figure 1. Hysteresis loops for epitaxial BiTaO3 thin films at 273 K 
with four representative in-plane strains

The BaTiO3 films prepared by PAD were fully characterized 
by XRD. We only observed preferentially oriented diffraction 

peaks of the film and the substrate (LaAlO3) in the normal 
scans, suggesting that the BaTiO3 film is single phase. The 
full width at half maximum (FWHMs) of rocking curves from 
the reflections of BaTiO3 film is around 0.5°, suggesting good 
cystallization of the film. The in-plane scan was measured 
on BaTiO3 and LaAlO3 to check the epitaxial properties of 
the samples. Four peaks from BaTiO3 with an average value 
of FWHM of 0.7°, comparing to the average value of 0.5° 
for the substrate, showed the films to be of good epitaxial 
quality.

Impact on National Missions
This project supports DOE's mission in Energy Security by 
exploring energy transfer in nanomaterials. It also support 
the mission of Office of Science in fundamental science 
by enhancing our understanding of multifunctionality and 
ferroelectricity in nanostructured materials. This project 
will further support Laboratory’s thrusts in fundamental 
understanding of materials.
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Introduction
Biofuels are an alternative to conventional energy 
sources that increase our Nation’s energy security by 
reducing dependence on imported oil. Our growing 
biofuels industry is largely based on the use of starch 
in grains such as corn to produce ethanol. However, 
there are advantages in using cellulosic biomass as an 
alternative feed stock, and in producing more advanced 
biofuels than ethanol. The development of cellulosic 
biofuels has attracted considerable commercial and 
government investment. Early results from these efforts 
indicate that many factors are important at different 
points in the life cycle of a biofuels program, and 
contribute towards its overall cost-competitiveness. 
However, it remains clear that converting biomass into 
sugars is the main cost-burden. The aim of this project is 
to develop innovative science and technology to cost-
effectively convert biomass into sugars.

Several approaches are used to produce cellulosic 
ethanol at refineries. Most include energy intensive 
pretreatments and then enzymatic depolymerization. 
Alternative pretreatments with ionic liquids and 
ammonia are being developed. There are widespread 
efforts to reduce the cost of producing enzymes and to 
increase their performance. We collaborate with several 
groups, and have our own initiatives, in these areas. 
However, the main goal of this project is not incremental 
improvement, but a revolution in cost-efficiency through 
a scientific breakthrough that results in a completely 
new process.

We look for this breakthrough in nature. Although many 
fungi degrade parts of the cell wall, white rot fungi are 
unique in their ability to degrade it completely. We 
are identifying the key lignin degradation mechanisms 
of P. chrysosporium and then combining them with 
depolymerizing enzymes in a consolidated biomass 
conversion process. 

Benefit to National Security Missions
This project supports DOE missions in energy security by 
reducing our dependence on imported oil and bringing 
us closer to a carbon neutral fuel cycle.

Progress
Our research plan is organized into three goal-oriented 
sections that address the following major objectives. 

Define the key cofactors, mediators, and enzymes in 1. 
the fungal degradation of lignin.
Characterize the structure of biomass and how it 2. 
is degraded by interaction with these cofactors, 
mediators, and enzymes.
Combine key cofactors, mediators, and enzymes 3. 
with cellulases and hemicellulases in a consolidated 
biomass conversion process.

This plan is executed through several technical thrusts 
each with a leader, and coordinated by the PI through 
regular team meetings. The use of multidisciplinary 
thrusts together with our innovative objectives, 
positions us in a complementary but competitive way 
to larger biofuels projects. Our organization into thrusts 
has allowed us to be responsive to diverse opportunities, 
and we have been able to submit proposals for several 
spin-off projects and collaborations.

The project was successfully reviewed in May 2009 by a 
committee consisting of two external and two internal 
experts. The external experts were Paul Adams and 
Steve Decker, from the DOE BER funded Bioenergy 
Research Centers JBEI and BESC, respectively. At the 
out-brief session the committee noted the excellent 
progress made and had no significant recommendations 
for changing course. The quality of the science and 
technology being produced is internationally recognized, 
as reflected in 19 publications in international journals, 
numerous talks and posters at scientific meetings, the 
award of several tens of million of dollars worth of beam 
time at central X-ray and neutron facilities throughout 
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the world, and are teaming with established research 
groups in this field. A website has been constructed with 
information about our capabilities: http://biofuels.lanl.
gov. We were also directly involved in the organization 
of a conference “Energy for the 21st Century” Santa Fe 
May 2009, and a special session “Renewable Energy 
and the Environment” at the “International Conference 
on Neutrons in Biology” Santa Fe, October 2009, which 
highlighted work from this project.

Some highlights from our technical thrusts are given below.

Theory
Novel computational studies have been performed at 
both atomistic and coarse-grain scales to investigate the 
stability of cellulose under different conditions and also 
to investigate to what extent this stability is controlled by 
hydrogen bonding. The combination of theoretic studies 
with experimental results from our crystallographic 
thrust is a major scientific success story and has been 
highlighted in LANL and USDA news releases, several 
publications (including a front cover of the Biophysics 
Journal) and reported by news agencies worldwide. These 
studies involved developing and applying for the first 
time statistical mechanical methods and Replica Exchange 
Molecular Dynamics simulations to oligosaccharides.  

Multiplatform Microscopy
Several different microscopy techniques have been applied 
to study biomass and its response to fungal, chemical and 
biochemical pretreatments, including scanning electron 
microscopy for high resolution and elemental mapping, 
confocal fluorescence microscopy for fluorescence and 
3D mapping, Raman microscopy for chemical imaging 
and visible microscopy for time lapse microscopic movies 
of dynamic samples. An unexpected, but very exciting 
development is a novel technique that we have developed 
for incorporating gold and silver nanoparticles into 
biomass by first swelling the biomass in ionic liquid. This 
development allows nanosensors to be placed at the cell 
wall in order to report the chemical environment during 
fungal or biochemical pretreatments. The relative strength 
of Raman signals near the incorporated nanoparticles is 
enhanced by several orders of magnitude. 

Protein Science
Fungal cultures were established to provide the 
capability to provide experimental samples for analysis 
by the degradomics thrust. The objective is to track the 
production of enzymes, which are the major players in the 
penetration of the lignin wall, and to harvest them for use 
as catalyst in reactors. In parallel we have pursued in vitro 
studies of an enzyme that is known as a key player in lignin 
wall dedgradation. The mechanism by which the ligin wall 
is enzymatically degraded is not presently understood. Our 
goal is to is to identify the enzyme catalyst that might be 
most effectively used in lignin degradation. 

University of New Mexico
Lignin presents a “chain-linked fence” to enzymes 
produced by of P. chrysosporium A series of model lignin 
compounds has been synthesized and the mechanism 
of their depolymerization studied using a number of 
techniques. The results clearly indicate that particular 
bonds are preferentially broken in lignin. This work 
is being followed by similar studies on the enzymatic 
degradation of the same synthetic lignins, and the initial 
results suggest that the lignin peroxidase enzymes might 
be playing a more direct role than expected. If confirmed, 
this result will have a major impact on our understanding 
of the mode of action of lignin degrading enzymes, and 
their possible incorporation into cocktails for biomass 
conversion.

Proteomics
 In conjunction with the Protein Science Thrust, we 
have launched a liquid fungal culturing system and 
experimented with various types of growth conditions, 
in order to produce ligninolytic and non-ligninolytic 
conditions.  Time courses have been conducted, and 
conditions for concentrating and preparing the samples for 
mass spectrometry have been established.  Furthermore, 
we have demonstrated that secreted proteins show high 
signal and excellent resolution on the MALDI.  We are now 
working on separating the protein fragments in a way that 
aids in identification, as well as focusing on methods for 
quantifying differential expression between samples.

USDA Forest Product Lab
Research focused on the production of metabolites that 
fungi secrete into their surroundings to deconstruct 
lignocellulosic biomass.  Of particular interest are 
metabolites that may have a role in lignin degradation, a 
key step in making cellulose available for biotechnological 
applications.  So far the experiments have shown that one 
fungus secretes a previously unknown metabolite.  This 
metabolite is aromatic, as shown by the finding that it 
becomes radiolabeled when 14C-labeled phenylalanine is 
supplied to the wood cultures.  In associated work, we 
have identified a transporter protein, located in the cell 
membrane of P. chrysosporium, which is up-regulated 
during ligninolytic metabolism and thus may have a 
role in the secretion of biodegradative metabolites.  
Also identified during this study was a ligninolytically 
up-regulated, membrane-associated alcohol oxidase 
which likely has a role in production of the hydrogen 
peroxide needed to support the action of lignin-
degrading peroxidases during wood deconstruction by P. 
chrysosporium.

Degradomics
Using mass spectrometry, several compounds have been 
identified whose concentration changes during fungal 
culture of biomass, and which may prove to be targets 
for incorporation into enzyme cocktails for biomass 
conversion. The key technical challenges that remain are 
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in data analysis and compound identification, which is now 
proceeding rapidly. 

Crystallography
A unique capability is our neutron Protein Crystallography 
Station that is being used to elucidate the mechanisms of 
enzymes involved in the production of biofuels including 
xylanases and xylose isomerase. In addition, other central 
X-ray and neutron facilities are being used. A success 
of this thrust has been its contribution in creating an 
X-ray scanning microprobe community at BioCAT at the 
Advanced Photon Source (APS) of Argonne National 
Laboratory, the first of its kind in the USA. Our work in 
using this technique to understand biomass is being 
reported as a scientific highlight in the 2009 annual report 
of the APS and was reported in an invited talk at the APS. 
Results from this thrust are closely integrated with those 
from the theory and microscopy thrusts.  

Future Work
We propose to reverse-engineer the key degradation 
mechanisms of white rot fungi and optimize them for 
industrial application in biomass conversion to sugar. In 
particular this will involve investigating how metabolites 
and metabolite-enzyme interactions are used in the initial 
lignin degradation strategies of fungi and combine them, 
for the first time, with industrial cellulases to create an 
accelerated, consolidated biomass conversion process.

Conclusion
This project, which has been reviewed this year and 
is progressing well, is focused on bringing about the 
revolution in cost and efficiency of biomass conversion 
needed to make biofules from biomass an economic 
reality, benefiting our security and our environment.
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Introduction
In the wake of the devastating 2005 hurricane season, 
government agencies, scientific boards and advisory 
panels have unanimously called for urgent increases 
in hurricane research and improvements in hurricane 
forecast accuracy. In coordination with this national 
agenda, our LDRD project has the following high-profile 
science & technology objectives:

Instrument oil platforms in the northern Gulf • 
of Mexico with LANL’s unique 3D total lightning 
mapping system, capable of remotely probing the 
violent and opaque hurricane eye-wall.

Discover and quantify the dynamics and convective • 
structure of the hurricane eye-wall region as 
revealed for the first time in the 3D spatial structure, 
intensity and evolution of the lightning data.

Develop a new hurricane model that assimilates this • 
real-time knowledge of eye-wall convective strength, 
and demonstrate a 50% improvement in 48-hour 
intensity (wind speed) forecast errors.

The relevance and timeliness of these objectives is 
central to the potential impact and high-potential 
science of this project; our project aligns not only with 
LANL’s “predicting emerging environmental threats” 
Grand Challenge and energy security priorities, but also 
with (i) a recent National Science Board report calling 
for a new national hurricane research initiative; (ii) a 
recent NOAA science advisory board report advocating 
“novel methods for data assimilation founded on 
improved observations of the hurricane”.  Additionally, 
the new dual VLF-VHF lightning mapping array that 
we are building in the Gulf of Mexico will be of great 
technological value to the US space-based nuclear 
denotation monitoring system (USNDS).

Benefit to National Security Missions
This project supports DOE’s threat reduction mission 
by enhancing our understanding of the strength and 
organization of eyewall convective processes that trigger 
rapid hurricane intensification, and by developing a 

new hurricane model to improve forecast accuracy. 
We contribute to energy security with new tools to 
anticipate threats to the oil infrastructure.  Our project 
leverages investment in nuclear security to solve 
problems of national importance.  This summer we were 
interviewed by the Associated Press and by the Weather 
Channel; this publicity highlighted our new application of 
nuclear non-proliferation technology to the problem of 
hurricane intensity forecasting.

Progress
Our project has three key components: 

Development of a new dual VLF-VHF “total lightning 1. 
mapping” array technology, and establishment of a 
new RF lightning array in the Gulf of Mexico.

Development of the first-ever hurricane forecast 2. 
model that includes cloud electrification and 
lightning prediction; 

Development of a new data assimilation scheme 3. 
to ingest lightning data into our unique hurricane 
forecast model.  

During year two of this project, we focused on all three 
tasks.

New Gulf Lightning Array
 We have continued to build and extent our new dual 
VLF-VHF lightning mapping technology and array. 
This sensor combines LANL’s unique VLF technology, 
which records and transmits over the internet the 
VLF waveform, with a new VHF mapping capability. 
Ten sensor units were built in FY08; an additional four 
sensor units were built this year.  During year one, we 
established a new sensor array in the New Orleans area.  
The array represents a new collaborative effort between 
LANL, Chevron, Nicholls State University, Louisiana State 
University, the Port Fourchon Authorities, the Associated 
Branch Pilots, and the Louisiana Universities Marine 
Consortium (LUMCON). During year two, we have added 
five new partners that host LANL lightning sensors: 
Louisiana Department of Wildlife and Fisheries, Town of 
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Jean Lafitte, Rotorcraft Leasing Co., LLC, U.S. Coast Guard, 
and the U.S. Fish & Wildlife Service.  During year 1 of our 
project we had several sensors destroyed by Hurricane 
Gustav; increasing station redundancy has been a key 
priority for this year.

New Hurricane Model with Electrification 
During year one, we developed the world’s first 
high-resolution hurricane forecast model with cloud 
electrification and lightning prediction.  This model builds 
on and extents the cloud electrification parameterizations 
developed at Oklahoma University (our collaborator) 
for extra-tropical thunderstorms.  We are excited to 
report that our hurricane model demonstrates the 
following important physical processes and validates a 
key scientific hypothesis of our  project.  We have used 
our new hurricane model with electrification to compare 
and contrast the intensification and lightning produced 
by a sudden burst of intense vertical convection in 
the eyewall of a simulated hurricane. Comparing the 
intensification and lightning produces by these eyewall 
“hot towers” of varying strength, we find that weak hot 
towers--which produce little intensification--produce 
negligible lightning, while strong hot towers produce rapid 
hurricane intensification and trigger a sudden burst of 
eyewall lightning.  This exciting result validates a central 
scientific hypothesis of our project that a sudden burst of 
eyewall lightning activity is associated with rapid hurricane 
intensification.  During year two, we have focused on 
studying the evolution of two Hurricanes--Rita and Katrina-
-by developing a new weather-forecast capability that 
implements accurate model boundary-conditions supplied 
from the National Weather Service database.  We are 
pleased to report that our model produces lightning rates 
that are consistent with our observations.  A particularly 
fascinating, and unexpected, outcome of this work, is 
that we have discovered that rainband location and 
information--retrieved from our unique LANL lightning 
data--can be incorporated as initial model conditions and 
improves forecast accuracy.

New Lightning Data Assimilation Scheme
We have made good progress this year, in developing 
the foundations of a new lightning data assimilation 
scheme.  One of the difficult challenges of lightning data 
assimilation is that lighting is not, in itself, a dynamical 
relevant variable.  Rather, it is a surrogate for the intense 
convection, which we would like to assimilate into our 
model.  As a first step in developing a lightning data 
assimilation scheme, we have focused on an important 
lightning surrogate: latent heating.  We have taken an 
extremely high-resolution data source--the EDOP air-borne 
dual-Doppler system that provides 2D wind fields--and 
processed this data into 3D latent heating fields.  We then 
assimilated this latent heating data into our hurricane 

model, and discovered that it greatly improves forecast 
accuracy.  The next step in this work is to develop a 
statistical relationship between lightning flash rate and 
latent heating, and then use this relationship to assimilate 
the lightning data.

Future Work
This project is motivated by our remarkable observations 
of abundant lightning activity in the eyewall of Hurricanes 
Katrina, Rita and Wilma that coincided with rapid 
intensification and that were observed by LANL RF sensors 
sparsely located over the Great Plains and Florida. Intense 
vortical convective towers in the hurricane eyewall are 
believed to trigger intensification; the new lightning 
channel mapping array that we will deploy on oil platforms 
in the Gulf of Mexico will provide a continuous eyewall 
monitoring capability that will reveal the formation, 
merger and decay of these vortical structures as seen in 
the evolution of their three-dimensional charge structure.  
We will build a new LANL hurricane model that assimilates 
our real-time lightning observations and lead the field 
in achieving success in the national challenge posed by 
NOAA:

“to demonstrate a 50% improvement in 48 hour hurricane 
intensity (wind speed) forecast errors using “advanced 
numerical models, novel methods of data assimilation, and 
improved observations.”

In summary our three major goals are:

Develop a new observational array of lightning sensors 1. 
along the Gulf of Mexico coast and on offshore oil 
platforms.

(Using this unique data source, develop a new 2. 
understanding of the vortical hot towers in the 
hurricane eye wall and the role of these towers in 
triggering intensification.

Demonstrate that assimilation of our unique lightning 3. 
data into a hurricane forecast model can produce 
a 50% improvement in 48 hour hurricane intensity 
forecast errors.

Conclusion
Our project will perform the first-ever real-time 3D 
mapping of convective events in the hurricane eyewall 
using a new lightning remote-sensing capability developed 
by LANL. We will use this new understanding and remote 
sensing capability to demonstrate that rapid hurricane 
intensification, the sudden large-scale transition of violent 
weather, can be accurately forecast using a novel model 
that assimilates real-time knowledge of critical small-scale 
processes--specifically, observations of violent eyewall 
convection provided by a hurricane lightning imaging 
system.  This new predictive capability of hurricane 
intensification will save lives and protect infrastructure 
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along the energy critical Gulf coast.
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Introduction
The DOE Office of Science envisions direct prediction 
of microbe behavior (response to stimuli) from a 
genome sequence, but is stymied by a lack of methods.  
Consequently, the DOE, DHS, NIH, and IC rely on slow, 
expensive empirical methods to determine the response 
of new strains and species to particular stimuli and to 
identify the genetics underpinning response. For example, 
knowledge of strain virulence is needed in biothreat 
risk assessment, but can only be estimated at present 
through slow, expensive animal studies.  Similar hurdles 
occur in bioenergy and waste remediation.  This creates 
an increasingly severe bottleneck as the accumulation of 
genome sequences (already >1000 partial or complete) 
greatly outstrips the capacity for experimental analysis.

To alleviate this bottleneck, we are developing a 
framework to predict bacterial response to stimuli by 
constrained extrapolation from experimentally well-
characterized model organisms.  This project exploits 
high throughput experimental biology and computation 
at LANL.  As a test system, we are focusing on the genus 
Burkholderia.  This genus contains species that impact 
biothreat, bioremediation, bioenergy, and public health 
missions of interest to DOE, NIH, and the IC.

The impact of our work will be similar to the impact of 
protein-structure homology modeling, which enables 
rapid functional analysis and redesign of proteins.  The 
project will lay the foundation for a new kind of homology 
modeling in which the response networks of model 
bacteria are experimentally characterized at key intervals 
across the bacterial domain and are used to interpolate 
responses from other genome sequences.

Benefit to National Security Missions
This project supports DOE missions in biothreat reduction, 
bioenergy, carbon management, and bioremediation by 
profoundly improving the capacity to decode and harness 
the capabilities encoded in microbial genomes.  This 
project targets a fundamental bottleneck identified by 
DOE Office of Science within the Life Sciences.

Progress
We are achieving our two major aims, namely 1) 
characterization of stimulus-response circuits in a model 
organism and 2) prediction of conservation of these 
circuits in increasingly distant organisms.  We have 
developed a rich resource of data, capabilities, new 
tools that support the general research community, and 
are beginning to uncover a series of significant research 
findings.  We are integrating all of these into a transition 
plan to expand LANL’s contributions to external 
programs benefiting public health and national security.  

We are making excellent progress in our first 
objective: characterizing gene regulatory circuits 
in a model organism.  We acquired 90% of the 
experimental data expected for this task and are 
on track to exceed our data acquisition targets. We 
acquired 160 gene expression profiles from our model 
organism grown under 20-40 growth conditions.  This 
provides approximately a 15-fold increase in data 
publically available and relevant to development of 
countermeasures for the biothreat agent Burkholderia 
pseudomallei and the public health threat, Burkhoderia 
cepacia.  In response to suggestions from an external 
review committee, we augmented our gene expression 
data by acquiring sets of time series measurements 
of gene expression and acquiring snapshots of gene 
expression via cutting-edge sequencing technology.   

We are currently mining our rich resource of gene 
expression data to reconstruct the major elements and 
architecture underlying regulatory networks in cells. 
For example, we have found that the gene expression 
data enables validation of 1) predicted locations of the 
“on/off switches”  (i.e. promoters) controlling gene 
expression, and 2) predicted operons (i.e. contiguous 
genes jointly controlled by one promoter).  With these 
architectural components, we are integrating data 
from a new capability established at LANL through 
this project—a technology to identify the specific DNA 
sequences recognized by bacterial regulatory proteins 
to modify gene expression.  With this technique, we 
discovered DNA binding sites for 8, thus far, of 20 major 
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regulatory proteins.  We are using the measured binding 
sites to predict sets of co-regulated genes and using 
the gene expression data for validation and refinement.  
Towards this end, we developed a stand-alone software 
tool that can process tens of thousands of predicted 
binding sites for a particular regulatory protein in a 
genome and identify the short list of genes most likely to 
be controlled by the regulatory protein.  With the entire 
compendium of information, we are making good progress 
reverse engineering a regulatory network for our model 
bacterium, Burkholderia thailandensis.  We have already 
made unexpected findings, such as linking type III secretion 
systems in our model organism (a system that exports 
virulence factors into host cells) with sets of proteins that 
were previously unknown to play a role in pathogenesis.  
With such findings, we are proceeding to our second 
objective:  predicting conservation of behavior in closely 
related pathogen genomes.

We solved a fundamental problem essential to extending 
regulatory networks to genomes from closely related 
species.  The current state-of-the-art for extension 
of regulatory networks between genomes is a simple 
comparison of gene inventories.  We have already 
completed a comparison of the gene inventory of our 
model organism with 20 genomes representing closely 
related species and will soon filter these results through 
our reverse-engineered regulatory network model (above).  
To move substantially beyond current state-of-the-art, 
we sought to add genome-wide comparisons of cis-acting 
DNA regulatory regions that control gene expression.  
These regulatory regions typically lie between genes 
(hence, “intergenic” regions).  We found that genome-
wide comparisons of conservation of intergenic regions 
are routinely precluded because the predicted boundaries 
of the intergenic regions are wildly inconsistent between 
genomes.  In other words, the input data are lousy.

We solved this fundamental problem by developing an 
algorithm to improve the consistency of gene boundaries 
among closely related genomes.  Using this algorithm, 
we improved consistency of gene boundaries among our 
test set of 21 genomes from 45% to 98% consistent.  We 
further developed this algorithm as a stand-alone software 
tool that can be broadly exploited by the external research 
community.  This achievement has enabled us to proceed 
to our major objective:  facile, genome-wide comparison 
of intergenic regions to predict cellular behavior based 
on conservation of gene regulation.  This major step is 
already indicated limits on the phylogenetic distance over 
which we can extrapolate behavior.   Although we are just 
beginning to exploit this advance, it clearly opens to the 
door to demonstrating the fundamental concept of this 
LDRD-DR project.

Future Work
Cellular behavior is determined by gene inventory and 
gene regulation.  Gene inventory defines a cell’s potential 

capabilities. Gene regulation determines which capabilities 
are actually used in various conditions.  Recent advances 
enable reverse-engineering of gene regulatory networks 
for a single genome.  The next logical progression is 
to translate regulatory networks from one genome to 
another. To date, the translation of networks between 
genomes has focused exclusively on comparisons of gene 
inventory.  The goal of this project is to develop a capability 
to predict regulatory networks in new genomes based on 
conservation of gene inventory as well as gene regulatory 
elements from a model system.

We are rapidly achieving our two primary aims:

Provide a detailed experimental characterization and 1. 
systems-level model of the response of a reference 
organism to a variety of external stimuli.  This is a low 
risk objective.  In this aim, we will obtain a regulatory 
network model for a bacterium that is relevant to 
biothreat reduction.

Extend a regulatory network model to infer the 2. 
response networks of organisms with similar genomes.  
This is an innovative component of the project, and 
builds on our combined expertise in experimental 
microbial physiology, network reconstruction, 
structural modeling, and bioinformatics methods.  
Extending (and validating) pathways from our model 
system to closely related genomes is a moderate risk 
objective.   As a higher risk objective, we will define 
the phylogenetic “radius of convergence”—the 
evolutionary distance over which a response network 
can be extended.

Our immediate tactical goal is to exploit our accumulated 
data to describe one or several stimulus-response circuits 
in the model organism, then predict conservation across 
multiple genomes as a proof-of-principle demonstration of 
our acquired capability. 

Our near-term strategic goals are to use the accumulated 
data to acquire external funding that expands our scope 
and deliver our rich trove of scientific findings and 
products to the external community to expand LANL’s 
contributions to public health and national security 
programs.

Conclusion
This project aims to create a fundamental capability that 
could transform comparative genomics and reduce the 
need for experimentation 10 to 100-fold, profoundly 
cutting costs and accelerating solutions to central problems 
in biosecurity, bioenergy, carbon management, and 
bioremediation.
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Introduction
The understanding and characterization of the 
fundamental processes of the function of biological 
systems underpins many of the important challenges 
facing American society, from the pathology of infectious 
disease and the efficacy of vaccines, to the development 
of materials that mimic biological functionality and 
deliver exceptional and novel structural and dynamic 
properties.   These problems are fundamentally 
complex, involving many interacting components and 
poorly understood bio-chemical kinetics.  We use the 
basic science of statistical physics, kinetic theory, cellular 
bio-chemistry, soft-matter physics, and information 
science to develop cell level models and characterize 
material properties of bio-mimetic materials.  Specific 
objectives are to determine how cell level processes 
such as response to mechanical stresses, chemical 
constituents and related gradients, and other cell 
signaling mechanisms.  These efforts may lead to the 
development of bio-sensors to detect hazards from 
pathomic viruses to chemical contaminants.  Other 
potential applications include the development of 
efficient bio-fuel alternative-energy processes and the 
exploration of novel materials for energy usages.  Finally, 
we use the notions of “coarse-graining,” which is a 
method for averaging over less important degrees of 
freedom, to develop computational models to predict 
cell function and systems-level response to disease, 
chemical stress, or biological pathomic agents.

Benefit to National Security Missions
This project supports Energy Security, Threat Reduction, 
and the missions of the DOE Office of Science through 
its far reaching efforts to accurately model biological 
systems at the molecular and cellular level with 
applications to biofuels, to novel sensors and to 
materials with broad use for energy or threat reduction.

Progress
Agent-based models were employed to describe 
numerous processes in immunology. Simulations 
based on these types of models have been used 
to enhance our understanding of immunology and 

disease pathology. We reviewed various agent-based 
models relevant to host-pathogen systems and discuss 
their contributions to our understanding of biological 
processes. We also described in the journal Information 
Sciences some limitations and challenges of agent-based 
models and encouraged efforts towards reproducibility 
and model validation.

We developed a theory of photon emissions from 
a single molecule driven by laser excitation. The 
frequencies of the fluoresced photons are explicitly 
considered. Calculations were performed for the case 
of a two-level dye molecule, showing that measured 
photon statistics will display a strong and non-intuitive 
dependence on detector bandwidth. Moreover, it is 
demonstrated that the anti-bunching phenomenon 
results from correlations between photons with well-
separated frequencies.  This work was published in 
Physical Review Letters.

Biochemical processes typically involve huge numbers 
of individual steps, each with its own rate constants. 
For example, kinetic proofreading processes rely upon 
numerous sequential reactions in order to guarantee 
the precise construction of specific macromolecules. 
In work submitted to Physical Biology, we study 
the transient properties of such systems and fully 
characterize their completion distributions. In particular, 
we provide expressions for the mean and the variance 
of the completion time. We find that, for a wide 
range of parameters, as the system size grows, the 
completion time behavior simplifies: it becomes either 
deterministic or exponentially distributed, with a very 
narrow transition between the two regimes. These 
findings suggest that one may not be able to understand 
individual elementary reactions from macroscopic 
observations, but that such understanding may be 
unnecessary.

Structures, dynamics, and stabilities of different sized 
cellulosic oligomers need to be considered when 
designing enzymatic cocktails for the conversion of 
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biomass to biofuels since they can be both productive 
substrates and inhibitors of the overall process. In work 
published in the Journal of the American Chemical Society, 
the conformational variability, hydrogen bonding, and 
mechanical properties of short, soluble cellulose chains, an 
example of which is shown in Figure 1, are investigated as 
a function of chain length. As the chain length is increased, 
the conformations of the oligomers become more rigid and 
likely to form intra-chain hydrogen bonds, like those found 
in crystals.

Figure 1. Structure of a cellulosic oligomer that needs to 
be considered when designing enzymatic cocktails for the 
conversion of biomass to biofuels since they can be both 
productive substrates and inhibitors of the overall process.

No simple model can accurately describe the melting 
behavior and breathing dynamics of double-stranded DNA 
as a function of nucleotide sequence. This is especially 
true for homogenous and periodic DNA sequences, 
which exhibit large deviations in melting temperature 
from predictions made by additive thermodynamic 
contributions.  We previously extended the nonlinear 
Peyrard-Bishop-Dauxois (PBD) model of DNA to include a 
sequence-dependent stacking term, resulting in a model 
that can accurately describe the melting behavior of 
homogenous and periodic sequences. Using comparison 
between experiments and our numerical simulations 
we showed that our extended PBD model will facilitate 
thermodynamic and dynamic simulations of important 
genomic regions and disease-related repeats. We also 
assessed the role of DNA breathing dynamics as a 
determinant of promoter strength and the transcription 
start sites (TSS). We designed a DNA promoter-
modification which experimentally demonstrated that: 
DNA dynamic activity at the TSS can be suppressed by a 
few long-range mutations that do not affect transcription 
factor binding-DNA contacts but repress the transcription. 
We used this effect to establish the separate contributions 
of transcription factor binding and DNA dynamics 
to transcriptional activity. Our results, accepted for 
publication in Nucleic Acid Research, argue against a 
purely “transcription factor-centric” view of transcription 
initiation, and suggest that transcription factor binding and 

breathing dynamic activity are both necessary for cellular 
gene transcription and are interdependent.
Nuclear pore complexes (NPCs) act as effective and 
robust gateways between the nucleus and the cytoplasm, 
selecting for the passage of particular macromolecules 
across the nuclear envelope. NPCs comprise an elaborate 
scaffold that defines a ~30 nm diameter passageway 
connecting the nucleus and the cytoplasm. To test whether 
a simple passageway and a lining of selective binding 
sites are sufficient for selective transport, we designed a 
functionalized membrane that incorporates just these two 
elements. We demonstrated that this membrane functions 
as a nano-selective filter, efficiently passing the complexes 
that bind selectively at the pore binding sites, while 
significantly inhibiting the passage of proteins that do not 
bind. This inhibition is greatly enhanced when transport 
factor is present. We showed that this artificial system 
faithfully reproduces key features of trafficking through 
the NPC, including the transfer of important transport 
factors. Our theory has been compared extensively with 
experimental data (via collaborators at Rockefeller Univ.). 
Of particular note is work published in Physical Review 
Letters on how the interaction of species within the 
channel can causing “jamming” and effect transport times.

We showed in work published in Molecular Systems 
Biology that the random fluctuations of cellular 
constituents (mRNAs Proteins, etc.) carry within them 
valuable information about the underlying genetic 
network. This ever-present cellular noise acts as a rich 
source of excitation that, when processed through 
a gene network, carries a distinctive fingerprint that 
encodes a wealth of information about that network. 
We demonstrate that in some cases the analysis of these 
random fluctuations enables the full identification of 
network parameters, including those that may otherwise 
be difficult to measure. This establishes a potentially 
powerful approach for the identification of gene networks 
and offers a new window into the workings of these 
networks.  

Phylogenetics is the study of the relationships among 
groups of organisms that are obtained by analyzing 
molecular sequencing data.  By using statistical methods, 
shown schematically in Figure 2, one can estimate the 
degree to which different organisms are related to each 
other in an evolutionary sense.  This has particular 
importance in on-going epidemics where the ability of, 
for example, viruses to evolve can determine the efficacy 
of treatments or vaccines.  In one study completed this 
year, we have been able to reconstruct specific events 
associated with an epidemic using the phylogenetic 
analysis of viral sequences.
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input file is a phylogenetic tree in Newick format. The taxa in the tree can be
divided into two groups, between which �d is calculated. The �d between the two
groups is calculated as the average genetic distance of group 2 to the root (d2)
minus the average genetic distance of group 1 to the root (d1) (Fig. 1). This
approach removes all errors in branch lengths prior to time point 1, since only the
time and distance between the two defined groups are used. Since the �d
between the groups can differ depending on how the tree is rooted, �d values for
all possible rooting points of the given tree are calculated. The tree rooted in a
way that gives a minimum P value, and thus the best separation of group 1 and
2 sequences, is scored as the best tree. This is calculated with Welch’s t test,
which is designed to provide a valid t test in the presence of unequal population
variances. The output file gives �d, P values, and variances for not only the
best-scored root of the tree but all possible rooting points in the given tree. An
additional group in the tool is the discard group, where sequences not desired in
the rate calculation can be put. In this way, taxa in one phylogenetic tree can be
rearranged between groups and reanalyzed in several different ways. The root-
and-rate-optimization tool is fast and easy to use. It will be available on the Los
Alamos HIV-1 sequence database homepage (www.hiv.lanl.gov).

Evolutionary rate calculations. Sequence evolution follows a Poisson process
(68). Thus, the average evolutionary rate (R̂) in each of the six different epidem-
ics studied here was estimated using Poisson error correction such that

R̂ �
� R/�var�R��2

� 1/�var�R��2

where R is the evolutionary rate, R � �d/�t, calculated for an individual maxi-
mum likelihood tree, and var(R) is the expected Poisson error in that evolution-
ary rate. �d is the delta distance from the root and rate optimization, and �t is
as described above. The error is given by the following equation:

var�R� � ���v1 � v2�
1

�t2 � �d2/�12�t2��
where v1 is the variance of group 1 distances and v2 is the variance of group 2
distances, as calculated by the root-and-rate-optimization method. This ap-
proach corrects for the greater error found in rates from samples collected closer
in time to each other. The confidence interval (95%) for R̂ was calculated from
100 replicates derived by resampling R with replacement at the same sample size
as that for the original data in each epidemic.

Tree simulations. To test our root-and-rate-optimization method, we simu-
lated trees with different amounts of information to cover the situations that we
encountered in the real data. Random trees with 40 taxa, 20 at sampling time 1
(t1) and 20 at sampling time 2 (t2), were generated using MacClade (version 4
[analysis of phylogeny and character evolution]; W. P. Maddison and D. R.
Maddison, Sinauer Associated, Sunderland, MA). Branch lengths were scaled to
reflect an expected �d (�dexp) between t1 and t2 between 0.001 and 0.1 substi-
tutions site�1, and the fraction of the tree with this distance was 0.2, 0.5, or 0.8.
A Poisson error process was used to get realistic branch lengths, assuming a
sequence length of 1,000 characters. For each expected rate and tree fraction,
100 simulations were performed (3,300 trees in total).

BEAST analyses. In order to further validate the results generated by root and
rate optimization, we also estimated the evolutionary rates of HIV-1 subtype A1
from the FSU and Africa by using Bayesian Evolutionary Analysis Sampling
Trees (BEAST), a program for Bayesian Markov Chain Monte Carlo analysis of
molecular data (BEAST v1.4; A. Drummond and A. Rambaut [http://evolve.zoo
.ox.ac.uk/beast/]). The substitution rates were generated using a general-time-
reversible substitution model with gamma distribution and invariable rates
among sites, with Markov Chain Monte Carlo runs of 50,000,000 steps sampled
every 1,000 steps and analyzed with Tracer (A. Rambaut and A. J. Drummond
[http://evolve.zoo.ox.ac.uk/software.html?id�tracer]) with a discarded burn-in of
10%. Since the number of sequences in each epidemic was too large to analyze
simultaneously, 50 sequences from each epidemic were randomly sampled 10
times and the average evolutionary rate was estimated for each epidemic. In
addition, both datasets were tested using three different clock models available
in BEAST 1.4: the strict clock, the relaxed uncorrected exponential clock, and
the relaxed uncorrected lognormal molecular clock (13). Furthermore, two dif-
ferent a priori assumptions for population growth were used, coalescent constant
size and coalescent exponential growth.

Modeling different HIV-1 epidemics. We developed a structured epidemiolog-
ical model to investigate differences in the evolutionary rates in fast epidemics
and in slow epidemics. The model is an abstraction of the complex processes
involved in transmission of HIV, using a standard susceptible-infected-popula-
tion model to track the infection in different population groups (7). At each time
point, we are interested in calculating the average divergence since the start of
the epidemic across all infected individuals. Thus, we simulated a structured
population where infected individuals are stratified by the divergence (since the
beginning of the epidemic) of the infecting virus and the time since the individ-
ual’s infection. For instance, at any given time, we know the number of individ-
uals (Ixy) who were infected by a virus that had diverged for y (say, 3) years before
infection and who themselves have been infected for x (say, 2) years. For this
group, the virus has diverged for 5 (x � y) years since the beginning of the
epidemic. We then follow the transitions occurring among the infected groups
(different x and y values) as time goes by and new infections arise. For each year
of the epidemic, the equations that describe the epidemic are as follows:

dS
dt

� � � �S � S�
x,y

�xIxy

dI0y

dt
� S �

y� � x � y

�xIxy� � �xI0y

dIx,y

dt
� ��xIxy for x � 0

Here, � is the influx of new susceptibles (S), which was chosen as � � S0, where
� is the natural mortality (0.001 year�1) and S0 is the susceptible population at
the start of the epidemic. �x is the infected-individual death rate, which depends
on the time since infection (x) and is set as in reference 11. And �x is the infection
rate, which during the initial 6 months of the infection is 10 times higher for drug
users than for heterosexual transmission (10�4 year�1 per person early on for
drug users and 10�5 year�1 per person for heterosexual transmission throughout
and also for drug users after the first 6 months). In addition, we tested a situation

FIG. 1. Root and rate optimization. The distance (�d) between two
groups of sequences is optimized by a t test finding the best rooting point
in a phylogenetic tree. �d is calculated by d2 � d1, where d2 is the average
distance of group 2, and d1 is the average distance of group 1, from the
rooting point of the tree. The sequences are separated by a �t.
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Figure 2. Schematic illustration of the statistical construction of a 
phylogenetic tree from genetic sequence data. 

Demographic models built from genetic data play 
important roles in illuminating prehistorical events. We 
introduce, in a paper submitted to PLoS Genetics, an 
inference method based on the spectrum of genetic 
variations within and between populations. For candidate 
models we numerically compute the expected spectrum 
using a diffusion approximation. As applications, we model 
human expansion out of Africa and the settlement of the 
New World, using non-coding DNA resequenced in 68 
individuals from 4 populations. 

Future Work
We will characterize complex biological and soft materials 
and to study complex biological systems through 
theoretical and computational approaches with the 
following specific objectives:

Study the mechanisms of adaptive immune responses 1. 
to infection or vaccinations at the molecular level 
by modeling the responses triggered by cell-surface 
receptors, such as antigen-recognition receptors, and 
study the molecular mechanisms of virulence factors 
that interfere in immune response.

Explore artificial thin-film materials for purposes such 2. 
as biosensor design, characterization of membrane-
protein interactions, and constructing spatial arrays of 

proteins and other materials with desired patterns.

Develop comprehensive models of cellular systems, 3. 
such as genome-scale metabolic and genetic 
regulatory networks in bacteria, for the purposes of 
metabolic engineering or design of synthetic cellular 
regulatory systems that yield cells with desired 
behavioral properties.

Pursue studies, particularly of cellular information 4. 
processing, that take advantage of large datasets and 
account for stochastic and spatial effects.

Develop multi-scale, tissue-level models based 5. 
on cell dynamics, cell-cell interactions, and cell-
microenvironment interactions, e.g., study bio-film 
formation, tissue response to viral and bacterial 
infections, tissue permeability to biological and 
chemical agents.

Conclusion
By building accurate models of how molecular processes 
interact within a cell to create cell specificity and function, 
scientists can begin to manipulate those functions for new 
applications.  A specific example is designing an efficient 
biological biomass conversion process that could help 
address energy sustainability issues. Other implications 
of our work include better predictability of the spread of 
contagious disease and the design of effective vaccines for 
such diseases.  Using these biological systems and their 
models as a basis, we can design new materials that mimic 
the function of membranes, vesicles, and muscle.
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Introduction
Mycobacterium tuberculosis, which causes tuberculosis 
(TB), has ravaged mankind for several thousand years 
and claims over 4000 lives worldwide every day. TB 
infections are increasing, particularly in Africa and 
Eastern Europe, and the World Health Organization 
estimates that ~2 billion people are infected.  HIV/
AIDS is estimated to infect 33 million people.  Despite 
therapies,  more than 2 million people die of AIDS each 
year.  While the characteristic patterns of mutations 
that confer resistance to specific classes of HIV drugs 
are known, those associated with TB drug resistance are 
still being mapped. There is no information about the 
genetic diversity of primary TB infections, evolutionary 
processes leading to acquired multiple drug resistance 
are poorly characterized, and the impact of HIV co-
infection on genetic diversity is unknown. Further, key 
virulence factors are not well known and for those 
that are known, research tools (e.g., antibodies) do 
not exist to characterize them.  In this study, we have 
begun characterizing the genetic diversity in initial 
HIV infections.  We hope to track the evolution of 
both HIV and TB as a function of treatment using new 
pyrosequencing methods that allow rapid and extensive 
sequencing. We will better understand the acquisition 
of genetic markers of drug resistance, and facilitate 
the development of new diagnostic approaches. These 
approaches will permit early diagnosis and help track 
virulence factors to guide drug treatment. Ultimately, 
we will apply the diagnostic and genetic analysis tools 
developed in the initial phases of the project for each 
pathogen separately, to better understand HIV-TB co-
infections. 

Benefit to National Security Missions
We are developing new methodologies for diagnostics 
and genomics applied to both a rapidly evolving 
virus and a bacterial genome. These could be readily 
transitioned to apply to a broad spectrum of other 
pathogens, addressing Threat Reduction, human health, 
and basic science missions relevant to DOE, DHS, 
and other government agencies. LANL has a strong 
foundation in the analysis of HIV pathogen genetic 

diversity, and the development of detection assays for 
TB and other agents.  We are building on this foundation 
to develop new detection methods for drug resistance 
and pathogenesis and disease progression, and improve 
our understanding of the associated biological and 
evolutionary processes.

Progress
We have developed an assay for a TB biomarker called 
LAM, and have shown that its presence in patient urine 
is directly correlated with disease. During the course of 
these studies we discovered a new assay approach for 
measuring LAM as well as other biomarkers for TB. This 
new approach relies on partitioning of the biomarker 
into supported lipid bilayers, followed by detection using 
a reporter ligand that binds to an exposed region of the 
biomarker and signals its presence. This new approach 
provides an ultrasensitive assay for LAM and ESAT-6, two 
virulence factors for TB,  and also works for many other 
biomarkers for human bacterial infections and cancer.  
The results obtained to date have resulted in two 
provisional patent applications. We have also received 
patient samples (serum and urine) that can be used 
to follow the evolution of biomarker concentrations 
as a function of the disease progression as well as 
therapeutic intervention. These patient samples are 
from the Masan TB hospital in South Korea and they 
represent samples from patients with drug sensitive 
and drug resistant TB but with no co-infection from HIV. 
Analysis of these patient samples will provide the basis 
needed for future studies of samples from co-infected 
patients. 

Many of the biomarkers we have studied in the context 
of TB are shared by Mycobacterium bovis, the causative 
agent of tuberculosis in cattle, an important national and 
international problem. Preliminary results show that our 
new membrane-based assay can be extended to bovine 
TB, resulting in initiation of New Mexico Small Business 
Assurance and State of New Mexico funded research 
projects. We are currently preparing manuscripts on this 
work and a patent disclosure has been filed.

We are making progress with the mass spectroscopic 
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characterization of TB biomarkers, hoping to extend our 
marker discovery and validation work with these methods. 
Also, we have had some success with the development of 
antibodies to identify one TB biomarker, Antigen 85. This 
is extremely important because Antigen 85 is a virulence 
factor for which good recognition ligands are currently 
unavailable, limiting its application to diagnostic and 
therapeutic strategies.

LANL has historically been the leading edge of efforts to 
sequence the human genome and complete bacterial 
genomes. Here we are working to extend LANL’s 
capabilities to the study of highly variable and rapidly 
evolving pathogens, (in contrast to single bacterial 
genomes), using high-throughput sequencing technology.  
Our first DR project in this area was to develop analysis 
methods to study the evolutionary trajectory of the 
emergence of drug resistance within HIV-infected 
individuals. We initially focused on the drug vicriviroc, that 
blocks HIV entry (Tsibris, PLoS One, May 2009 4:e5683).  
The new methodology allowed an unprecedented view of 
within-patient HIV diversity, with between 25,000–140,000 
sequences obtained per sample. We developed a strategy 
to contend with experimental error, and observed 
extraordinary within-patient diversity in chronic infection 
prior to therapy. Extreme and rapid shifts in viral 
populations were observed, with unexpected increases in 
diversity over the first weeks of therapy. 

In this second study, our experimental group in B-division 
developed the capability to conduct the 454 ultra-
deep sequencing, while the T-division group improved 
computational methods for data cleanup and analyses. 
While further developing the methodology, we studied 
another critical biological scenario, the emergence of 
immune escape during acute HIV infection. HIV was 
sequenced from three newly infected individuals over 
time to study the earliest evolution of the virus in regions 
targeted by the human T-cell immune response.  While 
the overall rate of sequencing errors using 454 technology 
is comparable to the natural substitution rate, the 
predominant errors are of a different nature.  This allowed 
us to identify and resolve most of the experimental 
errors. Once the data was cleaned up, complex patterns 
of selection were observed, and dozens of different 
immune escape forms were found to be co-circulating in 
the infected individual. In some samples, this diversity 
collapsed later with the outgrowth of one of these 
forms. We currently have a manuscript in preparation 
describing this work, and a new suite of tools for analyses 
of ultradeep sequences have been developed. We have 
also now shown, base on up to 40,000 HIV sequences from 
a single sample, that HIV infection indeed appears to be 
established by a single transmitted virus. 

The enormous amount of sequence data from early 
homogeneous samples also allowed us to model the 
substitution rates per generation in vivo directly. Since 

standard coalescent programs have not been designed 
to handle this quantity of data, we have developed the 
required statistical techniques for analysis. We have found 
that the substitution rates in vivo varies among subjects, 
and may be larger than the mutation rate estimates used 
by HIV scientists for the last decade.

We have also completed 454 ultradeep sequencing of 
simian immune deficiency virus (SIV) in macaques in an 
analogous study to the HIV acute infection study. The 
SIV macaque model allows more comprehensive and 
controlled data acquisition to inform our understanding of 
early infection. We also have in the pipeline a data set that 
will enable us to explore the acquisition of drug resistance 
to tenofovir, an antiretroviral drug that is being tested in a 
South Africa to see if it can prevent sexual transmission of 
HIV when applied in a gel. 

Future Work
We will continue to characterize diversity in primary HIV 
and TB infections and track and model evolution as a 
function of treatment to gain understanding regarding the 
acquisition of genetic markers of drug resistance and the 
underlying biology. This will facilitate the development of 
new diagnostic approaches to permit early diagnosis and 
also help track virulence factors to guide drug treatment 
and to better understand HIV-TB co-infections. High 
throughput sequencing studies will also be performed on 
longitudinally collected samples of infected TB patient 
samples (~ 8), allowing us to model the evolution of TB and 
resolve the basic parameters that impact the acquisition of 
drug resistance.  To this end, we are currently negotiating 
a possible collaboration with scientists at Harvard, and 
in Durban, South Africa.  Through the study of HIV and 
TB, we will help shape the cutting edge of this new 
technology, while working on pathogens of the utmost 
importance with respect to public health. Urine from 
infected TB patients will be analyzed for the presence 
of known and likely TB-specific biomarkers using mass 
spectrometry. Furthermore we will develop ligands that 
bind to these biomarkers for assay development. Sensitive 
and specific immunoassays and oligonucleotide probes 
for the simultaneous detection of multiple markers will 
be developed using both the waveguide-based optical 
biosensor and a nanotechnology biobarcode-based 
amplification diagnostic method. We will apply what 
we learn to better understand how HIV co-infection 
impacts TB’s evolutionary trajectory with regard to rapid 
emergence of drug resistance and death.

Conclusion
The WHO designates TB and HIV/AIDS as 2 of the 3 most 
deadly diseases confronting mankind. These pathogens, 
each deadly in its own right, operate synergistically, 
and HIV-induced suppression of the immune system 
allows activation of latent TB, leading to progressive, 
contagious, and drug resistant TB. The biology underlying 
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the interaction between these two pathogens is not 
understood. We are applying and developing new 
technologies that enable identification of markers of 
disease progression for TB, designing diagnostics for HIV 
and TB drug resistance and progression, and studying 
the evolution of these two pathogens in infected and co-
infected individuals.
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Introduction
DOE’s goal of harnessing biological systems for 
renewable energy production and carbon sequestration 
is frustrated by our limited understanding of cellular-
level metabolic regulation.  Decades of reductionist 
scientific approaches failed to provide solutions; it is 
now clear that cells are complex systems with diverse 
metabolic control mechanisms and these control 
mechanisms must be understood to develop biological 
solutions to these problems. Measurements of cellular 
constituents (transcriptome, proteome, metabolome, 
etc.) and advances in network modeling have revealed 
a higher level of regulatory complexity than previously 
appreciated. Control is exerted at all functional levels, 
including DNA methylation, transcription, translation, 
post-translational modification and protein activity. 
Control of these functions is carried out by diverse 
classes of molecules, such as DNA, RNA, proteins, and 
metabolites.

 To understand and ultimately to harness living systems 
for renewable energy production, carbon sequestration 
and environmental remediation, we must a) know 
the functions of cell parts, b) assess the roles that 
the cell parts play in operational networks (i.e., RNA, 
protein, and metabolite networks), and c) decipher how 
control processes are integrated within and between 
these operational networks. Much progress has been 
made on characterizing the functions of cell parts and 
their operational networks. However, we do not yet 
understand how their networks are integrated. Proof 
of this lack of knowledge is our failure over the past 
two decades to optimize cells for over-production of 
any chemical. This problem will be particularly acute in 
engineering organisms to produce massive amounts of 
biofuels or to maximize carbon sequestration. 

One of the least understood but critical integrating 
functions in the cell is the transcription factor (TF)-
mediated regulation of gene expression. TF-mediated 
regulation allows cells to respond to environmental 
changes and yet control cellular metabolism to maintain 
their homeostasis and to survive. It is this ability of cells 

to over-ride the disruption caused by environmental 
challenges that confounds our ability to truly optimize/
engineer organisms for industrial/practical purposes 
(e.g., production of biofuels, carbon sequestration, 
chemical or drug synthesis). TFs regulate the expression 
of sets of genes, called regulons, which are composed 
of sub-groups of genes termed operons.  TFs bind to 
specific DNA sequences upstream of the regulated 
gene(s) and either induce or repress gene expression.  TF 
recognition and binding to a particular DNA sequence is 
modulated by the binding of a small-molecule effector 
to the TF.  

The binding of an effector by the TF alters the TF’s 
conformation.  The conformational change alters 
the affinity of the TF-effector complex for the DNA 
sequence. This mechanism, termed allostery, is 
widely used by biological systems to modulate protein 
function; it is especially valuable in sensing/response 
systems because it allows a few components to respond 
appropriately to numerous signals. The conventional 
view of TF-effector complexes has been that they are 
simple “On/Off” switches. We believe that their activity 
is far more complex, but experimental difficulties 
have thus far hindered progress in characterizing their 
regulatory activity. Only a few effector molecules have 
been identified and little quantitative information is 
available about their binding with TFs.  

More importantly, the complexity and sophistication 
of effector-TF interactions has been overlooked.  Our 
work suggests that TFs can act as sophisticated signal 
processors, not merely as “On /Off’ switches because 
they can bind multiple effector molecules. Multiple 
effectors with similar binding affinities for a TF interact 
with the TF and potentially generate a complex set of 
effector-TF complexes. These various complexes, with 
their respective, complex conformational changes likely 
have complex influences on gene/operon expression. 
For example, the different effectors could induce TF 
conformational changes that fundamentally change 
the recognition specificity and affinity, allowing the TF 
to bind to different DNA sequences. The literature on 
expression repeatedly observes  “regulatory noisy.” Our 
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proposed model of TF-effector activity is a very plausible 
explanation for this “noise.”

The major objectives of the project are to identify DNA 
recognition motifs and small molecule effectors for as 
many transcription factors (TFs) as possible from a list of 
125 TFs that are common to the Burkholderia genus. We 
are on track to achieve our milestones. 

Benefit to National Security Missions
Our progress formed the basis for a preproposal 
submission to DTRA this fall on the potential for 
transcriptional regulators to become targets for a next 
generation of antimicrobial drugs; the need for these new 
drug targets has been identified as a critical need by the US 
Department of Defense. The work also directly supported 
and strengthened LANL’s submission for an Algal Biofuels 
Center for DOE Energy Efficiency and Renewable Energy.

Progress
The first steps in achieving these objectives are TF gene 
cloning and TF protein purification. We completed the 
laborious, multistep process of cloning the first 30 of 
125 transcription factor genes from the bacterium, 
Burkholderia xenovorans, into a protein expression vector 
in E. coli. We amplified the remaining 95 TF genes and 
purified the amplified DNA in preparation for cloning. We 
began protein purification of the first 30 cloned TFs for 
effector binding assays and DNA binding assays. We will 
are continuing to clone the remaining 95 transcription 
factors.  

Another major step is the development of TF-binding 
microarray optimized for microbial TFs.  We have designed 
such a TF-binding microarray; it includes all (6-mer half-site 
– gap – repeat) sequences, where the gap is from 0-26 bp, 
and the repeat is either the direct or palindromic 6-mer 
half-site.  The design has been printed on arrays that have 
been received by the Bulyk lab; these arrays will be tested 
using protein provided by LANL. 

To compliment and extend the value of the microarray we 
are developing a computational method for predicting TF 
binding sites that incorporates not only chemical binding 
information but also structural information. To evaluate 
our method, we designed metrics for benchmarking our 
method against other commonly used methods. Using 
experimental data for Fis binding to DNA, we find that 
our method correctly predicts Fis TF binding sites with 
an accuracy that exceeds that of the other methods 
with significantly fewer false positives. We are designing 
experiments to validate selected TF binding site predictions 
obtained with our computational method. 

Discovering the small molecule effector is experimentally 
difficult if it is done without any insight into its structure.  
To aid this process, we have created a prototype web-
based tool to allow us to capitalize upon conservation of 

genome structure or organization that can be revealed 
by examining the genomic context of the target TF gene 
across several hundreds of microbial genomic sequences. 
This tool finds clusters of structural genes located in 
close proximity to the TF; these clusters are thought 
to be functionally associated with the TF and thus can 
potentially offer insights into the regulon controlled 
by the TF. For example, this tool places the unknown 
TF, yafC , within a cluster of proteins involved in the 
detoxification of methylglyoxal by the glyoxylase system. 
The enzymes methylglyoxal reductase (EC. 1.1.1.78) 
and hydroxyacylglutathione hydrolase (EC 3.1.2.6) and 
several acyl-carrier-proteins are found in the genomic 
neighborhood of TF yafC in a set of bacteria. Thus we 
provisionally assigned TF yafC as regulating the metabolism 
of methylglyoxyl and thus we can now test methylglyoxyl 
and other pathway intermediates as potential effectors 
this TF. 

Future Work
We will characterize additional TFs and identify their 
effectors. We will identify the DNA binding sites for 
characterized TFs. When practical, we will associate the TF 
with the metabolic pathway(s) it is regulating.

Conclusion
To realize the Department of Energy goal of utilizing 
biological organisms for renewable energy and carbon 
sequestration, we must know the functions of the 
operational cellular networks and how control is 
integrated within and between networks. We do not 
understand how these networks are integrated to regulate 
metabolism. This project focuses on the critical but poorly 
understood roles transcription factors play in regulating 
and coordinating gene expression with the cells metabolic 
status. The major objectives of the project are to identify 
DNA recognition motifs and small molecule effectors for 
as many transcription factors (TFs) as possible from a list 
of 125 TFs that are common to the Burkholderia genus. 
We are on track to achieve our milestones. We have 
cloned the first 30 of our 125 target TFs and established 
purification methods for TFs. We have developed and 
refined the necessary high throughput assay to discover 
and characterize the small molecule metabolite effectors 
of each of the TFs and begun screening for effectors. 
We created a web-based tool to examine the genomic 
context of the target TF gene across hundreds of organisms 
to assist discovery of the effectors; using this tool we 
provisionally assigned TF yafC as regulating the metabolism 
of methylglyoxyl. Finding the pathway regulated by the TF 
was an unexpected benefit of the work. We have improved 
prediction of TF DNA binding sites by utilizing chemical and 
structural information. 
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Abstract
Computer simulation models allow a water resource 
manager to test “what if” type of questions and exam-
ine the response of water resources to environmental 
changes. Los Alamos National Laboratory (LANL) used 
the watershed model, triangular integrated network 
Real-time Integrated Basin Simulator (tRIBS), in col-
laboration with New Mexico Tech University to simulate 
river basin response. LANL’s brings its capabilities in high 
performance computing to the problem of simulating 
river basin water resources providing faster solutions. 
The tRIBS code was adapted to the LANL parallel com-
puting machines, and results found that speed increased 
by five times for 32 processors over a single processor. 
The Rio Ojo Caliente was designated as the test basin for 
this project. The Rio Ojo Caliente had a die-off of pine 
trees in the early 2000’s that provided an opportunity 
to examine the effects of this environmental change on 
the basin water resources. The simulation required data 
on weather for the period, soil properties and vegeta-
tion data. Collaborative work with Texas A&M Univer-
sity developed a novel approach to estimate tRIBS soil 
parameters using available properties. Vegetation was 
estimated using remote sensing data for the period from 
1989 – 2007 to include the time when the vegetation 
die-off occurred. The LANL Ponderosa Pine site provides 
high quality data on surface runoff and subsurface water 
balance components to test tRIBS performance in these 
environments increasing our confidence in its applica-
tion. LANL collaborated with the National Science Foun-
dation Science and Technology Center for Sustainability 
in semi-Arid Hydrology and Riparian Areas (SAHRA) on 
application of models to water resources problems, and 
found that framing the question is a critical requirement 
for successful resolution. This project supports LANL’s 
mission in Energy Security focusing on the environmen-
tal impacts of climate change.

Background and Research Objectives
Environmental decision makers require tools to un-
derstand the responses of human and natural systems 
along with the feedback between these two systems. 
Computer simulation models provide information that 

allows decision makers to forecast and understand how 
the environment behaves. The other alternative to 
computer modeling is data collection, but it is very dif-
ficult to collect the necessary measurements to evaluate 
the system behavior in space and time. The hydrologic 
or water component is critical to solve environmental 
problems because geologic material and chemicals are 
transported by water.

Loague and VanderKwaak [1] have provided a brief re-
view of watershed simulation models, and two basic 
types, empirical and conceptual, emerge. Empirical 
models are useful and work when the same conditions 
occur as when the model parameters were estimated. 
The concern is that both the representation of hydro-
logic processes and associated parameter values lose 
their physical meaning in empirical models because of 
these models depend on the collected data to estimate 
parameters. Conceptual models use basic knowledge of 
physical processes to derive the functional forms for the 
hydrologic processes. Parameters for these functions are 
based on knowledge of the physics of the system being 
simulated and the range that these parameter values 
can take in nature. This knowledge represents an advan-
tage over the empirical models, but other issues arise 
with conceptual models especially measuring of the spa-
tial variabilities of these parameters over the landscape.

The goal of this project was to apply LANL’s high perfor-
mance computing capability to simulate the water cycle 
in semi-arid river basins using a conceptual watershed 
model. Other efforts are ongoing to address these water 
resources issues, but the uniqueness of this research 
over these ongoing efforts was the increased spatial and 
temporal resolution that was made possible by LANL’s 
computing resources.

The triangular integrated network Real-time Integrated 
Basin Simulator (tRIBS) is the watershed model that 
was used in this project [2]. LANL developed a version 
of tRIBS that ran on parallel computers. Data were de-
veloped from existing sources to apply this computer 
model to the Rio Ojo Caliente Basin in New Mexico. We 
were unable to complete the simulation, but we did 
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make significant strides in terms of developing the model 
and data for this simulation.

Scientific Approach and Accomplishments
The modification of the tRIBS code to run on LANL’s 
parallel computers is a necessary step to attain the 
computer speeds needed so that results are provided 
in a timely manner. Using a test problem from the 
original tRIBS development because we knew the correct 
answers, the time to complete the simulation on different 
numbers of computer processors is shown in Figure 1. 
The results in Figure 1 indicate that a five times increase 
in computational speed can be obtained using parallel 
computers for these problems. It is noted that the example 
problem in Figure 1 was small in terms of the number of 
computational nodes, and the increase in speed may be 
even higher for problems on larger watersheds.

Figure 1. Performance of tRIBS for different processors on test case.

The basin for application of tRIBS is the Rio Ojo Caliente 
in northern New Mexico (Figure2). The basin is broken 
into elements, nodes and triangles for tRIBS. In Figure 2, 
the tRIBS description of the Rio Ojo Caliente is described 
by 261,956 triangles and 132,051 nodes for the selected 
resolution. The Rio Ojo Caliente was subject to rapid 
vegetation change in the lower part of the basin during the 
drought that occurred in the early 2000’s and shown as 
the orange area in Figure 3. This vegetation change event 
presents an opportunity to determine the effects of these 
types of changes on water resources in the basin. The 
lower 30 percent of the basin was impacted by the loss 
of pine trees during this drought period. Our goal was to 
evaluate the impact on water balance components such 
as soil water, groundwater, and snow accumulation and 
melt after this vegetation change occurred. Therefore, 
we collected from available sources the required data to 
simulate the 1995 – 2004 period.

Figure 2. The Rio Ojo Caliente Basin in New Mexico with 
information for application of tRIBS.

 

 
 

Figure 3. The loss of trees in the Rio Ojo Caliente Basin 
represented by the orange shaded area provides an opportunity 
to examine the impacts on the water balance in the basin.

A critical data set is the weather variables that drive 
the tRIBS code. The University of California at Irvine has 
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generated a set of weather data for the southwestern 
U. S. on a 4 x 4 km grid [3]. We extracted for the Rio Ojo 
Caliente the weather data extracted for the 1995 – 2004 
period overlapping the period when the vegetation change 
occurred on the Rio Ojo Caliente Basin. 

In addition to the weather variables, parameters are 
needed for soils and vegetation for each tRIBS node. The 
Pedo-Transfer Functions (PTFs) approach to estimating 
soil parameters uses available or easily measured soil 
properties such as soil texture or percentage of sand, 
silt and clay particles in the soil to provide required soil 
parameters for the model. Most previous PTF studies, 
however, derive these soil properties and parameters at 
the same scale or size as the sample was obtained for the 
input data. This presents a problem in model applications 
because the area represented by a tRIBS node may be 
much on the order of meters to 100s of meters while 
the sample is collected 10 centimeters. To address this 
mismatch, a collaborative effort between Texas A&M 
University and LANL developed a Bayesian framework to 
estimate key soil properties and parameters including a 
measure of the error at the local scale using PTFs trained 
with coarser scale United States Department of Agriculture 
Soil Survey Geographic (SSURGO) Database soil data [4,5]. 
The Bayesian method allows available information to 
be included in the parameter estimate. A PTF tool with 
training and confirmation data collected in two different 
regions in USA was developed. The two study areas are 
the Las Cruces Trench site in the Rio Grande basin of New 
Mexico [6], and the Southern Great Plains 1997 hydrology 
experimental region in Oklahoma [7]. The PTF for each of 
the two locations was trained using soil texture and bulk 
density data from the SSURGO database (scale 1:24,000). 
Then the PTFs predicted the soil water contents at selected 
values of soil water pressure using data collected at the 
two experimental sites previously listed. The resulting 
outputs were corrected for errors using either a linear 
or nonlinear correction technique. The results revealed 
good agreement between the soil water content values 
measured at the point scale, and those predicted by the 
Bayesian-based PTFs for both the study sites [4,5].

Remote sensing is the most practical method to assess 
vegetation change and to provide vegetation parameters 
for tRIBS. The remote sensing measurement that we used 
to identify vegetation for this study was the normalized 
vegetation difference (NDVI) defined by ratios of bands 
from the Advanced Very High Resolution Radiometer 
(AVHRR), which is on a satellite. The NDVI is a measure 
of the photosynthetic capacity, which is related to the 
amount of green vegetation within the remote sensing 
image. Scenes from AVHRR are available approximately 

every two weeks, and the quality of the images depends 
on the atmospheric conditions such as clouds. Available, 
bi-weekly images beginning in 1989 were analyzed for the 
Rio Ojo Caliente, and the NDVI trend is presented in Figure 
4. The red area in the center of Figure 2 along with the 
downward trending mean NDVI line indicates the major 
drought period. The post-drought period indicates a rapid 
response in vegetation, but this is herbaceous vegetation 
such as forbs or grasses that come into the area after the 
trees have died.
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Figure 4. Mean NDVI trend for the Rio Ojo Caliente watershed for 
the period 1989 to 2007 indicating the period of Pinyon mortality 
in early 2000s.

The vegetation change on the Rio Ojo Caliente can be seen 
in Figure 3. The heavy black line is the outline of the basin, 
and the colors represent elevation with white being the 
highest areas. The orange shading over the lower part of 
the basin was derived from remotely sensed images and 
indicates the area that experienced a decrease in NDVI, 
which is assumed to be Pinyon mortality. It is key to note 
that the mortality is located in the lower elevation zones, 
consistent with Pinyon and Juniper woodlands. Data 
were developed using the NDVI to track the changes in 
vegetation over the simulation, and these data were put 
into tRIBS.

Model testing is critical to demonstrate that the model 
responds correctly or at least within bounds that have 
been identified in advance and provide confidence for the 
model application. The term validation is used to describe 
this activity, but there has been considerable controversy 
about whether models of earth systems can be validated 
so the term model testing is applied here. In the past 
watershed models have been tested against streamflow 
usually at a point and perhaps a number of groundwater 
wells. The limitation is that with distributed models and 
only a single test point that integrates many processes 
such as streamflow there is sufficient flexibility in the 
model that a number of fits to the data can be obtained. 
It has been shown by Beven [8] that many different 
parameter sets can provide an equally good representation 
of the test data. This result does not generate any 
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confidence in simulations. The goal here is to provide 
some spatial data to help in fitting the model so that the 
solutions are more reliable.

Mean daily streamflow from the U.S. Geological Survey 
(USGS) gauge located at La Madera, New Mexico ( ), which 
has been in operation since 1932 was available for this 
study.

Distributed models need spatial data for model testing 
much as time dependent models need a time series. 
Model testing data sets are being developed by studies 
in the Rio Grande Basin, which are part of the National 
Science Foundation Science and Technology Center for 
Sustainability in semi-Arid Hydrology and Riparian Areas 
(SAHRA). Information on SAHRA is available at (). SAHRA 
has established a transect that consist of atmospheric 
flux towers, soil moisture measurements stations, 
groundwater monitoring arrays and stream gauging on 
the East Fork of the Jemez River in the Valles Caldera. Data 
are collected in space and time so this provides a unique 
opportunity for model testing on a smaller spatial domain 
than the Rio Grande Basin, and these unique datasets 
will allow simultaneous checking of multiple processes 
such as evapotranspiration, streamflow, groundwater, 
and soil moisture providing added checks on the model 
parameters.

The Ponderosa Pine Hillslope site at LANL is another 
site to test the tRIBS code through a detailed surface/
subsurface data. In particular, significant differences in 
snow accumulation and melt conditions at the Ponderosa 
site during the 1990s generated flow in two different 
ways, namely dominant surface runoff during years with 
low snow accumulation, and significant lateral subsurface 
flow in years with high snow pack. In addition, the site 
is well characterized with soil samples, infiltration rates, 
soil water content and runoff data [9,10]. Using the soil 
and surface elevation data from the Ponderosa site [9], 
we built a solid earth model that honored the layered 
stratigraphy. In collaboration with LANL, New Mexico Tech 
University collaborators began to develop a Ponderosa site 
specification for tRIBS. Using the subsurface soil layers, 
surface elevation data, vegetation maps, and weather data 
they conducted preliminary simulations of surface runoff.

In conjunction with SAHRA investigators, the use of 
models in decision-making was considered. The SAHRA 
Integrated Modeling project area adopted a multi-
resolution modeling strategy to examine water resource 
issues within the Rio Grande Basin in Mew Mexico [11]. 
The three resolutions used were a coarse or basin scale 
model, a medium resolution on the order of 5 – 10 km 
grid cells, and fine resolution with grid cells on the order 

of 10 – 100 m. Application of the appropriate model 
resolution rapidly becomes an issue of the question being 
asked. For example, if the questions concerns flow out 
of an area, then the coarse resolution model may be 
appropriate. Another questions may deal with the source 
of a pollutant, and the medium or fine resolution model 
will be needed to provide the location of the pollutant in 
the basin. The paper by Liu et al. [11] was selected the best 
paper Integrated Modeling paper for 2008 by the Editors 
and Board members of the Environmental Modeling and 
Software Journal.

Impact on National Missions
This project supports the LANL mission in energy security 
through understanding the environmental impacts of 
energy use and climate change. This project supported 
the water-energy nexus program development activity. 
The application of LANL’s high performance computing 
capabilities to environmental assessments will allow more 
rapid decisions. This project addressed the philosophy of 
applying models to environmental problems.

This project supported a post-doctoral candidate at LANL 
and a student at Texas A&M University. 
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Abstract 
The dissemination of pathogens, either intentionally 
or through natural outbreaks, is an ongoing threat 
to human health, agriculture, and economics.  Rapid 
pathogen detection can mitigate this threat. Current 
devices for autonomous biosurveillance perform 
poorly. A third generation of biosensors with improved 
technology is needed.

We aimed to create a prototype of a new biosensor 
platform with significantly higher efficiency, detection 
speed, and lower operational cost.  Our approach 
exploited physical field-based manipulation for sample 
preparation, fabrication of customized microfluidic 
components, sample interrogation with a novel assay 
format, and data acquisition with a cutting edge 
miniature flow cytometer.

We successfully developed key components and 
integrated subsystems for the biosensor platform. 
Our acoustic-based sample preparation was 
superior to conventional methods.  Our microfluidic 
fabrication approach was faster, easier, and cheaper 
than conventional methods.  We delivered a suite 
of optimized microfluidic devices and force-field 
parameters for 1) cell trapping and mixing, 2) cell lysis, 
and 3) trapping and purification of cellular components 
(e.g. DNA and proteins).  We demonstrated a novel type 
of multiplex assay for detection of 6 pathogens causing 
flu-like symptoms, including the biothreat pathogens for 
anthrax, plague, and tularemia.  We also developed the 
flow cytometry platform for sample interrogation and 
the software/hardware control system for the integrated 
biosensor. However, our microfluidic DNA amplification 
device, required for the pathogen detection assays, 
failed. We observed similar limitations with a device 
from a leading commercial provider, and are currently 
testing a potential solution. Additional funding will be 
required to integrate a functioning DNA amplification 
device and achieve a fully integrated, autonomous 

biosensor.

This project provided vital capability development 
in force field-based sample manipulation and 
biosurveillance.  This enabled team members to acquire 
$ 11.4M of funding (Oct. 2007-present) from DHS, 
DTRA, DOE, and private industry, expanding Los Alamos 
National Laboratory contributions to national security 
programs (biosurveillance and bioenergy).

Background and Research Objectives
Widespread dissemination of pathogens, either 
intentionally or through natural outbreaks, is an 
enduring threat to human health, agriculture, and 
economics. Rapid pathogen detection can mitigate this 
threat.  Although attempts to develop autonomous 
sensor platforms for environmental surveillance are 
widespread, only a few devices have been deployed 
and these devices perform poorly. In particular, sample 
preparation relies on bulky, inefficient devices, and 
sample interrogation lacks the flexibility needed for 
affordable and efficient surveillance.  A third generation 
of biosensors with improved technology is needed.

To fill this gap, we aimed to create a new sensor 
platform.  We envisioned a prototype with significantly 
higher performance efficiency, detection speed (about 
5-10 minutes), and lower operational cost. 

Our original strategy for a prototype biosensor was to 
use force-field manipulation for sample preparation and 
exploit iterative sample interrogation. This approach 
would eliminate complex microfluidics and parallel 
assays that fail due to cross reactivity of reagents and 
cost. We aimed to use computationally designed ‘smart 
signatures’ to perform hierarchical sample interrogation, 
in which feedback from sample analysis is used to guide 
further interrogation. However, approximately four 
months after project initiation, the iterative strategy 
was largely abandoned for two reasons.  First, it became 

Rapid Iterative Detection Using Smart Pathogen Signatures
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clear that little cost saving could be achieved from an 
iterative approach owing to the complexity of microbial 
diversity in biosurveillance samples (e.g. aerosols and 
clinical samples like throat or nasal swabs).  Second, we 
devised an innovative assay format with the potential 
to overcome the cross-reactivity and cost problems 
encountered with conventional assay formats.

In our revised strategy, we continued developing sample 
preparation via force-field manipulation in microfluidic 
devices, but focused on sample interrogation with our 
novel assay format. Our approach to sample manipulation 
allowed us to design a flexible biosensor, able to 
accommodate different interrogation strategies (including 
iterative schemes) and different types of assays, depending 
on the deployment scenario. 

Scientific Approach and Accomplishments
To guide prototype development, we focused on detection 
of seven priority viral and bacterial pathogens in aerosol or 
clinical samples able to cause flu-like systems. The target 
pathogens were Staphylococcus aureus, Streptococcus 
pyogenes, and Streptococcus pneumoniae, the biothreat 
agents Bacillus anthracis, Yersinia pestis, and Francisella 
tularensis, and Influenza virus.  Exploiting a mix of 
engineering, molecular biology, and computational 
biology, we developed eight vital components for the 
prototype biosensor (Figure 1) as follows: 

microfluidic chip for cell trapping and mixing.• 

microfluidic chip for cell lysis• 

microfluidic chip for trapping and segregation • 
(purification) of cellular macromolecules (DNA/RNA, 
proteins)

thermal cycling chip for DNA amplification assays• 

miniature flow cytometer• 

software/hardware control system to run the • 
integrated components

novel assays to detect flu, anthrax, plague, and • 
tularemia pathogens

integrated subsystem for cell lysis and DNA trapping• 

Figure 1. Component devices developed for the prototype 
biosensor.

Our thermal cycling component failed, despite many 
iterative design and fabrication improvements and 
hundreds of optimization and trouble-shooting 
experiments. We observed similar limitations with a 
thermal cycling chip from a leading commercial provider.  
We isolated a possible design feature that might cause 
the failure.  We implemented the design change and 
fabricated a new device to test the solution, but have not 
yet completed testing. Lacking a fully functional thermal 
cycling component, we were unable to demonstrate an 
integrated, autonomous sensor prototype.  

We made outstanding achievements in two principle 
areas: 1) sample preparation with custom fabricated 
microfluidic devices and 2) development of novel pathogen 
detection assays.  For sample preparation we had several 
outstanding accomplishments.  

First, for sample processing we developed a physical field-
based approach that is adaptable to microfluidics and can 
achieve all the necessary steps in sample processing.  This 
is a major advance for biosurveillance sample processing.  
Our approach can 1) trap and wash cells, spores, and 
viruses, 2) lyse them 3) segregate liberated proteins from 
DNA/RNA, and 4) trap and purify the liberated DNA/RNA. 
For each sample-processing step, we evaluated almost 
all possible field manipulation techniques in isolated 
devices (Figure 2). This allowed us to down-select the best 
fields and devices for use in our prototype biosensor.  For 
example, we used dielectrophoresis (DEP) only for DNA 
trapping because substantial performance and device 
improvements were required for practical use in other 
steps.  Conversely, acoustic manipulation was suitable 
for many steps. Using several benchmarks, we showed 
that our acoustic lysis procedure and devices were as 
effective as or significantly better than standard methods 
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for lysis of bacterial cells, spores, and viral particles 
(Figure 3).  Also, we demonstrated three important 
phenomena.  1) Our procedure generates minimal passive 
heat and therefore proteins remain intact, enabling use 
of biosurveillance assays targeting proteins. 2) There are 
specific radio frequencies, which we mapped, suitable for 
robust trapping of DNA in a DEP field.  3) We can tune the 
frequencies to specifically trap DNA fragments of particular 
length or range of base composition. The simplicity and 
effectiveness of our approach is a major advance enabling 
faster, more efficient sample processing for autonomous 
biosensors.  This work is described in 4 papers, currently 
being revised for publication.

Figure 2. Evaluation of physical fields for sample manipulation in 
microfluidic devices.

Figure 3. Efficiency of acoustic lysis of Bacillus spores.  Method 
1 is the conventional gold-standard—physical disruption of cells 
by bead beating.  Method 2 exploits acoustic waves through a 
planar surface for cell lysis.  Our novel method exploits acoustic 
waves through a hemispherical surface for cell lysis.  We used our 
method in all subsequent microfluidic flow-through devices for 
acoustic lysis.  Lysis efficiency was the amount of liberated DNA 
relative the original total calculated in non-lysed spores.  Error 
bars are the standard deviation of three trials.

Second, we demonstrated an approach for 
microfabrication that is faster, easier, and cheaper 
for prototyping than conventional methods.  Rapid 
prototyping of microfluidic devices is often impeded by 
the materials costs, need for sophisticated facilities, and 

fabrication time. We used off-the-self materials (e.g. 
acrylic sheets, flexible circuits, piezo-disks) and a CO2 laser 
engraver to fabricate a suite of devices for automated 
biological sample preparation and analysis. Finished 
prototypes were readily fabricated in less than 30 minutes 
without need for clean-room facilities. Using this approach, 
we were able to fabricate and test many iterative design 
changes.  As a result we successfully developed and 
validated all of the necessary prototype microfluidic 
components for our biosensor, as follows: 1) cell trapping 
and mixing chambers, 2) lysis chambers, 3) DNA trapping 
and purification chambers, 4) thermal-cycling chambers. 
This work is described in two papers, currently being 
revised for publication.

Third, we significantly extended technology recently 
developed at Los Alamos and awarded an R&D 100 
prize. The cutting edge technology was a miniature flow 
cytometer. The long transit times and high event rates 
given by acoustic focusing enable higher sensitivity 
measurements. We extended this technology to create 
a four parameter, two laser instrument capable of 
multiplexed bioassays on intensity-coded microspheres. 
We further developed and validated a square-channel 
acoustic focusing cell.  This development makes the 
detector compatible with microfabricated systems, thus 
greatly expanding the range of potential applications 
and commercial viability. In particular, it enables the 
use of acoustic positioning in a microfluidic format for 
data acquisition in an autonomous biosensor. This work 
is described in one paper, currently being revised for 
publication.

Fourth, we moved beyond single devices and developed 
an integrated, automated subsystem, demonstrating our 
capacity for integration and automation.  We assembled 
an integrated subsystem containing a cell lysis device, a 
DNA trapping device, a microfluidic pump, and a software/
hardware control system that automated fluid flow and 
generation of physical fields.  We showed that the net 
efficiency of this system in providing a purified sample of 
DNA from Bacillus spores for surveillance assays was 60% 
(Figure 4), at least a 2 to 10-fold improvement over the 
efficiency expected with other commonly used systems.  
This exceptionally high performance level was achieved by 
independently optimizing the performance of the lysis and 
DNA trapping devices.  Maximizing performance levels is 
significant because it improves the detection sensitivity of 
biosurveillance devices.
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Figure 4. Subsystem performance.  The subsystem included 
two microfabricated devices for cell lysis and DNA trapping, a 
microfluidic pump, and a control system automating the flow 
and force-field generation.  Panel A shows strong dependence of 
lysis efficacy on the acoustic frequency.  The red arrow indicates 
conditions used to assess net performance of the integrated lysis 
and trapping subsystem (Panel B).  Performance was assessed by 
comparing the free DNA concentration to the total concentration 
calculated in the original Bacillus spores prior to lysis.  Error bars 
are the standard deviation from three trials.

For pathogen detection, we focused on developing 
technology to improve protein-based (immunological) 
assays as well as RNA and DNA-based assays for 
viruses and bacteria. Our major accomplishment was 
development and validation of a new DNA assay format, 
called Multiplex Oligonucleotide Ligation Polymerase 
Chain Reaction (MOL-PCR).  This assay format, invented at 
LANL and patented in 2006, offers the ability to perform 
large multiplexes with relative ease compared to current 
state-of-the-art technologies such as Multiplex PCR or 
Taqman assays. This format can detect different types of 
variation in DNA, such as unique sequences and also single 
nucleotide differences in DNA segments that are present in 
multiple strains or species.  The ability to perform multiple 
tests, or queries, in a single assay reduces costs.  The 
capacity to perform multiple queries also provides higher 
diagnostic confidence when positive results are obtained 
and can provide additional information about a pathogen, 
such as its antibiotic resistance, thereby facilitating 
attribution and clinical treatment.  Using the MOL-PCR 
format, we developed a 26-plex assay for the detection 
of six respiratory bacterial pathogens and evaluated its 
performance on DNA extracted from complex matrices 
(blood, pus, liver tissue, pleural fluid). We also developed a 
protocol for efficient conversion of RNA into DNA, enabling 
extension of MOL-PCR to detection of viral targets such as 
influenza.

The accomplishments above as well as other achievements 
are being described in a total of 19 publications, 7 of which 
are already in print.

Impact on National Missions
The project had impacts in education, capability develop-
ment, and has fostered collaborations enabling program 

growth.  The project supported eight students and two 
postdocs.  It supported retention of a technician and a staff 
member, as well as conversion of a Masters student to a 
technician.  It fostered a productive collaboration with the 
New Mexico Department of Health.  Several new collabo-
rations arose within and between divisions at LANL that 
continue to bring new work from external agencies to the 
laboratory.  It significantly expanded expertise in microfab-
rication and microfluidics at Los Alamos National Labora-
tory, creating a strong capability for program growth.  Re-
sults, capabilities, and collaborations that arose from the 
project have directly contributed to expansion of LANL’s 
contributions to national security and energy programs as 
follows: Approximately $9M of new work from DHS and 
DTRA in biosurveillance was acquired from 2007 to pres-
ent.  This includes a 5.2M/yr DHS program that is starting 
now and will endure for several years.  Additionally, $1.4M 
was acquired for energy work and an additional $637K of 
bioenergy work from industry and government sources.  
Approximately $7.3M of follow-on biosurveillance and 
bioenergy work from NIAID, DOE, and ARPA-E is pending 
proposal review.
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Abstract
The large-scale genome sequencing effort of the last 
decade revealed that we know essentially nothing about 
the function of a very large fraction (20-40%) of the 
genes in the sequenced genomes. The most widely used 
function discovery method is to determine if the target 
gene has a homologous sequence to a gene of known 
function, with sequence similarity implying a similar of 
function. However, many genes belong to homology 
groups for which no functional information exists. 
The goal of this project was to develop an effective, 
systematic approach to discovering gene function based 
on a combination of experimental analysis and advanced 
computational methods. Our approach capitalizes on 
the functional significance of transcription regulator 
effector molecules and the functional relationships that 
exist within groups of coordinately regulated genes, 
thus enabling the discovery of the function of groups of 
genes. We developed the key tools necessary: a high-
throughput screen to discover the metabolite effectors 
of transcriptional regulators that allow us to define their 
function; experimental and data analysis techniques 
for stable isotope-enhanced functional metabolomics 
to identify metabolites related to the transcriptional 
regulators by known biochemical transformations 
and much better biochemical reaction prediction 
software. These advances will allow us to postulate new 
testable metabolic pathways and biochemical functions 
associated with specific transcriptional regulators. 

Background and Research Objectives

Functional annotation of genes
DNA sequencing has yielded over 850 complete genome 
sequences of microorganisms. Bioinformatic techniques, 
which are used to identify hypothetical genes or open 
reading frames (ORFs) encoding proteins, have predicted 
a total of 5.4 million proteins. Discovering the function 
of these proteins is the next critical step in achieving 

a complete understanding of cellular function. In all 
sequenced bacteria, the group of homologous ORFs 
with no assigned function comprises a large fraction 
(25-45%) of the genomes. The importance of these ORFs 
is demonstrated by the fact that sequence homologs 
are frequently identified in hundreds of other genomes. 
By focusing on homologous groups of genes with 
no assigned function but that are conserved across 
multiple organisms, we can make a significant impact 
on solving the enormous function assignment problem.  
In addition to identifying homologous groups of genes, 
BLAST comparisons can provide some functional insight 
about this class of ORFs. As examples, sequence analysis 
can frequently identify potential cofactor or metal ion 
binding sites, which allow general assignment of classes 
of enzymes or redox proteins. Sequence analysis also 
allows identification of the DNA-binding domain of 
transcriptional regulators (TRs), a class of proteins that 
regulate the expression of groups of genes in a regulon. 
In all sequenced bacteria, there are a few hundred 
identified TRs and each TR has homologs in hundreds 
of other bacteria. As discussed in detail below, our 
systematic approach to function discovery starts with 
assignment of function to TRs, which yields information 
pertinent to the function of all of the genes in their 
corresponding regulons. 

A New Strategy is Essential
Historically, to discover function, scientists addressed 
a larger metabolic function, at the level of metabolic 
pathways, and such as how would a specific metabolite 
be synthesized? or how could an organism grow 
on a specific substrate? This approach provided 
functional context for investigating the pathway. In this 
context, specific biochemical transformations could 
be more readily postulated to assemble a “testable” 
pathway. Then assays developed for each metabolic 
transformation were used to isolate the proteins based 
on their function. Genetic approaches validated the 
function in vivo. In this way information about one 
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member of the pathway provided insight into the entire 
pathway.

Now, we face a different problem of discovering the 
function of a very large number of genes about which 
we have very little functional insight. Current efforts 
are largely focused on one gene/one protein at a time 
approaches that capitalize on insights gained by sequence 
homology to gene of known function, where they exist. 
Large-scale function discovery clearly demands a new 
systematic approach. The keys to successful gene function 
discovery are to find broad functional insight and capitalize 
upon sequence derived information.

Our strategy takes advantage of the higher-level functional 
context inherent in the regulation of gene expression; 
genes for specific metabolic pathways are grouped into 
and controlled as regulons. A specific TR-effector pair 
controls the expression of the genes in a regulon.  The 
effectors are usually a metabolite or product of the 
pathway and its structure provides key metabolic insights 
into the chemistry carried out by the pathway. Thus the 
insights gained by identifying the TR effector can be used 
to replace the old pathway level hypothesis by providing 
insight into the function of genes in the entire regulon.

Our New Systematic Strategy for Gene Discovery
In contrast to previous efforts that focused on single genes 
or proteins, we propose a systematic approach to function 
discovery that utilizes the functional relatedness inherent 
in the regulation and operation of biochemical pathways. 
We propose a systematic approach to function discovery 
that capitalizes upon integrating the information gained by 
exploiting several fundamental biochemical concepts. First, 
the synthesis of most enzymes involved in biochemical 
pathways is regulated by transcriptional regulators that 
coordinately activate or repress the expression of groups 
of proteins involved in specific metabolic pathways. For 
example, the principles of regulation by the transcriptional 
regulator MetJ in the methione biosynthesis pathway are 
illustrated in Figure 1A. Gene transcription, the first step 
in protein expression, is catalyzed by RNA polymerase 
and regulated by the binding of the transcriptional 
regulator MetJ. When MetJ is bound to DNA upstream 
of the protein-coding region, RNA polymerase is blocked 
from moving along the DNA and transcribing the gene. 
The binding of MetJ to the DNA is determined by the 
concentration of an effector molecule, which is often 
a product of the biochemical pathway, in this case, the 
molecule S-adenosyl-methionine (SAM). When the 
concentration of SAM is high, the SAM•MetJ-binary 
complex predominates in solution; the binary complex has 
high affinity for a specific DNA sequence upstream of the 
transcribed genes and binding of the binary complex to 

DNA blocks transcription. In this example, MetJ acts as a 
repressor of transcription; in other cases, transcriptional 
regulators are activators. Because they can be identified 
by their characteristic sequences and because they 
function by binding effector molecules that are part of the 
regulated biochemical pathway, transcriptional regulators 
are a springboard for systematic discovery of the function 
of all members of a regulon. As described below, we have 
expressed transcriptional regulators and developed mass 
spectrometry-based binding assays to rapidly screen 
for effector molecules.  In the MetJ example, our assay 
identified SAM, methylthioadenosine, and adenine as 
binding to MetJ and as potential effectors. Because the 
binding of a metabolite from a pathway is the signal that 
controls the transcriptional regulator, the identification 
of the effector molecule yields information about the 
function of the proteins encoded in the regulon.
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Figure 1. (A)Transcriptional regulation of the pathway for 
methionine biosynthesis.  MetJ, the transcriptional regulator, 
blocks transcription when bound to the product of the 
S-adenosyl-methionine pathway.  (B) Intermediates of the 
methionine biosynthesis pathway.  Classes of biochemical 
reactions can be classified by their characteristic Δmass and 
the chemical formulas can be derived from accurate mass 
determination.

Pathway Prediction
Identifying the genes in the regulon, and hence the 
encoded/regulated pathway, provides information on the 
length of the pathway and, based on homology, provides 
insights into the functions of the enzyme (or transporter, 
etc) that each gene encodes.  Because the TR effectors 
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are usually products or intermediates in the pathway, 
their identification is extremely valuable to postulating 
the metabolic pathway. Another functional relationship 
exploited in our strategy is that coordinately regulated 
genes encode functionally related proteins.  One simple 
functional relationship is that the product of one enzymatic 
step is the substrate for the next enzyme in a metabolic 
pathway. The methionine biosynthetic pathway in our 
example (Figure 1B) is initiated by the aspartate kinase 
catalyzed reduction of aspartic acid to yield aspartate 
semialdehyde, which serves as a substrate for the next 
step in the pathway. Most biochemical transformations 
involve changes in mass between substrates and products, 
and the mass differences between substrates and 
products for large classes of enzyme-catalyzed reactions 
are characteristic of the reaction types.  For example, 
dehydrogenation (±2.01565), decarboxylation (-43.98983), 
dehydration (±18.01057), phosphorylation (±75.95177), 
adenylation (±250.09347) and transamination (±2.03946) 
yield predictable mass changes. These mass differences 
are a powerful tool for tracing metabolic pathways.  By 
examining metabolite profiles to find metabolites that are 
related by a standard biochemical transformation to the 
TR effector molecule, we will be able to discover pathway 
intermediates. With these data and our knowledge of 
biochemical transformations, we will be able to postulate 
the biochemical pathways encoded in the regulons.  

Project Objectives:  Our strategy for gene function 
discovery examines genes in functional groups called 
regulons using TR and their effectors as a handle.  The goal 
of this project was to develop the basic tools necessary 
to accomplish this strategy.  These included a mass 
spectrometry-based high-throughput assay to identify 
TR effectors and pathway prediction and analysis and 
improved reaction prediction software, 

Scientific Approach and Accomplishments

High throughput TR effector assay
We have developed a high-throughput binding assay for 
TR effectors using frontal affinity chromatography-mass 
spectrometry (FAC-MS). In FAC-MS, a target protein, in our 
case a TR, is immobilized on a suitable support for liquid 
chromatography and packed into a column.  A mixture 
of potential ligands (metabolites) is continuously infused 
through the column and into the mass spectrometer. 
Metabolites that do not bind to the immobilized protein 
will immediately elute from the column.  The metabolite 
effectors will bind to the immobilized protein until 
the column capacity is reached, at which point their 
concentrations in the effluent will increase to their infusion 
concentrations. The breakthrough volume of bound ligands 

is related to the protein/ligand binding affinity with tighter 
binding ligands eluting at larger breakthrough volumes 
(longer times).  Because detection is by mass spectrometry, 
we can detect ligands at concentration ranges necessary 
to characterize TR effector binding and obtain structural 
information on the retained ligands by predicting the 
molecular formulas of unknown bound ligands to facilitate 
their identification.  

Expression of TR-fusion proteins
We overexpress TRs in E. coli and purify using IMAC 
affinity chromatography; this requires a C- or N-terminal 
his6-10 affinity tag. The FAC-MS experiments also require 
immobilization of the TR, which we accomplished by 
adding a commercial AviTag peptide (GLNDIFEAQKIEWHE), 
which is biotinylated in vitro. We immobilize the 
biotinylated TRs using the irreversible binding of biotin to 
commercial avidin-coated beads (Kd~10-15). 

MetJ FAC-MS experiments
 In FAC-MS, the dissociation constant, Kd, is related to the 
experimental parameters via equation 1, where [A]0 is the 
infusion concentration of the ligand, Bt is the number of 
moles of immobilized protein binding sites, and V-V0 is the 
breakthrough volume:  

 V-Vo = Bt/([A]0-Kd).           (Eq. 1)

The biotinylated MetJ has a monomer molecular mass 
of approximately of 17,000 kDa.  Based on a our column 
which retains 0.36 µmol of the TR, Table 1 shows the 
ligand breakthrough volume as a function of Kd when 
the ligand is infused at a concentration of 10-6 or 10-7 M, 
which we can easily detect using our mass spectrometer.  
While the breakthrough volume is most sensitive when 
the ligand infusion concentration ([V]0) is equal to the 
dissociation constant (Kd), we are able to resolve ligands 
with dissociation constants as high as 10-5.  

The FAC-MS analysis of ligand binding to MetJ is shown 
Figure 2.  In this case, ten structurally related ligands were 
infused through a column containing immobilized H2N-
MetJ-AviTag-His10-COOH fusion. The experiment is initiated 
when the column input is switched to buffer containing 
all 10 ligands. Mass spectra are obtained as a function of 
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time.  Initially, the ligand concentration is zero and peaks 
attributable to the ligands are not observed. Panel A 
shows a typical mass spectrum at a later time when all of 
the ligands are detected at their infusion concentration.  
Panel B shows the normalized ion intensity as a function 
of time.  The last ligand to elute is S-adenosyl methionine 
(SAM), which is a known effector of MetJ.  Because of their 
large breakthrough volume, we demonstrated that MetJ 
also has significant affinity for adenine and methylthio 
adenosine, structural analogues of SAM.  Experiments with 
pairs of ligands, SAM and adenine, SAM and methylthio 
adenosine, and adenine and methylthio adenosine, show 
that these three ligands compete for the same binding site.  
AMP elutes at the void volume and the slight differences 
in elution time for NAD+, CoA, cAMP, etc. represent non-
specific binding likely due to ionic interactions. 

!"#
#

#
$"#

#
#

#Figure 2. FAC-MS analysis of effectors binding to MetJ. A) A 
mixture of ligands each at 10 μM in ammonium formate buffer 
(20 mM, pH 7.2) was infused through a column containing 
immobilized MetJ using a syringe pump (85 μl/m).  The effluent 
of the column was mixed with an equal volume of methanol 
containing formic acid (0.2 M) and pumped into the electrospray 

ion source of a Thermo Finnigan LTQ-FT mass spectrometer.  
Mass spectra were obtained in positive ion mode.  Compounds 
were detected at as M+ or MH+ ions at the following m/z values: 
AMP, 348.07036; NAD+, 163.10857; CoA, 767.11466; cAMP, 
130.05980; SAC, 371.11322; SAH, 385.12887; Ado, 268.10403; 
Ade, 136.06178; MTA, 298.09684; SAM, 399.14451.  B) Traces 
normalized ion intensity as a function of time.  The relative 
affinity of the ligands is obtained from the elution time with the 
highest affinity ligands eluting last. 

By varying the ligand infusion concentration, this FAC-MS 
experiment can be used to determine the dissociation 
constant for a ligand that binds.  Figure 3 shows the elution 
of methylthio adenosine and six infusion concentrations 
and the determination of the Kd using equation 1.

Figure 3. FAC-MS determination of the dissociation constant for 
methylthio adenosine binding to MetJ.  Normalized intensity 
of the peak at M/z = 298.09684 was obtained in separate 
experiments infusing methylthio adensine at 2.5, 5.0, 10, 20, 50, 
and 100 μM.  Using equation 1, Kd determined from the slope 
of a plot of 1/[A]0⋅(V-V0) vs 1/[V]0 (inset, Eq 1) is 80.5 μM for 
methylthio adenosine (r2 = .9988).

Pathway Analysis
 As discussed in the Approach section of this proposal, 
the exact difference in mass between metabolites can be 
used to predict known metabolic transformations. During 
this project we developed a significant metabolomic 
capability and used it to analyze the E. coli metabolome. 
We obtained E. coli metabolite profiles using LC/
Electrospray/High resolution MS in both positive and 
negative ion modes (Figure 4) and using our nominal 
mass GC/GC/TOF. We used these methods to obtain 
metabolite profiles of cells cultured on unlabeled and 
uniformly 13C-labeled growth substrates. The development 
of these methods allows us to effectively use mass 
spectrometry in combination with 13C-isotope labeling 
to track specific carbons into and through a metabolic 
pathway, an advance that greatly enhances discovery 
of metabolic pathways. Our approach was sufficiently 
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effective to allow real time metabolic flux analysis. As we 
expected, the high-resolution mass spectrometer data 
yields elemental formulas and its MS/MS fragmentation is 
valuable in identifying metabolites of unknown function. 
For example uniform 13C- or 15N-labeling allows us to count 
the number of carbons or nitrogens in the molecule and 
thus to confirm or to refine the chemical formulas.  During 
the last year of this project, we realized that we needed 
to be able to take advantage of signal averaging to obtain 
better spectra, minimize artifacts from ion suppression 
and obtain MS/MS data on all metabolites to facilitate 
structural assignment of the E. coli metabolome.  We 
purchased a nanospray ion source that allowed the split 
sample to be fractionated and archived.  MS/MS analysis 
is obtained on all metabolites in each of the fractions.  In 
the last few months of our project we were able to obtain 
extensive data on the E. coli metabolome, which is in the 
process of analysis.
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Figure 4. Tracking of complex mixtures with isotopes. The top 
panel shows the full mass spectrum for labeled vs. unlabeled E. 
coli metabolites.  The bottom left panel shows a small section 
of the mass spectrum (~ 2% of total mass range), with selected 
compounds and their labeled isotopomers identified.  The bottom 
right panel zooms in still further to show the resolvability of 
regions that appear overlapped in the bottom left panel.  Taken 
together, these figures illustrate that high-resolution data are 
critical for label tracking in complex mixtures, and that tools 
for single-compound analysis will quickly be overwhelmed.  
Abstract (used to extract the data in the figure) is specifically 
designed to perform whole system and isotopomer analyses.  
This figure also shows the power of isotope labels for structural 
assignment.  Uniform 13C- and 15N-labeling shifts the mass of 
furmarate with four carbons from 115.0037 to 119.0171 while 
proline with five carbons and a nitrogen shifts from 114.0561 to 
120.0699 exactly as predicited.  By comparing data from labeled 
and unlabeled samples, we can easily identify peaks that are 

not metabolites because they appear at the same mass in both 
experiments.  Peaks that are not isotopically shifted are not 
cellular metabolites.

Reaction prediction software
We developed an accurate  (>80%) chemical principles-
based reaction prediction tool for the largest class of 
biochemical reactions, the dehydrogenases. To overcome 
the false positives problem, we extended rule-based 
prediction methodology to incorporate machine learning.  
Binary classifiers were trained to distinguish true reactants 
from false ones on the basis of readily calculated 
properties of atoms in a potential reaction center.  

Impact on National Missions
Understanding the function and integrated control of 
the genes and proteins of bacteria is central to essential 
to harnessing bacterial systems for DOE’s biotechnology 
missions including environmental remediation, carbon 
sequestration and energy production. The large fraction 
of genes of unknown function in what is actually a small 
number of bacteria (850) among the millions that exist 
present a very significant barrier to successfully using 
microbial systems (energy production or remediation) or 
predicting (carbon sequestration or climate change) the 
magnitude of microbial impacts on global cycles.
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Abstract
A better understanding of influenza’s potential for 
human-to-human transmission and severity of disease 
is crucial. Such knowledge will allow better preparation 
and deployment of countermeasures during epidemics 
or pandemics. Unfortunately, the knowledge to make 
these predictions based on robust experimental 
assays does not exist. We addressed this deficiency 
by innovatively combining experimental analyses of 
molecular markers with new computational tools. Our 
objective was to ascertain the differences in virulence 
among diverse types of influenza (“strains”).

We developed a full program of study of influenza 
infection, comparing the host (human) response to 
infection with many different strains. We used both 
seasonal and high pathogenic avian influenza strains. 
We found that there are important differences in 
the response against these diverse strains. These 
responses should allow the prediction of differences 
in pathogenesis. We developed both experiments and 
theoretical analyses with the objective of extracting 
a small set of robust features that will allow the 
development of an assay for virulence prediction. This 
research was possible through the collaborative work 
of a multidisciplinary team of scientists. This novel 
approach also afforded important biological insights into 
influenza virulence and evolution. 

This project implemented the capabilities for a new area 
of study at the Laboratory, in the field of viral respiratory 
infections. These new capabilities open the doors for 
opportunities of external funding. The investment 
made was also crucial in attracting new funding for 
the Laboratory and one of the project’s postdoctoral 
researchers was converted to technical staff member. 
LANL now has a team of interdisciplinary scientists 
committed to influenza research.

Background and Research Objectives
As the recent outbreak of novel H1N1 influenza has 
shown, we are not well prepared to quickly identify 
and characterize new influenza viruses that enter the 
population. In addition, there are still ongoing cases of 
avian (H5N1) influenza with high mortality. Thus, we 
need to understand influenza’s potential for human-
to-human transmission and severity of disease [1]. 
Unfortunately, the knowledge to make these predictions 
based on robust experimental assays does not exist. We 
address this gap by innovatively combining experimental 
analyses of molecular markers with new computational 
tools (“the functional profile”). Our objective is to 
ascertain the basis of differences in virulence among 
diverse influenza strains. 

Many research groups are trying to address similar 
issues by focusing on individual virulence factors or 
animal experiments with limited numbers of strains [2, 
3]. Our approach, studying multiple influenza strains, is 
innovative because we are combining theoretical and 
experimental tools to the problem of predicting, in a 
complex system, the outcome of infection. We have 
worked on an in vitro assay to identify predictive host 
responses. The potential to develop the knowledge 
and tools necessary to predict the pandemic potential 
of any influenza virus is a crucial scientific objective. 
Moreover, our results have significant implications for 
understanding genomic-virulence relationships [2].

Scientific Approach and Accomplishments
Our objective was to find out what differentiates highly 
pathogenic strains (those that cause severe disease in 
humans) from less pathogenic ones (typically, strains 
responsible for yearly seasonal influenza epidemics). We 
used select avian H5N1 strains as prototypes of highly 
pathogenic strains, and select H3N2 and H1N1 seasonal 
strains as prototypes of less pathogenic strains. We 
also availed ourselves of a specific H5N1 avian strain 
with demonstrated low virulence in humans. We then 
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infected in vitro normal human lung epithelial (NHBE) cells 
or a lung epithelial cell line (A459 cells) with those strains. 
We measured the response of the cells to infection using 
two methodologies. 1) Full genome microarrays, i.e., we 
measured qualitatively the response to infection of every 
gene in the human genome. And 2) quantitative real-time 
polymerase chain reaction (qRT-PCR), i.e., we measured 
quantitatively the gene expression of a select number of 
genes during response to infection. The objective was to 
analyze by computational tools the massive amounts of 
data generated to distinguish the responses to high and 
low pathogenic infection. The assay thus developed could 
be used to analyze and characterize future outbreaks of 
influenza with unknown strains. Thus, in the last 2 months 
of the project, we started characterizing the novel H1N1 
flu strain, responsible for the current pandemic [4].

The experimental plan involved preparing >400 flu-treated 
airway cell samples for real-time and microarray analyses, 
at LANL. These samples encompass airway cell lines (A549) 
treated with four different low- and medium-virulence 
influenza strains at eight different time points, with two 
different multiplicities of infection and three controls. The 
response to infection has been analyzed by real-time PCR 
of 28 different genes. This produced >33,000 data points 
for analysis of cellular response to different strains. In 
addition, H5N1 infections were done by our collaborators 
at Lovelace Respiratory Research Institute, under bio-
safety level 3 conditions. These experiments generated 
an additional 160 flu-treated airway cell samples. These 
samples encompass airway cell lines treated with three 
different high and low H5N1 strains at eight different 
time points, with two different multiplicities of infection 
and three controls. We then extracted and prepared the 
RNA for real-time PCR and microarray analyses, at LANL. 
This produced >13,000 data points for analysis of cellular 
response to H5N1. On the other hand, from the microarray 
measurements in NHBE cells, we obtained 54 sets of 
full human genome expression data. These experiments 
measure the level of “activation” of each of the >30,000 
human genes at 0, 8h and 24h post-infection. Thus, in this 
project we generated massive amounts of data, detailing 
the human cellular response to flu infection.

Representation and analysis of such large datasets are a 
challenge. How to distill the data into important results 
that can be understood and further analyzed? Instead of 
approaching this as an arbitrary clustering problem, we 
sought to take advantage of the time course aspect of 
the data. We did this by applying techniques of molecular 
phylogeny (a.k.a. evolutionary trees) reconstruction under 
an appropriate model. Since the dimensionality of the 
space is large (30,000+) and noise and random changes 

are significant, trajectories in time can be described as a 
diffusion process. Dimensions (i.e., genes) dominated by 
biological processes, rather than random drift or noise, 
are expected to reveal their relationships in the tree. 
Figure 1 shows a tree generated from the expression 
data for virus infected and mock infected cells. There are 
several features of Figure 1 that should be noted: most 
replicates (e.g., 1-3) of the same experiment are grouped; 
24-hour experiments appear to diverge from the 8 hour 
experiments, particularly for seasonal strains (Sydney and 
Beijing samples); seasonal flu and the associated mock 
infections cluster separately from H5N1 strains.

 Beijing

 Mock

Mock

origin

Sydney

 Hi-H5N1

Hi-H5N1

Mock

Mock     
     Lo-H5N1

           Lo-H5N1
Mock

 Lo-H5N1

 Sydney

Beijing

1.0

Figure 1. Visualization of gene expression experiments post 
influenza infection. In this figure each experiment (with its 
>30,000 genes analyzed) is represented by a circle, with 
open and closed circles indicating 8h and 24h post-infection, 
respectively.

We can now focus the analysis on specific branches in 
the tree.  Experiments in the neighborhood of branches 
of interest can be averaged. Subtracting those averages 
reveals the major changes between the branches. The 
genes are then sorted based on magnitude of change 
relative to noise. Complete lists of genes significantly 
up or down regulated as determined by these analyses 
are available on the internal wiki website set-up for this 
project. As a summary, we can indicate that this and other 
analyses suggest the following genes as putative markers 
for early and high pathogenic H5N1-specific infection: 
genes induced by interferons, which are molecules 
involved in the immune response (e.g., IFI, G1P, MX, OAS); 
chemokine genes (e.g., CXCL, CCL); inflammatory cytokines 
(e.g., IL1α/β, IL6); and anti-viral serum amyloid proteins 
(e.g., SAA1-4). To better understand the biology of high 
pathogenic infection, we mapped the cellular pathways 
involving genes identified by our analyses. For example, 
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Figure 2 shows a comparison of the activation of the 
interferon pathway 24h after infection. Dissecting the steps 
in the cellular response where the differences are most 
pronounced will improve the reliability of our markers and 
also lead to better understanding of this response.

Figure 2. Comparison of the activation of the interferon pathway 
24h after infection with different influenza strains. For each gene 
indicated, the darker the red coloring the higher the expression 
level as measured in our experiments. Four strains are compared: 
low-pathogenic avian influenza (LP H5N1); highly-pathogenic 
avian influenza (HP H5N1); and two seasonal influenza strains 
BJN H1N1 and SYD H3N2.

We have also taken a complementary approach to identify 
and validate markers of virulence. Gene expression 
measured using RT-PCR was performed for different flu 
strains infecting a robust cell line (A549). The analysis 
goals were to (i) identify clusters in the data, i.e. similarly 
responding genes and similar viruses as seen by changes 
in gene expression, and (ii) seek gene expression 
characteristics that distinguish low and high virulence 
strains. Gene expression data were collected at multiple 
time points post-infection. An initial clustering analysis 
shows that the gene expression at all time points of the 
highly pathogenic strain clusters with the early time 
points of the low virulence strains (Figure 3). Does a signal 
exists in the gene expression data that discriminates 
low pathogenic from high pathogenic strains? We are 
employing a “decision tree” methodology to address this 
issue. Preliminary analyses found that decisions based 
on the genes FasR, IL-18 and IL-8 predicted virulence 
with some statistical support. FasR is involved in the 
apoptosis pathway, while IL-18 and IL-8 are involved in the 
inflammation pathway.

Figure 3. Visualization of similarity across gene expression 
patterns. Two rows grouped together (tree at left) indicate 
similar patterns of gene expression (across all genes) for the 
influenza conditions shown on the right. Likewise, two columns 
that are grouped together indicate a similar pattern of gene 
expression (for the gene at the bottom) across all influenza 
conditions.

We are interested in developing an assay that will predict 
virulence. Thus, we also need to understand the function 
of identified proteins and to look for proteins with similar 
function. We, therefore, developed a collection of software 
tools and database resources, called BIOGRAM (BIOlogical 
GRaph Metrics). BIOGRAM uses the mathematical 
structure underlying the Gene Ontology (GO) to measure 
protein/gene similarity based upon annotations assigned 
to nodes of the GO [5]. The method is “fuzzy” in nature, 
accounting for near misses and more distant relationships 
within the ontology. In addition to generating hierarchical 
comparison metrics for the annotation sets of pairs of 
proteins, BIOGRAM produces a detailed “explanation” of 
the similarities and differences between them. BIOGRAM 
has been designed as a tool to help guide the expert in an 
exploration of functional similarity.

Most of our work was focused on understanding the 
host (i.e., human) response to infection. However, we 
also developed research to understand viral properties 
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responsible for virulence. In this area, we developed 
several successful studies: 

We expanded earlier bioinformatics methods to study • 
the evolution of highly pathogenic avian influenza 
A virus (HPAIV). Thus, we analyzed the evolution of 
HPAIV by the dual processes of re-assortment and 
point mutation [6]. Re-assortment allows the HPAIV 
to make long jumps in sequence space creating 
discontinuous evolution. Point mutation operates on 
a finer scale, occurs more frequently, and leads to 
relatively smooth evolution. Surprisingly, we found 
that the early evolution of HPAIV was dominated 
by re-assortment, while more recent evolution has 
been largely in the absence of re-assortment. We 
also found that recent HPAIV have diverged into 
three different sub-lineages by point mutation and 
selection. Analyzing evolution on these two different 
scales allowed the identification of specific molecular 
signatures of the three sub-lineages. Some changes 
are extremely rare in the viral population as a whole, 
and yet are maintained within the respective HPAIV 
sub-lineages. By evaluating the prevalence of each 
signature change, we have identified 5 amino acid 
changes that we hypothesize are essential for the 
fitness of the virus. These will be tested experimentally 
by collaborators at the University of Wisconsin (since 
they have animal laboratories with the appropriate 
bio-safety level).

We also studied the humanization of a well-• 
characterized mouse antibody. This antibody 
recognizes domains of the viral M2 protein. M2 is a 
conserved protein crucial in the viral lifecycle. The 
antibody has shown protective activity in mouse 
models of influenza infection. Antibody humanization 
involved making the antibody sequence more 
human, an approach that has been used before. For 
therapeutics this is important as human antibodies 
elicit immune responses far weaker than mouse 
antibodies, making them far less effective. Our 
humanized antibody showed the same reactivity 
profile as the original antibody. And it was also able 
to reduce viral spread in an in vitro model [7]. The 
antibody recognized different forms of M2. Further 
work has been funded recently by the NIH.

We studied the viral NS1 protein, which is crucial for • 
viral replication and for preventing the host antiviral 
responses. Thus, NS1 is considered an important 
virulence factor for influenza. We developed models 
of this protein’s structure and interactions with host 
molecules. Among others, as an example, we show 
in Figure 4 our predictions for the way NS1 may 

activate the human protein PI3K. This human protein 
is involved in regulating signaling cascades that control 
diverse cellular processes: cell survival, metabolism, 
proliferation, and inflammation/ immunity. Models of 
the interactions between NS1 and PI3K can lead to a 
better understanding of virulence (i.e., how virus can 
defeat host immunity).

Figure 4. Structural model of activation of a human protein by 
docking of the NS1 viral protein. Models of the human protein 
PI3K with and without NS1 are shown. Upon binding of NS1 
protein (blue), the domain shown in red is pulled away from the 
catalytic site, activating the protein.

One of our objectives was to develop mathematical • 
models of infection, which help in analyzing the 
results and in biological prediction. We worked on 
models [8] describing both the in vitro and in vivo 
(with mouse model data from our collaborators at St. 
Jude’s Children’s Hospital) progression of infection 
(Figure 5). These models allowed us to estimate critical 
parameters of infection, such as viral clearance and 
infected cell loss rates. We also used these models 
to analyze in vitro drug treatment data. In the future, 
they should help evaluate the effect of different 
therapies.
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Figure 5. Fit of our model to the in vivo viral dynamics of 
influenza (mouse model). Some parameters, such as infected cell 
death rate, depend on the virulence of the infecting strain. These 
models will help tailor appropriate therapies for different strains 
of virus.

The project already generated 15 (published or about to be 
submitted) papers with four more in preparation and lead 
to nine external collaborations. Our work was instrumental 
in successful competition for >$3,900,000 in external 
funding from spin-off projects. Team members have also 
made presentations (>10) of the results at international 
meetings and at invited talk at multiple institutions 
(USA, Austria, Canada, Australia). Finally, to engage the 
community, the principal investigator has given several 
lectures for the public.

Impact on National Missions
From a general perspective, this project supports the 
DOE mission in Threat Reduction and also the mission 
of Harnessing the Power of the Living World, by defining 
and predicting what makes (influenza) viruses pathogenic. 
In terms of actual near-term impact, with important 
strategic implications for the Laboratory, we created new 
experimental and theoretical capabilities in influenza 
research. At the start of this project, there were no 
scientists or laboratories at LANL capable of studying 
viral respiratory infections. We developed the necessary 
institutional bio-safety board authorizations, experimental 
protocols, and technical skills to carry this influenza 
work. These new capabilities open novel opportunities 
of external funding from many sponsoring agencies in 
important national security missions. The investment 
made was also crucial in attracting new funding for the 
Laboratory. Importantly, one of the project’s postdoctoral 
researchers was converted to technical staff member. LANL 

now has a team of interdisciplinary scientists committed 
to influenza research from multiple, complementary 
approaches.
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Introduction
Management and detection of highly pathogenic 
influenzas in animal populations requires a better 
understanding of the determinants of host range.  The 
major host range determinant for influenza is the 
binding site for the virus, sialic acids (Sia) that varies 
between mammalian and avian cell membranes [1].  
The specific hypothesis behind the proposed research 
is that the characterization of Sia in each Family in the 
Class Aves can be used as a phylogenetic guide map to 
the host range for influenza and that data can then be 
used along with species distribution information to guide 
surveillance efforts for strains of public health concern.   
To begin to understand this interaction we first set out 
to characterize sialic acid species in the respiratory, 
digestive tracts, and on erythrocytes between five 
peridomestic and phylogenetically different bird species. 
We will then investigate for correlations between these 
three physiological landscapes in order to conduct a 
sialic acid survey in a wide range of bird species using 
the simplest tissue(s) to acquire yet still describe an 
animal’s sialome.  Sialic acid characterization in birds is 
being measured using a new method that makes use of 
stable isotope labeled substrates (neuraminyllactose) 
for binding to both neuraminidase and hemagglutinin 
present on the surface of the virus, resulting in a risk 
assessment for priority species.  In a similar comparison 
and to gain a deeper understanding of differences 
in host susceptibility, we will measure and compare 
immune function parameters to inactivated H5N1 virus 
using the assay platforms of single cell, high sensitivity 
technologies in the Bioscience Division.  

The data collected from this research effort will identify 
the key species that we need to be concerned about for 
potential increase in the probability for reassortment of 
the influenza virus due to similarities in sialic acid with 
humans.  In short, we will enhance our Nation’s ability 
to find “mixing vessels”. Mixing vessels are those species 

that can be infected by both human and avian adapted 
viruses and thus might transmit novel resorted (mixed) 
viruses to humans. The end results of this project will 
be a much needed phylogenetic guide map created 
by overlaying Sia quantification and linkage data with 
species distribution information that will result in a 
prioritization of avian species that may asymptomatically 
carry influenza viruses of public health concern. This 
project is building a science foundation for the challenge 
of avian influenza surveillance around the world.

Benefit to National Security Missions
This project supports the biothreat reduction missions 
within DOE, DHS, and other government agencies by 
enhancing the understanding of emerging diseases 
in non-human populations, focusing on avian and 
pandemic influenza.  This project also supports our 
ability to improve world-wide human health.

Progress
In order to successfully complete the scope of work 
for our project of completing a phylogenetic analysis 
of the key receptor protein, sialic acid (Sia) in birds, we 
needed to: (1) obtain blood samples from numerous 
avian species, (2) develop a novel database, and finally, 
(3) isolate and quantify Sia using cutting-edge stable 
isotope technology at Los Alamos National Laboratory 
(LANL).   We gratefully collaborated with a multitude 
of researchers in the field and with zoological parks 
across North America.  During the first two years of this 
project we have obtained over 800 blood samples from 
a majority of the 23 Orders needed for the comparative 
analysis. Blood samples from the over 800  birds were 
collected in 2009 from numerous collaborators that  
include the Saint Louis Zoo, Brookfield Zoo, Monterey 
Bay Aquarium, the Albuquerque Zoo, and researchers 
within the United States Geological Survey and National 
Wildlife Research Center.   In addition, waterfowl (a 
key host for influenza) that died at the Bosque Del 
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Apache National Wildlife Refuge were collected as part 
of an ongoing collaboration and dissections of 40 birds 
have been completed and used for tissue Sia method 
development and Sia quantification.  Unused samples have 
been stored for future work over the winter months.  To 
investigate variation in Sia’s that may be due to infection or 
age and sex, we collected tissue and blood samples from 
mallards that were part of an influenza infection study at 
the National Wildlife Research Center in Fort Collins, CO, as 
well as a cohort of breeding American kestrels of different 
ages and sexes in Colorado.

The relational database has been completed and 
work is nearly completed on the production of a web 
interface that can be accessed by multiple Divisions and 
collaborators.. The database will be capable of tracking Sia 
levels in gut and respiratory tissues by location and will 
interact with a geographic information system in order to 
accommodate spatial analyses.  It also is a informational 
database for collection and identification of all samples 
collected in the field.  We are working with Koranne 
Ostic-Randow, software developer with SAE-3 who is using 
Microsoft SQL Server 2008 for this project.   Data are 
currently entered into the preliminary database on the 
project’s Sorceforge internet site maintained by LANL.
Protocols for total Sia quantitation in chickens, pigeons, 
and bluebirds were successfully developed in fiscal year 
2009.  We believe these protocols can be used on myriad 
species’ samples.  Analyses of mass spectrometer (MS) 
results were performed using Center for Disease Control 
standards and preliminary results in pigeons have been 
validated by the Glycotechnology Core Resource at UC 
San Diego demonstrating a working assay.  Bovine fetuin 
that is used as a control protein for Sia was analyzed and 
also showed a strongly consistent standard curves (Figure 
1). Between-assay runs showed reproducible results in 
the MS.  Amounts of a common type of Sia (Neu5Ac) in 
chickens varied from 14.99 to 22.48 µg Neu5Ac/ml of 
red blood cells (RBC) (n = 4), higher than both pigeons 
and western bluebirds (Figure 2). We have detected 
Sia concentrations as low as 0.5 µg/ml in RBC using our 
current MS protocols and have discovered the presence 
of a form of Sia (N-glycolylneuraminic acid, Neu5Gc) on 
pigeon RBC membranes thought to be rare in birds (Figure 
3).   The time of this assay is 30 minutes per sample and 
the lowest volume being currently used is 50 µl RBCs.  This 
volume size will allow for analysis of blood samples from 
small birds (e.g. Order Passeriformes) and the time will 
allow for multiple samples to be run overnight by the mass 
spectrometer.  We are working toward lower detection 
thresholds of Sia via fluorescent marker labeling.  Also, 
we are further reducing sample preparation time, and are 
investigating the histology of Sia is under way via a new 

collaboration with UC San Diego Glyobiology Research and 
Training Center.  

Figure 1. Our newly developed assay shows a consistent 
response across sample dilutions for the common form of Sia, 
N-acetylneuraminic acid (Neu5Ac) for bovine protein (fetulin) 
standard.

Figure 2. Using our validated assay, we determined that the Sia 
content present on chicken red blood cell membranes is greater 
tha on rock pigeon and western bluebird red cell membranes 
(mean +/- 95% confidence interval).

Figure 3. In collaboration with UC-San Diego, we dicovered a 
form of Sia (N-glycolylneuraminic acid) in pigeon red blood cell 
sample that is thought to be rare in birds.

Future Work
The next year of this project will focus on completing the 
sialic acid characterization across the avian landscape 
(tissues) in order to provide detailed guidance for the 



359

surveillance of species critical for transmission and 
reassortment of influenzas.  Sia quantities and linkage 
types will be compared between erythrocyte and 
tissues with comprehensive validation by way of virus 
binding assays and sophisticated microscopy.  We hope 
to prove that the Sia makeup in blood samples mimic 
tissue samples, thereby making surveillance testing 
easier.  The end results of this project will be a much 
needed phylogenetic guide map created by overlaying Sia 
quantification and linkage data with species distribution 
information that will result in a prioritization of avian 
species that may asymptomatically carry influenza viruses 
of public health concern.   

Conclusion
The proposed study addresses a potentially catastrophic 
public health problem — the increased possibility of a 
pandemic influenza strain due to current circulation of 
H5N1 in both wild and domestic birds, in other mammals 
hosts, and in humans.  Attempts to eradicate or control 
H5N1 have been unsuccessful, and between April 2005 
and April of 2006 the number of countries with positive 
H5N1 infections in birds increased from five to fifty-five 
countries.  The scientific gains of this research include 
a better understanding of the potential host range of 
birds in order to have effective, focused, and meaningful 
surveillance of influenza in host populations.  This work 
will fill extensive knowledge gaps in the types and 
quantities of sialic acid birds that will lead to an increased 
knowledge of influenza viral evolution by default.  So far 
sample acquisition and total Sia quantity methodology 
have been successfully developed and measured for avian 
species.  Methodology for stable isotope Sia measurement 
in birds have been developed which allows for high 
throughput analysis with increased sensitivity thresholds.  
Also a relational database is now available to track samples 
and study the geospatial relationship of Sia types in tissue 
samples.  The end result of this work will be a phylogenetic 
analysis tool that incorporates sialic acid differences in 
taxons that can be utilized into perpetuity. 
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Introduction
Dynamic earthquake triggering remains a compelling 
mystery:  how do transient seismic waves with 
micrometer displacements trigger earthquakes, often 
with failure occurring long after the waves have passed? 
How can triggering take place at distances of hundreds 
of kilometers, from the earthquake generating the 
seismic waves? We are addressing how triggering 
takes place; however the work will also lead to a new 
understanding of the importance of seismic energy on 
earthquake physics and more generally, there will be 
broad impact on unexpected material failure induced 
by moderate-amplitude sound. To address our goals 
and simultaneously test a model we recently developed 
(1), we are conducting laboratory studies of stick—slip 
in granular media and its response to applied acoustic 
waves. In preliminary studies, we used glass beads to 
simulate granular fault zone wear material (gouge), 
sheared  under constant normal stress while subject to 
acoustic waves.  We observed evidence for triggered 
“earthquakes” when applied sound-wave amplitudes 
exceeded several microstrain. We were surprised to also 
observe significantly delayed “earthquakes” relative to 
those observed without wave perturbation (increased 
recurrence), as well as strain memory of the sound 
perturbation in the granular material. These phenomena 
persisted despite the severe material reset that takes 
place during a large “earthquake”.  We will determine 
how and why these phenomena occur and place them in 
the context of real earthquakes, as well as other failure 
scenarios including avalanches, landslide and failure of 
incipient damage in the presence of moderate amplitude 
sound.

Benefit to National Security Missions
There is a large class of diverse applications of this work 
that include predicting unexpected breakdown behavior. 
This project will support the DOE missions in Science by 
enhancing our understanding of earthquake prediction, 
and Nuclear Weapons by enhancing our understanding 
of small amplitude vibration on incipient damage in 
components.

Progress
In addition to very small amplitude wave displacements 
that cause triggering, earthquake nucleation depths are 
of order 10-20 km, and thus static overburden might 
be expected to prohibit triggering by seismic wave 
stress perturbations (~100000 Pa). To better understand 
the physics of dynamic triggering, we are conducting 
laboratory studies of stick—slip in granular media 
with and without applied acoustic waves. Laboratory 
studies of granular friction have emerged as a powerful 
tool for investigating tectonic fault zone processes and 
earthquake phenomena including post-seismic slip, 
interseismic frictional restrengthening, and earthquake 
nucleation. In this work, we explore experimentally 
the effects of dynamic loading on stick—slip behavior 
and speculate how our results impact understanding 
of earthquake processes, in particular, dynamic 
earthquake triggering and stick—slip recurrence. 
Dynamic earthquake triggering involves seismic waves 
from one earthquake promoting or inhibiting failure on 
faults they disturb. Dynamic triggering has been clearly 
documented in a few cases far from an earthquake 
source, at distances much greater than the fault 
radius of the triggering source (outside the traditional 
‘aftershock zone’), and mounting evidence suggests it 
commonly occurs near the earthquake source.

In our 3-D experiments, glass beads are used to simulate 
granular fault zone wear material, sheared in a double-
direct configuration under constant normal stress, 
while subject to transient or continuous perturbations 
by acoustic waves. In past work we observed dynamic 
laboratory ‘earthquake’ triggering as well as strong 
effects on laboratory earthquake recurrence (2).  This 
past year we observed that the horizontal stress applied 
plays a crucial role in the response of the glass beads to 
applied waves. Under relatively small normal stress, and 
subject to modest wave amplitudes typical of seismic 
waves 100-1000 km from a medium sized earthquake, 
we observe induced slow (silent) slip. Triggered silent 
slip is a phenomenon observed in the earth as well, and 
these are the first laboratory experiments that we are 
aware of that show such behavior.  Under slightly larger 
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Media:  Implications for Earthquake Recurrence and Triggering

Paul A. Johnson
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normal stress observe both instantaneous and delayed 
‘earthquake’ triggering. Waves also cause significant 
disruption in the laboratory earthquake recurrence rate. 
The effects of waves are observed for many major-event 
cycles after wave excitation ceases, indicating a strain 
memory of waves in the granular material. Again, similar 
effects are observed in the earth.  Under slightly larger 
horizontal stress, we observe instantaneous earthquake  
triggering followed by slow dynamics—meaning the shear 
modulus recovers linearly with the-logarithm-of-time back 
to equilibrium over hundreds of seconds, something we 
have observed in experiments in granular media and rock 
when no shearing takes place (e.g., (3,4). Slow dynamics is 
a classical elastic nonlinear (anelastic) behavior observed 
in acoustical experiments with rock samples in the lab as 
well as in Earth. 

Wave-induced disruption of periodic stick—slip is linked to 
failure of granular force chains. In 2-D experiments we are 
applying photoelastic discs in stick—slip measurements in 
order to visualize the evolution of the force chain network 
(Figure 1). Photoelastic measurements provide insight into 
failure, and in particular small adjustments in the force 
chains network that presage failure.  A phenomenological 
model similar to a well known model originally developed 
by Knopoff-Burridge shows the same general behaviors. 
Our results should lead to a new understanding of the 
importance of seismic energy on earthquake physics and 
more generally, we anticipate that it will have broad impact 
on unexpected material failure induced by moderate-
amplitude elastic waves, including avalanches, landslide 
and failure of incipient damage in solids.  

Figure 1. Two dimensional experiment of stick slip in laboratory 
experiments using beads that illustrates “force chains”.  Force 
chains in granular material carry the material strength-- they are 
the most stressed portion of the two-dimensional bead pack. An 
effect known as birefringence allows one to see the force chains.   
The gray regions also contain beads, but they carry no force and 
so they cannot be easily seen.   A sand pile has force chains, as 
does fault gouge in the earth.  The black object above the chains 
is a mass that is pulled across the top of the beads.  It is the 
mass that induces the force chains.  We study stick-slip behavior 
of the mass to help understand processes in  three dimensional 
experiments where no visualization can be made, and to infer 
fault processes in the earth (photo courtesy of B. Behringer).

The origin of dynamic earthquake triggering by transient 
seismic waves is a complex problem.  Our results show that 
granular-friction processes are consistent with four of as 
yet unexplained observations in earthquake seismology: 1) 
small amplitude waves can trigger failure both immediately 
and delayed failure relative to the strain transient, 2) 
earthquake recurrence patterns are complex;  3)  small 
amplitude waves can trigger slow, silent-slip;  4) small 
amplitude waves can induce long term recovery processes 
similar to slow dynamics.  Understanding the role of 
vibration-induced disruption of earthquake recurrence 
could have significant implications for seismic hazard 
assessment and reliable forecasting of earthquakes.

Future Work
Our goal is to unravel how dynamic earthquake triggering 
takes place, by employing laboratory studies of stick-slip 
and observational studies of earthquakes.  The work will 
have direct impact on other avalanche –type behavior (see 
below).

Our hypotheses are,

(a) that dynamic waves trigger earthquakes due to 
nonlinear softening-to-weakening, both in the laboratory 
and in the Earth, due to the nonlinear response of the 
fault gouge, given certain conditions (critical state, shear 
weakness and/or low effective pressure, elevated strain); 
toward that goal we are working on the nonlinear elastic 
response of granular media, and have recently published a 
paper on this topic (3,4).

(b) that slow silent slip is induced by the same processes 
but only when in situ stresses are very small;

(c)  that strain memory is responsible for delayed triggering 
in the lab and in the Earth, and for disrupted recurrence in 
the lab, and potentially in the Earth;

(d) that the origin of behaviors is explained by the 
micromechanics of the medium—the force chains—and 
that these processes may be widespread (sound induced 
crack failure, landslides, avalanche).

Our tasks are to, (i) test the hypotheses in laboratory and 
model stick-slip studies, and (ii) inspect seismic data for 
observations that may support or refute the hypotheses. 
Whether or not the processes are nonlinear in origin, our 
ultimate objective is to understand the role of dynamic 
waves on earthquake processes, and apply what we learn 
to a scope of problems that are related to catastrophic 
breakdown due to moderate amplitude sound.  Without 
such tools we have no hope of predicting earthquakes (a 
very hard problem in any case) or understanding when 
cracks in a component may breakaway due to the presence 
of sound.  Each task will be considered met with a series of 
peer-reviewed journal publications submitted.  In addition, 
we add the task of looking for applications of interest 
to DOE, in particular, to issues related incipient damage 
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where components may be in the presence of moderate 
amplitude sound.

Conclusion
Triggering is an intriguing scientific question that 
confounds, and we find that the effects of acoustics on 
faulting in the laboratory create many other questions 
as well. Our work will tell us what effect seismic waves 
generated by one earthquake have on a fault located 
nearby or far away.  We already have evidence that the 
effects could be significant, and that seismic waves may 
strongly effect time-dependent earthquake forecasting, 
a primary goal of seismologists. Ultimately, predictive 
models used in earthquake prediction will surely have to 
include earthquake triggering and wave effects on fault 
recurrence and memory.

References
Johnson, P., and X. Jia. Nonlinear dynamics, granular 1. 
media and dynamic earthquake triggering. 2005. 
Nature. : 871.

Johnson, P., H. Savage, M. Knuth, J. Gomberg, and 2. 
C. Marone. The effect of acoustic waves on stick-slip 
behavior in sheared granular media: implications for 
earthquake recurrence and triggering . 2008. Nature. 
451: 57.

Brunet, T., X. Jia, and P. Johnson. Transitional, elastic-3. 
nonlinear behavior in dense granular media. 2008. 
Geophysical Research Letters. 35: L19308.

Guyer, R., and P. Johnson.  . 2009. In 4. Nonlinear 
Mesoscopic Elasticity: The complex behaviour of 
granular media Including rocks and soil. , First Edition, 
p. 410. Berlin: Wiley-VCH.

Publications
Brunet, T., X. Jia, and P. A. Johnson. Transitional, elastic-
nonlinear behaviour in dense granular media. 2008. 
Geophysical Research Letters. 35: L19308.

Guyer, R. A., and P. Johnson.  . 2009. In Nonlinear 
Mesoscopic Elasticity:  the complex behaviour of granular 
media including rocks and soil. By Guyer, R., and P. A. 
Johnson. , First Edition, p. 410. Berlin: Wiley-VCH.

Johnson, P. A., H. Savage, M. Knuth, J. Gomberg, and C. 
Marone. The effect of acoustic waves on stick-slip behavior 
in sheared granular media: implications for earthquake 
recurrence and triggering. 2008. Nature. 451: 57.

Johnson, P., P. Bodin, J. Gomberg, F. Pearce, Z.  Lawrence, 
and F. Menq. Inducing in situ, nonlinear soil response 

applying an active source. 2009. Journal of Geophysical 
Research. 114: B05304.



Exploratory Research
Continuing Project

Environmental and Biological Sciences

363

Introduction
Understanding the electromagnetic medium that 
impinges upon and surrounds the earth is crucial to 
virtually every aspect of space flight, from spacecraft 
and sensor design to safety considerations in manned 
space flight. Furthermore, the ionic medium surrounding 
the earth impacts all manner of communications and 
sensing systems. The ultimate goal of this LDRD/ER 
Project is to develop a new research area connecting the 
physics of the solar surface with the physics of the solar 
wind (consisting of a variety of particles originating from 
the sun), thereby advancing the understanding of both.

This LDRD/ER Project has three research objectives. 
(1) To survey the properties of the solar wind that 
emanates from different features on the sun. This will 
provide a large body of information about the sources 
of the solar wind. (2) To map the magnetic flux tubes 
measured by the ACE spacecraft to their specific regions 
of origin on the solar surface. This will provide a large 
body of information about the origin of structure in 
the solar wind, about the predictability of patterns in 
the solar wind, and about the properties of important 
magnetic-flux concentrations that escape from the 
sun. (3) To develop a technique to use existing solar-
wind instruments to make remote measurements of 
the time-dependent dynamics of the magnetic flux 
concentrations as they escape from the sun.

Benefit to National Security Missions
This project will enhance our understanding of the 
solar wind and its impact on the space environment, 
which affects space-based platforms and sensors. This 
project will support the missions in Threat Reduction 
and treaty verification important to DOE, DHS, and other 
government agencies.

Progress
In the second year of this LDRD/ER project the major 
progress concerned six topics.

Using ULYSSES satellite measurements, it was 1. 
demonstrated that the flux tubes of the solar wind 

become flat as they are carried out beyond the 
orbit of Earth. This finding helps to settle the issue 
of whether the flux tubes are fossil structure from 
the Sun (which would become flat beyond Earth) 
or structure constantly regenerated by solar-wind 
turbulence (which would not become flat). 

 Using ACE satellite measurements, the shape of 2. 
the flux tubes was examined in one-dimensional 
compression zones of the solar wind near Earth. It 
was found that the flux tubes flatten when slowly 
compressed, supporting the fossil-flux-tube model. 
This examination was submitted for publication [1].  

In mapping the measured magnetic field of the 3. 
solar wind back to the Sun along the Parker 
spiral, our flux-tube model was used to map the 
fluctuations of the magnetic field back to the Sun. 
This flux-tube mapping predicts a dual population 
of fluctuations near the Sun: a large population of 
small fluctuations and a small isotropic population. 
The majority of the fluctuations are smaller than the 
fluctuations predicted with turbulence models. This 
mapping investigation was submitted for publication 
[1]. 

A theory for the coefficient of fluid viscosity for the 4. 
solar wind was developed which does not rely on 
particle collisions. In this new picture the viscosity 
comes about from electromagnetic processes acting 
on shear flows. For a hot plasma such as the solar 
wind, the new viscosity is orders of magnitude larger 
than previous estimates. This theory has appeared 
in print [2,3]. 

For the solar-wind turbulence that is confined to the 5. 
flux tubes, a theory was developed that carries an 
anisotropy parameter into calculations of turbulence 
parameters such as turbulent heating rates, 
Reynolds numbers, and dissipation scales. Owing to 
the confinement in flux tubes, the turbulence of the 
solar wind is forced to be anisotropic. This theory 
has appeared in print [3]. 

Developing a Remote Sensing of the Solar Surface

Joseph E. Borovsky
20080321ER
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By changing the manner in which spacecraft data is 6. 
analyzed, more-accurate estimates of the properties 
of the turbulence in the solar wind were obtained, and 
turbulence parameters such as Reynolds numbers and 
heating rates were recalculated. The new estimates of 
the amplitudes were obtained by eliminating the large 
signals from the fossil structure of the solar wind. The 
methodology for this analysis has been submitted for 
publication [4] and the utilization of the results have 
appeared in print [3].

An depiction of the structure of the solar-wind plasma 
filling the inner solar system (submitted for publication [1]) 
appears in Figure 1. The figure depicts the flux-tube texture 
and the radially increasing braiding angles of flux tubes 
about the Parker-spiral direction. Here, individual solar-
wind flux tubes are drawn in various colors. The depiction 
of is approximately to scale utilizing the measurements of 
tube diameters and angles at Earth’s orbit: the diameters 
and braiding angles of the flux tubes at Earth reflect the 
statistics of ACE measurements. In going around the 
circumference of the orbit of the Earth, about 1000 flux 
tubes are encountered.

Figure 1. A depiction of the flux-tube structure of the solar wind. 
The viewer is looking down on the ecliptic plane. The diameters 
of the orbits, the radius of the Sun, and the diameters and 
braiding angles of the flux tubes at 1 AU are approximately to 
scale. The pattern of flux tubes convects radially outward with 
the solar-wind speed and the tubes undergo transverse Alfvenic 
motions. The braiding angles of the flux tubes is envisioned to 
give rise to the angular spread in magnetic-field directions about 
the Parker spiral.

In support of this project the investigators have organized 
a session entitled “Merging Different Views of Structure” 
at the SHINE Workshop in August 2009 and the principal 
investigator was co-organizer of a “Workshop on Thin 
Current Sheets” in September 2009.

Future Work
This project has three research objectives. 

To survey the properties of the solar wind that 1. 
emanates from different features on the sun. In 
particular the central portions of off-equatorial and 
equatorial coronal holes and coronal-hole edges will 
be compared.  This will involve coordination of the 
ACE spacecraft data with models of where the solar 
wind originates from the solar surface. The goal will be 
to obtain a large data base of coordinated solar-wind 
properties and solar source locations. This objective 
will provide a large body of information about the 
sources of the solar wind. 

To map the magnetic flux tubes measured by the 2. 
ACE spacecraft to their specific regions of origin on 
the solar surface. This will also involve coordination 
of the ACE spacecraft data with models of where the 
solar wind originates from the solar surface. The goal 
will be to obtain a large data base of solar-wind flux-
tube properties and their solar source locations. This 
objective will provide a large body of information 
about the origin of structure in the solar wind, about 
the predictability of patterns in the solar wind, and 
about the properties of important magnetic-flux 
concentrations that escape from the sun. 

To develop a technique to use existing solar-wind 3. 
instruments to make remote measurements of the 
time-dependent dynamics of the magnetic flux 
concentrations as they escape from the Sun. This 
will involve detailed and statistical comparisons of 
the locations of solar-wind discontinuities seen in 
the magnetic-field measurements, in the plasma 
measurements, and in the energetic-electron 
measurements. Displacements of the various 
discontinuities represents the amount of magnetic-
field reconnection near the sun. The goal will be 
a statistical picture of the reconnection rate in 
chromospheric structures.

Conclusion
We expect that this project will provide bodies of 
information about the sources of the solar wind and 
about the origin of structure in the solar wind, about the 
predictability of patterns, and about the properties of 
important magnetic-flux concentrations that escape from 
the sun.

We expect to develop a technique to use solar-wind 
instruments to make remote measurements of the 
dynamics of the  flux concentrations as they escape from 
the sun.

The ultimate goal of this project is to develop a research 
area connecting the physics of the solar surface with the 
physics of the solar wind.
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Introduction
Soil organic matter is the largest pool of terrestrial 
carbon on Earth. Soil microbiota (bacteria, fungi, 
microfauna) are responsible for stabilization and 
release of this pool via complex processes such 
as decomposition. Although key to carbon flux in 
terrestrial ecosystems, microbial decomposition is 
one of the major unknowns for prediction of carbon 
sequestration, ecosystem responses to climate change, 
and contaminant mitigation. Our project aims to provide 
an in situ assessment of microbial decomposition rates 
and energy sources using a unique Tunable Diode Laser 
Spectroscopy (TDL) system in parallel to identification 
of the active microbial participants using stable isotope 
probing and metagenomic analysis. This combination 
of new techniques is being applied to soil microcosms 
of field soil samples from LANL’s woodland observatory 
and other ecosystems, to provide an understanding 
of soil biota that control degradation of plant carbon 
and their rates of activity under different conditions. 
Scientific contributions from this project will include 
1) demonstration of a suite of novel approaches to 
identify connections between soil microbial community 
composition, activity and metabolic processes, 2) 
determination of the active soil microbial populations 
that are capable of degrading complex plant biomass 
across multiple soils, and 3) assessment of the effects 
of moisture pulses on soil decomposition rates and 
associated microbial community structure.

Benefit to National Security Missions
This project endeavors to synthesize two, novel 
technologies from different scientific disciplines in order 
to better understand and characterize carbon cycling 
in soils, specifically complex carbon decomposition. 
Soil carbon among the largest sources of CO2 input to 
global atmospheric CO2, and decomposition processes 
influence the movement of organic pollutants and 
toxic metals, supporting missions in DOE/SC, and other 
government agencies.

Progress
Progress in year two of the project included the following:

Established stable isotope probing (SIP) procedures 1. 
for use with soil microcosms to isolate soil 
microbial community DNA representing the active 
populations.

Developed and tested a coupled soil-mesocosm-2. 
tunable diode laser system for monitoring the 
isotopic composition (δ13C and δ18O) of CO2 
decomposed by soil microbes.  An experiment to 
evaluate the effects of pulsed water addition on soil 
community respiration, in soils that differ in carbon 
content and composition, is in progress.

Conducted replicated time course series 3. 
experiments on the degradation of 13C-cellulose 
by soil microorganisms from three soils that 
represented different carbon-use scenarios. 
Measurements included metagenomic identification 
of the active bacterial and fungal populations in each 
soil, CO2 flux, and δ13C  and δ18O of respired CO2.

Developed a metagenomic analysis pipeline for 4. 
analysis of soil microcosms.  In doing so, identified 
dominant soil bacterial and fungal populations 
that responded to cellulose, some of which were 
consistent populations among different soils.  

Detailed results this year.

A stable isotope probing (SIP) procedure was developed 
and calibrated for sealed soil microcosms. The procedure 
was not informative for simple carbon substrates 
(e.g. glucose and acetate) due to the broad range of 
microorganisms capable of utilizing these simple carbon 
sources as well as the natural range in G+C content of 
the microbial community interfered with selection of 
13C-labeled DNA in gradient ultracentrifugation. The 
method worked exceptionally well with more complex 
carbon sources and is being used in experiments with 
13C- cellulose. Figure 1 illustrates the separation of 
‘heavy’ 13C-enriched DNA from the total pool of soil 
DNA.

A New Approach to Unravel Complex Microbial Community Processes

Cheryl R. Kuske
20080464ER
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Figure 1. Carbon dioxide concentrations over time for soil 
microcosms containing root zone soil of dead pinyon (blue), 
live pinyon (red) and a Midwestern grassland soil (green). Each 
point represents the CO2 concentration averaged over three 
replicate microcosms (with standard deviation as bars). Solid 
lines represent soil microcosms to which 13C-cellulose was added 
to track the active microbial communities. Dashed lines represent 
native control soils.

Time course experiments to determine the bacterial 
and fungal populations capable of 13C-maize cellulose 
decomposition were completed for three different soils. 
Results showed that, in soils from living pinyon root 
zones, which contains a very low amount of plant biomass 
carbon, a variety of microbes in the microbial community 
responded to added 13C -cellulose. In contrast, in soils 
from beetle-killed dead pinyon, which contain high levels 
of complex plant-derived organic matter, a select group 
of bacterial and fungal species became dominant after 
cellulose addition and degraded cellulose at higher rates 
than in the live pinyon root zone. This demonstrates 
that microbial populations, and their functions in 
decomposition and release of soil carbon, is expected to 
differ in ecosystems that have extensive mortality such 
as throughout Southwestern USA. In a Midwest soil with 
lower pH and higher organic matter, the composition of 
dominant bacteria and fungi responding to 13C- cellulose 
was different than the pinyon soils, even though initial soil 
microbial compositions were similar between the soils (at 
the Order level). The soil respiration rate was higher in the 
pinyon soils (both 13C-maize cellulose amended and un-
amended soils) than the Midwest soil (Figure 2).  These 
results suggest that the either the Midwestern soil is more 
efficient at complex carbon incorporation into biomass 
or exhibits slower decomposition rates, since less was 
released as carbon dioxide.   

Figure 2.  Figure represents an example of cesium 
chloride fraction collection, DNA concentration (ng/ul) 
verses the buoyant density (g/ml).  Picture (inlet) 
represents a typical cesium chloride gradient. Replicate 
control microcosms (no added carbon, 5 grams of soil) 
are depicted with gray data points & lines, whereas the 
repl icate   13C cel lulose microcosms (0.05g 13C 
cellulose/5 grams of soil)  are depicted with black data 
points & lines.       

0

50

100

150

200

250

1.5201.5401.5601.5801.6001.6201.640

D
N

A
 c

on
ce

nt
ra

tio
n 

(n
g/

ul
)

Buoyant density (g/ml)

 

 

Figure 2. Figure represents an example of cesium chloride 
fraction collection, DNA concentration (ng/ul) verses the buoyant 
density (g/ml).  Picture (inlet) represents a typical cesium 
chloride gradient. Replicate control microcosms (no added 
carbon, 5 grams of soil) are depicted with gray data points & 
lines, whereas the replicate  13C cellulose microcosms (0.05g 13C 
cellulose/5 grams of soil)  are depicted with black data  points & 
lines.

Time course measurements of the isotopic composition of 
CO2 respired from soils demonstrates the importance of 
water in regulating microbial decomposition of carbon in 
soils (Figure 3). The spikes in all three panels of Figure 3 are 
due to the weekly addition of water.  Our goal was to keep 
water content of soils constant across treatments because 
microbial metabolism is dependent on water content and 
we wanted to exclude that as a factor in the experiment, 
allowing us to determine the role of soil type (collected be-
neath live or dead trees) and cellulose addition. All of the 
jars had similar respiration rates and isotopic composition 
at the beginning of the experiment, validating that the soils 
had similar initial carbon and that any changes are due 
to the addition of cellulose.  The respiration rate, which 
is equivalent to the amount of CO2 released through de-
composition, became higher for soils with cellulose added 
(Figure 3A).  The δ13C composition of respiration showed 
a consistent result, with the cellulose added soils shifting 
their signature towards that of the added cellulose (denot-
ed by the dashed line), verifying that the microbial popu-
lations were decomposing the added cellulose.  Notably, 
the consistent difference between live and dead control 
soils (no added cellulose) indicates that the carbon sources 
differ in the soils beneath live and dead soils.  Lastly, the 
δ18O signature of respiration carries the signature of added 
water, and thus it should be the same for all soils because 
we added the same amount and type of water to each 
jar.  Thus monitoring the δ18O provides a inter-jar test of 
comparability. The consistency of the δ18O patterns across 
treatments provides confidence in our carbon results. 
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Figure 3.  A summary of results from our most recent soil-mesocosm experiment.  Weekly spikes are associated with 

watering, which was done equally to each jar in each treatment.  (3A): Soil respiration rates for the four treatments 

(see legend caption in figure for treatment symbols).  Respiration was higher in cellulose-added jars.  (3B):  The 

carbon isotope composition of soil respiration for the four treatments.  The cellulose-added jars shifted their isotopic 

signature towards that of the added cellulose, indicating increased use of the added cellulose.  (3C): The oxygen 

isotope composition of soil respiration for the four treatments.  The lack of difference between treatments provides 
confidence that our experimental infrastructure is operating properly, without biases between jars or treatments.!!

Figure 3. A summary of results from our most recent soil-
mesocosm experiment.  Weekly spikes are associated with 
watering, which was done equally to each jar in each treatment.  
(3A): Soil respiration rates for the four treatments (see legend 
caption in figure for treatment symbols).  Respiration was higher 
in cellulose-added jars.  (3B):  The carbon isotope composition 
of soil respiration for the four treatments.  The cellulose-added 
jars shifted their isotopic signature towards that of the added 
cellulose, indicating increased use of the added cellulose.  (3C): 
The oxygen isotope composition of soil respiration for the four 
treatments.  The lack of difference between treatments provides 
confidence that our experimental infrastructure is operating 
properly, without biases between jars or treatments.

Future Work
Our studies to date have determined that (a) soil type 
(pH, organic matter content, parental material and other 
geochemical factors) greatly affect the composition 
of dominant soil microbes capable of degrading plant 
cellulose, (b) the input of large amounts of complex plant-
derived carbon into a single soil type (by tree death) 
also dramatically effects the composition of microbial 
species capable of degrading that substrate, and (c) the 
metabolism of the microbial population responds through 
utilization of the added carbon. 

In year three of the project, we will expand our 
determination of the dominant microbial communities 
capable of 13C-cellulose decomposition, across a broader 
range of soils that differ in parent material, pH, nature and 
content of soil carbon, and dominant vegetation to identify 
the cellulose-degrading soil microorganisms and link 
these populations to readily measured soil geochemical 

parameters. This information will be useful in gauging the 
relative contributions of soil fungi and bacteria in plant 
carbon decomposition, toward developing predictive 
models for major processes in carbon cycling across 
different soils. Molecular tools to track the bacterial and 
fungal species identified in our year two experiments will 
be developed to allow us to monitor their activities in 
further microcosm experiments that use the tunable diode 
laser to monitor CO2 flux.  Our follow on microcosm studies 
will include temperature treatments to investigate the 
impact of global warming on microbial processes in soils.

Conclusion
Assessing the relative contribution of different soil 
microorganisms to decomposition in parallel with 
undisturbed metabolism measurements has been a major 
goal of soil science for over five decades. We are refining 
parallel measures of the process (using a novel tunable 
diode laser) and active microorganisms (metagenomics).  

Publications
Powers, H., J. Hunt, P. Hanson, and N. McDowell.  A 
dynamic soil chamber system coupled with a tunable diode 
laser for online measurements of delta13C and delta18O 
of soil respired CO2. . To appear in Rapid Communications 
in Mass Spectrometry.
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Introduction
Work by Los Alamos researchers during the past 
decade has pioneered a new direction in the study of 
nonlinear-elastic, dynamic behavior in materials. Certain 
materials display surprisingly large nonlinearities. Both 
conditioning and memory effects appear at wave strains 
smaller than parts per million.  These are disturbances 
equivalent to seismic waves far from an earthquake 
epicenter. The materials relax in a very peculiar way 
over very long durations after the wave disturbance.  
This is a nonequilibrium phenomenon termed “slow 
dynamics.” The uniformity of these behaviors over a 
wide variety of complex materials promises a new era 
in understanding and characterizing their behavior. 
Geomaterials are prototypes for these (apparently) 
unrelated solids. These include granular materials, 
sintered and damaged metals, some ceramics, and 
even high explosives. Though there are some clues 
as to the processes leading to the bulk behavior, the 
microphysics of the nonequilibrium behavior remains 
unknown. We plan a new generation of experiments 
that we expect will redefine the field. We are pursuing 
a joint experimental and theoretical effort to develop 
an overarching description valid for these common yet 
unusual materials. Our framework employs a mesoscale 
description of a free-energy landscape (i.e., fluctuating 
potential barriers) of the dynamical behavior. Such 
a predictive capability will have a major impact on 
diagnostics of materials, and on earthquake mechanics, 
and seismic wave propagation.

Benefit to National Security Missions
This project will primarily support the DOE/
NNSA mission in Science by greatly enhancing our 
understanding and ability to model consolidated, 
cemented materials.  These range from geomaterials to 
explosives.  The project will also support the missions 
of science for Nuclear Weapons (explosives) and Energy 
Security. Understanding oil- gas-bearing reservoir rocks 
and CO2 sequestration are examples of the latter.

Progress
Classical thermodynamics is all about state variables and 

the related equations of state and, while vast amounts 
of research has been done and is known about the 
equilibrium and nonequilibrium behavior of gases and 
liquids, very little is known for solids. The nonequilibrium 
thermodynamics of the specific solids we are interested 
in, i.e., poorly-cemented sandstones or limestones 
typical of an oil/gas or CO2 sequestration reservoir, 
have some very unique behaviors (e.g., slow dynamics) 
and have been just barely studied, the main focus of 
this research.  We summarize our progress below, both 
theoretical and experimental.

At low strains, geomaterials display a frequency 
softening that follows non-equilibrium thermodynamics 
(Landau theory). However, nonlinear coefficients 
are large and these large values are currently not 
derivable from an underlying physical cause. Because 
the nonlinearities are so large, they are hard to 
untangle from the non-equilibrium relaxation process 
(slow dynamics) seen in experiments. A theoretical 
framework that can incorporate both of these features 
has now been constructed using Landau-Ginzburg 
theory.  It has been generalized for nonlinear losses. 
In addition, the origins of the loss mechanisms in 
geomaterials are complex and not well understood. 
The large dynamic nonlinear coefficients mentioned 
above make it likely that the loss mechanisms are also 
nonlinear. Any connection between the losses and 
the dynamical nonlinearities will contain hints of the 
underlying physical processes.  Thus they are important 
to investigate. Fortunately the values of some of the 
coefficients arising in the Landau-Ginzburg theory can 
be fixed from experimental results at low strains. Others 
can be fitted with current slow dynamics experiments. 
The experimental work is needed to feed the theoretical 
and modeling effort. To this end, the theoretical 
work has progressed to the point of having a paper in 
preparation on the previous year’s experimental results. 

There are three different kinds of experiments we 
perform.  All experiments are done by varying a single 
state variable to drive the rock out of equilibrium, 
and then measuring its return. These will define the 
regimes for the description of the dynamics of the non-

Nonequilibrium Mechanics of Geomaterials
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equilibrium behavior of rocks.  Most of the previous years’ 
work consisted of applying a static stress with a load frame 
and measuring the creep and recovery rates. Additional 
experiments where the stress was cycled constantly while 
strain was measured were also done.  Creep and recovery 
are, however, dc-load experiments. Initial slow dynamics 
experiments used an ac (acoustic) source to drive a sample 
away from equilibrium.  All these and implications are 
presently of great interest to seismologists and thus will be 
the subject of an invited talk at the American Geophysical 
Union’s Fall meeting (December 2009).  

Exploring higher strain regimes with a cyclic loading brings 
out hysteresis in a rock. We have shown that if the rate 
of the experiment is slow enough however, the hysteretic 
effects vanish.  For certain rates it is possible to keep the 
sample in a metastable thermodynamic equilibrium for the 
whole experiment.  A significant result (published 2009) 
is that historically experiments were done too quickly.  
Simply, these have been shown to be “contaminated” with 
non-equilibrium effects.  We also have demonstrated the 
necessary temperature stability for the concluding set of 
measurements this year.

New experimental work has also continued along a 
parallel path.  These are experiments where we drive a 
rock away from equilibrium with a small ac drive instead 
of a pressure/stress.  In fact,  this is slow dynamics as 
defined by TenCate and Shankland in the mid-1990s.  
The recovery of these samples to equilibrium has been 
carefully studied. However, the behavior of the sample 
during the early initial application and removal of the drive 
has not been measured until this past year, both by us 
and by colleagues at the University of Illinois (Weaver and 
Lobkis[1]).  Lobkis and Weaver did a different experiment 
than us, they dropped a small wooden ball on a sample 
instead of applying an AC driving force.  While the topic of 
their paper was not slow dynamics but monitoring small 
changes in material properties, they were able to resolve 
(in a cement sample) log(time) behavior starting from 22 
ms after the drop. Our investigations with an AC drive on 
a sandstone show log(time) from about 1 s to well beyond 
(Figure 1). Remarkable results, to see log(time) behavior 
over a range which spans 6 orders of magnitude!

Future Work
Our final experiments are to explore the very long tails 
of this recovery.  The log(time) recovery cannot continue 
forever and where exactly it changes to something else 
is of great interest.  To date there is only one data point 
(on a Lavoux limestone) and it was likely contaminated by 
temperature effects.  Our present measurements should 
have no such problems and we look forward to getting 
these results on a wide variety of rock samples.  The 
theoretical framework being built employs a mesoscale 
description of a free-energy landscape (i.e., fluctuating 
potential barriers) of the behavior. Describing the 
nonlinearity with nonequilibrium dynamics via effective 

field theories is a key goal. Predictions will be compared to 
experimental observations.

Figure 1. Slow dynamics recovery as a function of time 
immediately before and after a small inpulse is applied to a 
cement sample.  Frequency is on the left hand axis, time along.  
log(time) begins at about 22 ms.  From [1] courtesy of the 
authors.

Conclusion
This work will lead to an increased understanding of how 
materials like oil-  gas-bearing rocks and explosives react 
to wave excitation. Slow dynamics occur as a result of 
the way these materials are cemented together. Current 
models for these materials are not unique. Every rock 
requires its own tailor-made model. Non-equilibrium 
statistical mechanics has never been used to describe 
these materials. It will provide a robust description and 
model of the dynamics. Understanding these will help 
predict porosity and permeability in reservoir rocks (CO2 
sequestration) and crack density (for explosives) and yield  
improved models of wave propagation for earthquake and 
man-made explosion forensics.

References
Lobkis, O., and R. Weaver. On the Larsen effect to 1. 
monitor small fast changes in materials. 2009. Journal 
of the Acoustical Society of America. 125: 1894.

Publications
Claytor, K. E., J. R. Koby, and J. A. TenCate. Limitations 

of Preisach theory:  Elastic aftereffect, congruence 
and end point memory. 2009. Geophysical Research 
Letters. 36 (L06304): L06304, 1.



Exploratory Research
Continuing Project

Environmental and Biological Sciences

371

Introduction
The primary goal of this proposal is to develop the 
science underlying microbial signatures. For us, 
signatures are relatively short nucleic acid sequences 
that can be used to identify bacteria or viruses of 
interest. Signatures are of great practical importance 
in medical diagnostics, biodefense, microbial forensics 
and related disciplines, but they also pose fundamental 
scientific questions pertaining to evolution, functional 
organization, microbial diversity and speciation, which 
have been inadequately addressed.

Currently the most successful techniques for identifying 
useful nucleic acid detection or diagnostic signatures 
rely on an computational comparison of the sequences 
for target groups of interest with the sequences for all 
background organisms. Any differences which appear 
between the target sequences and the background 
sequences represent potentially useful signatures.

This work aims at trying to understand the biological 
significance of these signature elements “after the fact”: 
knowing that these signatures distinguish target groups 
of interest from background groups, what can we learn 
about their roles and distribution?

This work has the potential to shed light on the 
definition of microbial species and to develop new 
methods for predicting sequence function.

Benefit to National Security Missions
Better understanding of microbial signatures supports 
biothreat reduction and basic bioscience missions in 
DOE, DHS, and other government agencies. The work 
will develop a scientific basis for understanding how the 
evolution of pathogens may impact our techniques for 
their detection.

Progress
Some of our major findings were recently published in 
BMC Genomics (BMC Genomics 2009, 10:501). Table 1 is 
taken from that paper and shows the identity of some of 
the targets we identified. Figure 1 shows the location of 

these targets in a “pathogenicity space.” The identified 
targets appear in yellow and green.

Figure 1. Visualization of potential broad-spectrum targets 
(signatures) in a “pathogenicity space.” Targets shown in 
yellow and green were predicted to be good candidates for 
countermeasure development. Targets shown in yellow have 
been experimentally verified to be involved in pathogenicity.

We entered into a small work-for-others agreement 
with a company called Genetic Chemistry, Inc. based 
on the signature work undertaken here. This work is 
exciting because the goal of that effort is to use some 
of our early results as targets for treatments (drugs) 
for a disease (melioidosis, caused by the pathogen 
Burkholderia pseudomallei). If this work is successful, 
our effort will directly contribute to the development of 
a new therapeutic treatment. 

We are entering collaboration with a Canadian national 
defense laboratory (PI Dr. Jonathan Wong) to better 

Evolution and Function of Microbial Signatures
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understand regulatory functions. His lab will be able to 
perform experimental investigations based on what we 
learn computationally.

This work has directly contributed to obtaining DHS 
funding for a spin-off forensics effort ($500K for a 1 
year effort and an additional $500K for a second year) 
as well as a larger bioassay effort headed by Karen Hill 
(approximately $2.5 million total, of which about $550K 
represents work that is related, though distinct, to the 
work being performed on the LDRD).

We have applied for National Institutes of Health (NIH) 
funding to advance some of this work. In the course 
of preparing that proposal, we developed some new 
approaches to identification of signatures that remove 
some of the limitations of our existing methods. See Figure 
3 for a description of aspects of this new approach.

We have largely have completed the first year’s major 
goal: the main goal of that effort was to obtain empirical 
distributions for bacterial signatures over the nodes of an 
authoritative phylogenetic tree.

The work on modeling that distribution is still in progress.

The amount of effort needed to obtain the needed 
phylogenetic tree was seriously underestimated in our 
original proposal -- resulting in some delay to our current 
status -- Ben McMahon has updated some of the work 
done in building the phylogenetic tree and is preparing this 
work for publication. See Figure 2 for part of this tree.

We have begun some of the Year 3 effort -- which is 
out of phase with our original plans but turns out to 
be somewhat independent of many of these tasks. 
In particular, we have made progress on improving 
signature robustness. Recently we have developed 
collaboration with U. Alabama at Birmingham (Dr. 
Elliot Lefkowitz) to help with some of that work. 

Table 1.  Selected targets. Virulence-associated genes identified by computational methods and selected for experimental screening. 
These targets have been ranked by their competitive index (CI) value in Y. pseudotuberculosis. The CI value shown is the mean of the 
CI calculated from 3 spleens individually plated in triplicate. The top six candidates are deemed virulence-related by our experimental 
criteria.  Hits to pathogens include all five members of the Enterobacteriaceae (Ec, Se, Sf, St, Yp) plus some additional strains.
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Figure 2. Part of a new bacterial phylogeny developed as part 
of this project. This project required the development of a new 
bacterial phylogenetic tree which is [a] comprehensive (in that it 
contains as many taxa as possible) and [b] has accurate branch 
lengths. Ben McMahon in T-10 developed this tree and is in 
thr process of preparing a publication on the methods used to 
develop it.

Figure 3. A new approach to target identification -- how one 
can find targets which favor pathogens without clustering. Start 
with similarity comparisons between individual gene (or domain 
or k-mer) sequences. This similarity matrix can be visualized as 
a spatial distribution of points (each point representing, e.g., 
a gene sequence in a particular organism). This distribution 
is shown in the upper center of the figure. Originally we first 
created clusters (a, on upper left) using heuristically-chosen 
thresholds. These clusters were ranked according to their content 
of pathogens (b, lower right). Clusters containing high pathogen 
excesses were chosen as targets. The proposed methodology 
does not require thresholds. Rather, we can directly attribute 
pathogenicity to each sequence based on the organism it belongs 
to (1, on upper right) and directly choose points that correspond 
to pathogen excesses (2, visualized as peaks of a “pathogenicity 
distribution.”)

Future Work
We intend to answer the following questions:

Can the distributions of microbial signatures  (short • 
nucleic acid sequences) be predicted?

Do signatures support a coherent definition of • 
microbial species? What are the implications of 
signature distribution for microbial diversity?

How are signatures related to regulation and function?• 

Can robustness of signatures be predicted?• 

We will develop computational tools that:

Identify functional signatures.• 

Produce more robust signatures.• 

A major task will be to develop mathematical models 
that predict number of signatures and compare with 
computational “measurements” on microbial populations. 
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Specifically, by choosing a broad class of microbes (e.g., 
Proteobacteria) and counting signatures, and then 
progressing to smaller sub-groupings and counting 
signatures, we will get empirical signature distributions 
that can be compared to theoretical models. If we get 
good fits, we will obtain values for microbial evolutionary 
speciation rates and for total microbial population sizes. 
Thus our methods may furnish independent ways of 
estimating microbial biodiversity.

We will also study how these distributions are affected 
by signature lengths. Do the features of the distributions 
of signature counts remain fixed or are there signature 
lengths for which these distributions show marked 
changes? Answering this question will shed light on 
whether microbial species constitute a meaningful and 
discrete level of biodiversity.

Year 1: Understand the distribution of microbial signatures

Model signature evolution and compare with • 
distributions of number of signatures

Determine the expected distribution of signatures as • 
a function of signature size and correlate with the size 
scales of functional elements

Analyze implications of results on definitions of • 
microbial species.

Year 2: Characterize our empirical signatures as to function 
using literature and bioinformatics methods.

Year 3: Develop methods to predict robust signatures

Identify methods to predict lateral gene transfer and • 
study effects on signature robustness.

Develop methods to predict signature robustness and • 
thereby acquire the ability to prioritize signatures.

Conclusion
The results of this research are expected to have practical 
benefits in terms of improved signatures for public health 
and biodefense use. This work will lead to better and 
more reliable detection of threat agents and thereby 
help limit their potential damage.  It will also lead to 
improved scientific models of microbial speciation (and 
its interpretation) and an improved characterization of 
microbial diversity. This increased scientific knowledge 
can be expected to enhance our understanding of, and 
abilities to coexist with and benefit from our biological 
environment.
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Introduction
The goal of this project is to demonstrate in an 
artificial process the most important capability of 
any living system, namely the use of external energy 
and resources to replicate its information system (in 
our case, a nucleic acid polymer, i.e. DNA). This is a 
problem that Nature must have solved in order to have 
life emerge and remains an underlying fundamental 
property of life today. To address this problem, the 
project seeks to modify and adapt an experimentally 
proven light-driven information-metabolic process that 
we previously developed. The modification consists of 
adapting the existing photo-chemically driven process 
to one capable of reproducing a DNA chain by activating 
short DNA fragments which base-pair with the original 
chain.  The activation allows the activated fragments to 
bind to each other to form a continuous chain, which 
is a complimentary copy of the original information 
containing double stranded DNA. Such a reproduction of 
the information-metabolic complex is a hallmark of life. 
The process we are pursuing is far simpler than any such 
process in modern life and unique from any other being 
pursued by others in the scientific community.

On the science side, the assembly and demonstration 
of such an information reproduction system would 
represent a significant advance in the study of the 
emergence of life. On the application side, the 
demonstration of a simple non-enzymatic direct and 
switchable light-driven DNA ligation [polymerization 
of short DNA single strands (oligomers) or nucleotides 
resulting in DNA replication and possible activation] 
would potentially have an extraordinary impact in 
biochemistry and therapeutics.

We are also investigating the entire concept of 
information and its ties to life.

Benefit to National Security Missions
This project supports the DOE/NNSA mission of 

supporting US leadership in science and technology. 
Developing and gaining insights into what information is 
has universal applications. By the end of the project we 
will have developed a technique for using light to drive 
and control DNA replication (a critical step in developing 
light controlled therapeutics and self-healing organic 
nanomaterials), learned about systemic issues related 
to the origin of life, and developed a more universal 
definition of information while understanding its relation 
to life.

Progress
Progress in FY 2009 has been along several parallel 
fronts.  We developed a new analytical tool for 
quantitative analysis of the metabolic reactions of a 
protocell that we are attempting to integrate into a 
protocell. We have demonstrated that we are able to get 
the needed strong association between all the elements 
of the protocell we are attempting to build, and that the 
underlying metabolic reaction mechanism we are trying 
to develop remains functional and is actually enhanced 
when the components are associated with each other. 
We have continued to work on the theoretical and 
experimental development of the proposed ligation 
(bonding) method of two short pieces of DNA on a DNA 
template to allow the duplication of the DNA and hence 
information component of the protocell.  We have 
acquired additional diagnostic hardware that will enable 
us to implement and do the quantifying experimental 
measurements.

We have also been working on obtaining a better 
and more complete understanding of the general 
concept of information, which not only provides a new 
robust definition of information, but also establishes 
how information could have first originated, while 
simultaneously developing a strong linkage between 
life and the concept of information itself. This work is 
reported in one of the new papers.

Coupling of Genetics and Metabolism and the Orgin of Life
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Our work has resulted in a strong new collaboration with 
the University of Southern Denmark, and Hans Ziock has 
received the Hans Christian Anderson Fellowship there. 
The project has also resulted the recruitment of a new 
postdoc and the extended tenure and transfer of a second 
postdoc. Our work has also spun off two new projects, 
one sponsored by NASA and titled Prebiotic Formation of 
Membranes and the Role of Membranes in Energy Uptake: 
An Essential Step in the Origin of Protocellular Life, and 
one supported by the intelligence community and which is 
using the same underlying metabolic chemistry developed 
by the LDRD project and whose goal is to detect ionizing 
radiation via generation of an odorant. 

Finally, the project represents the type of basic science 
that is critical to the continued recruitment of first class 
personnel to the Laboratory.  We have successfully 
recruited a new highly qualified postdoc. who made the 
alternate list for the prestigious Director’s postdoc award 
at the Laboratory.

To date the project has resulted in the publication of 
6 papers listed in the reference section as well as the 
contribution of several chapters and assistance in the 
review/publication of the book Protocells, Bridging 
Nonliving and Living Matter, Ed. Rasmussen, S., Bedau, 
M.A., Chen, L., Deamer, D., Krakauer, D.C., Packard, N.H., 
Stadler, P.F., The MIT Press, Nov. 2008.

We have had an additional paper accepted for publication 
in Astrobiology: S. E. Maurer, D. W. Deamer, J. M. Boncella, 
P.-A. Monnard; Chemical Evolution of Amphiphiles: 
Glycerol monoacyl derivatives stabilize plausible prebiotic 
membranes; and have revised and updated another paper 
which is now ready for submission: S. A. Colgate, H. Ziock; 
A New Definition of Information and its Relationship to 
Life.

Finally, we are currently writing an invited review paper 
for Reports on Progress in Physics on protocells: Monnard, 
P-A., Fellermann, H., Goranovic ,G., Hanczyc, M.M., Ziock, 
H.-J., Boncella, J.M., Rasmussen, S.; Assembly of minimal 
living systems: Towards self-replicating nanomaterials;     
and are preparing a paper on the reaction kinetics 
associated with our protocellular chemical system.

Future Work
Our goal is to experimentally demonstrate the key 
remaining missing feature in the production of an artificial 
protocell: The use of an information mediated metabolic 
process capable of harvesting external resources and 
energy to direct the replication of an information molecule 
(DNA). To achieve this, several steps are required. First, the 
various components of the protocell must be collocated. 

We have already added “tails” to our metabolic/
information molecules that allow them to “stick” to our 
protocell. To optimize our system, we will continue to 
determine the range of conditions that preserve the 
functionality of metabolic/information molecules.

Currently our metabolic/information molecule is a 
ruthenium tris-bipyridine derivatized with a single 
nucleobase. In the proposed effort, this single nucleobase 
will be replaced by a DNA strand to meet the more 
standard definition of an information molecule. Attaching 
the DNA strand will be achieved by standard bioconjugate 
chemistry. By varying the DNA sequence, we will prove 
the specificity of the information content for metabolic 
reactions. That is, some strands yield a functional 
metabolic complex and others don’t.

Next is information replication using the well-known 
complementarity of DNA bases. A short DNA template 
and 2 oligomers (even shorter DNA single-stands), 
which are complementary to the different halves of the 
DNA template, will be provided. One oligomer will be 
chemically activated, while the other has a protecting 
group attached. The oligomers can base-pair with the 
template, but must still be bonded end-to-end to form 
a continuous complementary strand. Our metabolic/
information molecule will be used to link the two 
oligomers, thus replicating the template information. 
This molecule absorbs light energy and uses that energy 
to cleave the protecting group, allowing that oligomer 
to react with the activating group of the other oligomer 
yielding a continuous strand. Showing this light driven/
controlled replication of the DNA is our final task. The 
needed preliminary work here is complete and we are now 
starting the actual chemical implementation.

Conclusion
Learning and understanding how nature was first able to 
replicate information is fundamental to understanding 
life’s origins and life’s march to ever increasing complexity/
capability. This is something that science has tried to 
discover throughout the ages. On the applied side, the 
demonstration of a method allowing one to artificially 
harvest light energy and applying it to reproducing 
the information system itself is the first step in the 
development of truly capable self-repairing materials 
and light switchable and controlled therapeutics. Imagine 
a nano-treatment system that could be switched on in 
specific locations or that’s able to reproduce itself when 
needed.
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Introduction
A riboswitch is a molecule inside a bacterium that turns 
genes on or turns genes off. The riboswitch is controlled 
by small molecules present inside the cell, such as 
vitamins, amino acids, and metabolites. They are exciting 
because they represent a new form of gene control that 
was only recently discovered. They have applications in 
the development of new antibiotics. How they work is 
not understood in atomic detail. If we can understand 
how they work, then we can design better ones. Upon 
binding of small molecules, molecular switches called 
riboswitches are able to control genes. Riboswitches 
can easily discriminate between similar small molecules. 
Considering that a prototype riboswitch-based 
biosensor chip has been constructed, riboswitches are 
excellent candidates for next generation biosensors. The 
sensitivity to minute differences between ligands also 
makes the riboswitch a promising target for antibacterial 
drug design. Drugs that target riboswitches have the 
potential to affect only the process controlled by the 
riboswitch without producing harmful side-effects.

Our goal is to understand how these switches switch. We 
will address the following three questions, 

How does the small molecule bind?1. 

How does binding result in switching? and 2. 

How tunable is the switch? 3. 

In particular, we will investigate the hypotheses:

Stabilization of a compact binding domain upon • 
ligand recognition occurs through a series of 
intermediate states.

Switching occurs by morphing between the two • 
riboswitch states through a series energetically 
favorable intermediates, as opposed to unfolding 
and refolding.

Benefit to National Security Missions
The project is directly related to the “Biological Sensor 

Systems” of the “Ubiquitous Sensing” grand challenge 
and the sensing component of the “Biology of Infectious 
Agents” key capability. The project is also related to 
the “Biology of Infectious Agents” by its applications to 
antibiotic design.

Progress
In this year, we completed every objective that was 
stated in our proposal for year one.  We also made 
significant headway on one objective for year twour 
results were featured on the cover of Biophysical Journal 
in January 2009. Below we outline our results.

Performed extensive chemical protection • 
experiments on the SAM riboswitch and determined 
that long range interactions affect SAM binding. 
To study the conformational change of the 
S-adenosylmethionine (SAM) riboswitch that 
occurs upon SAM binding, we performed a large 
suite of chemical protection experiments that 
yield information on the change in structure. We 
also performed nucleotide analog interference 
modification (NAIM) studies to determine the effect 
of long-ranged interactions on SAM binding. We 
found that the riboswitch undergoes an open-to-
closed transition during binding and we found that 
long-range interactions are critical.

Performed Go-model calculations on the folding • 
of the SAM riboswitch. Our model is an all-atom 
structure-based model and is the first of its kind for 
RNA. Our simulations were published in Biophysical 
Journal and reveal the order of helix formation. 
They also show the range of conformation that 
the riboswitch undergoes and were used to design 
single molecule experiments. In particular, Our 
results suggest that folding of the P1 (non-local) 
helix is rate limiting in aptamer domain formation.  
S-Adenosylmethionine (SAM) binds to a preformed 
P3 helix and assists folding of P1 by reducing the 
associated free energy barrier.  These finding are 
consistent with the correlated P1 folding/binding 
event being the functional “switch”.

Using Small Molecules to Control RNA Conformations
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Performed explicit solvent simulations of the SAM • 
riboswitch using replica exchange molecular dynamics. 
Here, we simulated the inner core of the SAM aptamer 
domain, using 48 replicas. The total sampling was ~ 
1.8 microseconds. These simulations show that the 
binding region undergoes a base-flipping transition 
consistent with our experiments. The simulations are 
also consistent with the x-ray all atom crystallography 
structures of Batey, who determined the structure in 
the presence and absence of SAM.

Performed single molecular fluorescence experiments • 
of SAM binding. Our experiments show the various 
fluorescence energy resonance transfer (FRET) 
states taken by the SAM riboswitch in the bound and 
unbound states. Our single molecule experiments 
use surface immobilization and have been done 
in collaboration with Scott Blanchard at Cornell 
University.

Finally, we have constructed a new experimental • 
assay to study the switching of the riboswitch. This 
two-piece system monitors switching in a controlled 
environment, competing the aptamer domain against 
the anti-terminator. We have studied the effect of SAM 
on switching and the effect of various mutants. Our 
chemical protection studies were used to discover the 
optimal mutants to study the mechanism of switching. 
We mutated an important interaction region called the 
pseudo-knot. The mutations in the pseudo knot had a 
profound effect on switching. This has set up and laid 
the foundation for a very extensive study of switching, 
both via simulation and experiment. Our results 
constitute the first study of switching in a controlled 
environment. We study the effect of key tertiary 
contacts and how or if they can control changes in the 
secondary structure of the SAM switch.

Future Work
We will investigate small molecule signal detection by 
controlling the conformations of RNA-based molecular 
switches called riboswitches. Upon binding of small 
molecules, riboswitches are able to precisely control 
gene expression. A riboswitch may take on one of two 
folds, depending on the presence or absence of this small 
molecule. Because riboswitches are highly specific, they 
can easily discriminate between similar small molecules. 
Our goal is to understand how these switches switch. We 
will address the following questions:

How does the small molecule bind?• 

How does binding result in switching?• 

How tunable is the switch?• 

These hypotheses will be tested using an approach that 
integrates experiment and simulation. High performance 
computing simulations based on basic physics principles 

will be used to design and interpret single molecule 
fluorescence experiments. Single molecule experiments 
will be performed to isolate intermediate states and to 
provide constraints for simulations. The study will be the 
first single molecule and first computational investigation 
of the switching mechanism. Our results on the molecular 
mechanism will shed light on the more general problem of 
gene regulation by non-coding RNAs.

Conclusion
We will use computers to figure out how to do the 
single molecule experiments, specifically, where to place 
fluorescent labels on the biomolecule. We will also use 
biochemical experiments to help with this. We will use 
single molecule experiments to study movement of the 
riboswitch. Our goal is to learn more about the process of 
switching and the process of small molecule binding to the 
switch.

Figure 1. Schematic of a specific type of biosensor called a 
riboswitch.  After nascent RNA of the riboswitch is transcribed, 
it folds into one of two shapes depending on the presence of a 
small molecule (in this case S-adenosylmethionine, or SAM).  If 
the shape containing the terminator helix is formed , then the 
gene expression is terminated. Otherwise, the gene expression 
occurs and the corresponding protein is synthesized.

Figure 2. 3-D structure of riboswitch sensor domain (structure 
determined by Batey and co-workers, Nature 2006). The small 
molecule controlling the switch is SAM.  Left, 2-D representation. 
Middle, 3-D structure. Right, 3-D interactions that are changed 
by mutations to test the effect of 3-D interactions. Colors, 
different parts of the riboswitch.
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Figure 3. Comparison between simulation and experiment. Left: 
fluctuations in experiments. Middle, fluctuations in simulations. 
Right, free energy estimates for each position in riboswitch for 
experiment (blue) and simulation (red).
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Introduction
Human pathogens have evolved sophisticated 
mechanisms by which to attack the host immune system.  
Yersinia pestis, the causative agent of plague, is a CDC 
Category A pathogen with bioweapon potential, and 
thus represents a high-value target for the development 
of novel therapeutic strategies  [1].  Y. pestis employs 
multiple virulence strategies during host infection, 
including the type III secretion system (TTSS), a “syringe-
like” needle complex that injects virulence proteins, or Yop 
effectors, into the host cell. (Figure 1A)  In the proposed 
study, we will identify host proteins that are targeted by 
Y. pestis during infection using RNA interference (RNAi), a 
powerful tool for analyzing gene function by silencing, or 
inactivating, target genes through the specific destruction 
of their mRNAs. (Figure 1B)   Small interfering RNAs 
(siRNAs) are short RNA sequences that can silence the 
gene to which its sequence is complementary [2].  We 
will perform high-throughput genome-wide screens and 
more directed automated confocal microscopy studies to 
select for genes, that when silenced, lead to inhibition 
of Y. pestis infection.  From these functional genomics 
studies, we will identify host proteins targeted by Y. pestis 
and thus, be able to exploit their associated mechanisms 
of pathogenicity to develop therapeutic countermeasures 
against Y. pestis infection.  

Benefit to National Security Missions
This project will support the DOE/NNSA mission in 
Threat Reduction by enhancing our understanding of 
host-pathogen interactions and biodefense capabilities.  
It is important to the support of other missions of the 
Laboratory as well (e.g., Homeland Security), but not to 
the exclusion of the DOE/NNSA missions. We have already 
secured funding from DTRA to use our methodology 
to investigate host genes targeted by Burkholderia 
pseudomallei.

Progress
The specific research objective of this proposal is to 
identify and validate host proteins that are targeted by 

Y. pestis during infection.  At the beginning of FY09, we 
hired an excellent post-doc, Sofiya Micheva-Viteva, to 
perform many of the molecular and cellular experiments 
in the project. 

Construction of in-house siRNA library by enzymatic 
engineering of cDNA libraries
For the construction of the human siRNA library, we had 
purchased two cDNA libraries derived from human RNA, 
MegaMan Human Transcriptome Library (Stratagene) 
and Human Peripheral Blood Library (Open Biosystems), 
in order to ensure complete coverage of genes from the 
immune system.  We performed a set of complex molecular 
cloning steps that encompassed PCR amplification of the 
human genes, digestion of the PCR products with select 
restriction enzymes to produce blunt ends, cloning of PCR 
fragments into a Y-linker, generation of mature 18-20 nt 
siRNAs, and final cloning into the retroviral vector pPRIME-
CMV-GFP-FF3.  To validate the siRNA library construction, 
we selected 192 different constructs, isolated the plasmid 
DNA, sequenced the siRNA inserts, and aligned the 
library sequences with human genome databases using 
BLASTN.  We obtained about 35 positive clones that were 
complementary to human genes, which will nucleate our 
planned siRNA library.  Currently, we are optimizing steps 
in our cloning strategy to increase the cloning efficiency 
of the library construction.

Establishing infection model between Yersinia and 
human cells expressing siRNAs
We are testing a variety of host immune responses to 
Yersinia infection to develop an assay that can be used 
in our high-throughput screening, including cell viability/
death, actin cytoskeletal changes, transcription factor 
activation, and cytokine release. (Figure 2)  Since Yersinia 
spp are not obligatory intracellular pathogens, we cannot 
use a simple intracellular growth assay to measure 
Yersinia amplification. We need to look for morphological 
or biochemical changes in the host cell as a response to 
bacterial infection.  Currently we are using the pathogenic 
Yersinia enterocolitica WA0:8 strain to assay activation 
of apoptosis and cell death in the HeLa epithelial cell 
model.  Yersinia spp infection of HeLa cells induces a 

Functional Gene Discovery Using RNAi-based Gene Silencing
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similar physiological response found in natural target cells 
of monocytic or lymphoid origin, and HeLa cells can be 
transfected at a 100-fold higher rate to increase the overall 
efficiency of the HTS screen.

Figure 2 - High-throughput genome-scale loss-of-function screens 

using siRNA libraries!

Selection-based!
screening: !

Flow cytometry sorting!

High content screening:!
Fluorescence, luminescence, !

and microscopy-based multi-!
parametric read-outs!

Synthetic siRNAs for kinase !
gene family (820 genes)!

(Open Biosystems)!

Enzymatically-prepared !
pooled viral vector siRNA!

 library (in-house)!

Sources of siRNA!

Figure 2. High-throughput genome scale loss-of-function screens 
using siRNA libraries

Surprisingly, the Y. enterocolitica WA0:8 strain induced close 
to 100% host cell death at MOI 100 after 20 hrs of infection, 
compared to ~40% cell death by pathogenic strains of Y. 

pestis (KIM, CO92). This difference can be attributed to the 
poor transfer of the Yersinia YopP/J effector virulence protein 
into the host during infection in Y. pestis compared to Y. 
enterocolitica [3].  Given its strong cell death phenotype, we 
have decided to use Y.enterocolitica WA0:8 for the initial HTS 
assay to identify siRNAs that inhibit Yersinia pathogenicity. 
A secondary screen will then be performed to identify host 
genes targeted by Y. pestis by expressing the Y. pestis YopP/J 
gene directly in host cells, instead of using the whole Y. 
pestis bacteria, to more strongly stimulate a host immune 
response.

Performing genomic screen using shRNA libraries
To complement our genomic screens, we have obtained two 
sub-family short hairpin (shRNA) libraries for Kinase genes 
(~760 genes, ~2000 constructs) and Druggable target genes 
(~7000 genes, ~20,500 constructs) cloned into a lentiviral 
vector pGIPZ from Open Biosystems.  These libraries will 
be used in HTS screens using fluorescent, luminescent and 
automated confocal microscopy assays to identify host 
genes targeted by Yersinia during infection. (Figure 2)  These 
shRNA libraries come as bacterial stocks, so we are in the 
process of generating high quality plasmid DNA from the 
bacterial stocks  for host cell transfection experiments.  We 
have generated purified DNA from the entire shRNA kinase 
library and have started DNA plasmid isolation from the 
druggable target library. 

We have spent a lot of effort to optimize the experimental 
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B. The technology: RNA interference!

Powerful method by which short RNA molecules silence!
a target gene through specific destruction of its mRNA!

A. The biological problem: host immunity!

macrophage!

Yersinia!

TTSS needle !

complex!

Inhibition of inflammation!

and phagocytosis!

Injection of Yop !

effector proteins!

Purified!

TTSS needle !

complexes!

Yersinia effectors target different host proteins during infection!

Figure 1. Yersinia pestis Type III secretion system and siRNA methodology
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conditions for the HTS assays, including equal transfection 
levels of shRNA plasmid DNA into HeLa cells in a 96 well 
format, GFP and biomarker analysis of transfected cells 
in a HTS flow cytometry mode, and generation of siRNAs 
expressed as retroviruses for high transfection efficiency 
in host cells. It is imperative to achieve a 70% or higher 
transfection efficiency to effect target gene downregulation 
more than two fold and obtain 50% differentiation between 
experimental and control samples in the assay. Before 
optimizing the transfection protocol we were able to get 
on average only 20% of HeLa cells expressing the GFP 
marker included in the lentiviral vector pGIPZ.  After the 
optimization, our transfection protocol resulted in 80% or 
higher GFP positive cells. Currently we are performing an 
initial genomic screen based on the cell viability assay using 
HeLa cells transfected with shRNAs from the Kinase Library 
in 96-well format and infected with Y.enterocolitica WA0:8.

Analysis of Yersinia infection of host cells using 
automated confocal microscopy
In the last year, we have been developing the capability 
to perform HTS to study Yersinia infection of host cells 
using automated fluorescence microscopy platform. We 
have acquired and installed a high sensitivity CCD camera 
for brightfield and UV-fluorescence excitation of samples. 
This system is integrated with the laser scanning confocal 
microscope to enable either type of light source to be 
sequentially used in the imaging platform, thus allowing for 
the use of more fluorophores and faster image acquisition, 
as well as providing the laser scanning system with higher 
spatial resolution and greater spectral selectivity. We have 
optimized methods of stitching together acquired images 
to build mosaic images with much greater field of view for 
each objective, without sacrificing resolution.  We have 
developed protocols to stain filamentous and monomeric 
actin in host cells to use as an assay for changes in actin 
cytoskeleton in response to Yersinia infection. Finally, to 
employ this type of acquisition across hundreds of sample 
conditions requires high throughput data processing and 
machine learning techniques. We have acquired software 
for quantitatively evaluating the morphology of these cells 
to identify the most interesting samples for further study. 
This type of technique is similar to those used for the remote 
sensing and satellite image analysis fields, but in this case 
applied to microscopic samples.

Future Work
In the second year of this project, we will continue with some 
of the tasks from the first year of the proposal, including 
completion of generating plasmid DNA from the druggable 
target library and construction of a siRNA library derived 
from human lymphocyte cDNA.  We will perform HTS 
screens to identify host genes targeted by Y. enterocolitica 
and Y. pestis during infection.  We plan to use the kinase 
and druggable target libraries in 96 well format to screen 
for siRNAs that block Y. enterocolitica or Y. pestis infection 
of human epithelial or macrophage cell lines.  We will use 
a number of immune response assays, such as apoptosis, 

changes in the actin cytoskeleton, and cytokine release, 
as the measure of host infection. We will also use confocal 
microscopy to visualize changes in Y. pestis-infected host 
cells upon expression of defined siRNAs.  We have purchased 
retroviral siRNA screening library pools (Open Biosystems) 
that contain inhibitory sequences against practically all 
human genes, in a non-renewable format, and will develop 
these siRNA pools for high-throughput screening assays 
such as by flow cytometry cell sorting or plate screening 
methods.  Candidate genes will then be sequenced and 
further validated using a variety of molecular biology assays 
in Year 3. 

Conclusion
This project will contribute significantly to the study of host-
pathogen interactions, a key strategic research capability 
that supports the LANL mission of biothreat reduction and 
protection of national security.  Yersinia pestis, a potential 
agent of bioterrorism, is a CDC Category A pathogen, 
signifying great potential risk for adverse impact on 
public health.  The proposed research will seek to identify 
host proteins targeted by Y. pestis during infection.  New 
strategies to counteract Y. pestis infection, based on 
increased fundamental understanding of Y pestis virulence, 
can greatly impact our ability to contain potential outbreaks 
of plague in the population.
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Introduction
Models of climate change and its impacts on ecological 
systems must be accurate at regional scales for 
predictions to be of use to policy-makers.  By regional 
scale, we mean at the level of individual states and 
smaller.  We propose to dramatically improve climate 
change and climate impacts modeling at the regional 
scale through a two component, integrated project.  
Our first component will test cutting edge theory of 
plant survival and mortality with both empirical and 
modeling efforts to develop the first mechanistic model 
of vegetation dynamics in response to climate.  Our 
second component will improve downscaled predictions 
of climate over the 50 year timespan.  By downscaled 
we mean taking climate predictions made at the global 
level and scaling them to the scale of individual states 
and smaller.  We will integrate these two facets into 
an improved model of regional climate change and 
ecological impacts.

Benefit to National Security Missions
This project supports the Office of Science mission to 
understand and predict climate change and its ecological 
impacts.

Progress
Our progress to date has exceeded our expectations.  
We have hired two top-notch postdocs, Rosie Fisher and 
Sara Rauscher.  They have incredibly strong backgrounds 
in dynamic vegetation modeling and regional climate 
modeling, respectively.  They began at LANL in March 
2009.  Both postdocs have successfully conducted initial 
runs of our goal model CLM (Common Land Model).  
Fisher has successfully tested our hybrid to CLM, which 
is SPA (soil plant atmosphere model) against vegetation 
and ecosystem carbon cycle observations made over 
15 years at TA-51.  Her analyses have resulted in novel 
understanding of the controls over surface energy 
exchange after vegetation mortality, and are already 
providing publication quality figures.  A manuscript 
is in preparation.  In addition, Fisher and McDowell 
have assessed the impact of ecological parameters 
not typically included in CLM, such as seed dispersal, 

on model output.  The striking results are the basis 
for a manuscript which is now in review.  Rauscher 
has successfully run the regional climate model that 
is part of CLM, WRF (Weather Research and Forecast) 
using a 50 km mesh over the US with an embedded 
4 km cloud-resolving mesh over the Southwest 
USA.  Her comparisons of predicted verses observed 
climate are very encouraging, and suggest that future 
precipitation declines in southwestern USA may be 
drastic.  Both postdocs have attended meetings with 
NCAR (National Center for Atmospheric Research), the 
primary owner of CLM and WRF.  Fisher is currently 
(Fall 2009) working at NCAR to complete the integration 
of CLM with her models developed at LANL.  Both PI’s 
(Ringler and McDowell) are also heavily engaged in 
developing the relationship with NCAR and the other 
major players developing CLM for port into CCSM, the 
Community Climate System Model.  CCSM is the primary 
American model for IPCC climate predictions.  Together 
we have given five invited presentations regarding 
this project, and McDowell presented testimony to 
Congress regarding the need for this type of research.  
Additionally, McDowell has one published paper, two in 
press, and a fourth in review (not including the one that 
Fisher lead), all of which cite LDRD ER support.  Rauscher 
is preparing two manuscripts under LDRD ER support, 
one of which will be submitted to PNAS. We have made 
numerous presentations citing this LDRD support, and 
have already begun the process of obtaining follow-on 
funding. 

Rauscher and Ringler hosted a three-day workshop in 
July that brought together national leaders in regional 
climate modeling. While the workshop was sponsored 
by IAS, the workshop would not have been possible 
without the LDRD funding necessary to hire Rauscher. 
The LDRD ER support was cited in the meeting summary 
that has been accepted to EOS.

Future Work
Our current overall focus is to couple the improved 
downscaled atmosphere climate simulations (Rauscher 
and Ringler) to the improved land-surface model 

A Visionary New Approach to Assess Regional Climate Impacts on Vegetation 
Survival and Mortality
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simulations (Fisher and McDowell).  This is the major 
objective for the next 12 months.  Sub-objectives to help 
us along this path are many.  On the terrestrial side, Fisher 
and McDowell are focused on conducting final tests of the 
accuracy of the land surface model at the plot to region 
scale.  This includes testing if we get the right results for 
the right reasons (getting the mechanisms correct).  On 
the climate side we will be focused on comparing our 
simulations to observations to gain confidence in our 
ability to model the present-day climate of the Southwest 
USA.

Second, models currently run at large grid scales that do 
not capture the heterogeneity of climate drivers that exist 
within regions, leading to “average” climate simulations 
that may not be representative of smaller areas.  To 
overcome these problems, we will test cutting edge theory 
of plant survival and mortality with both empirical and 
modeling efforts to develop the first mechanistic model of 
vegetation dynamics in response to climate.

Rauscher and Ringler will be working toward a better 
understanding of the regional hydrological cycle through 
the analysis of both observational data and model 
simulation data. With an understanding of the “baseline” 
hydrological budget for the Southwest USA, we will be 
able to better understand the consequences of further 
changes to the hydrological cycle driven by greenhouse gas 
emissions.

Conclusion
This project is developing fundamental understanding 
of climate change and of ecological impacts.  We are 
developing a tool that can be used to make regional scale 
predictions of climate change and its impacts.  Improved 
understanding will allow this tool to be more accurate, 
greatly enhancing our ability to inform policy makers of 
coming changes within their regions.
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Introduction
The original project was conceived by Dr. R. Bruce 
Cary.  The current formulation of the Specific Aims and 
Deliverables retain the original scope of the project 
although minor adjustments have been made to ensure 
the success of the project with the in-house expertise.  
The work plan also leaves room for collaboration with 
Dr. Cary without compromising his entrepreneurial effort 
outside LANL.

The project focuses on developing the lateral flow 
microarray (LFM) platform that allows detection of 
specific signatures from a pathogen as well as host 
biomarkers that report different stages of pathogen-
induced infection.  The LFM is ideally suited for the 
detection of nucleic acid signatures from the pathogen 
and host.  The LFM platform design involves four key 
steps:

Discovery and validation of pathogen and host 1. 
signatures for a particular type of human, animal, or 
plant infection.
Design and immobilization of an LFM platform with 2. 
capture probes.
Extraction of nucleic acid from the infection sample 3. 
and isothermal amplification.
Colorimetric detection of nucleic acid signatures 4. 
with the aid of detection probes.

Figure 1 schematically describes the steps 1 through 4.  
Figure 2 shows how the LFM platform allows detection 
of two different pathogens based upon different sets of 
host markers. 
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Figure 1. LFM platform and detection principle
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Figure 2. Desirable set of host markers for detection on the 
LFM platform.  This illustrates how common and specific 
markers for infection by two different influenza strains (e.g. 
H1N1 in red and H3N2 in green) may be interpreted on this 
platform.

Benefit to National Security Missions
This project will support DOE missions in threat 
reduction and non-proliferation by providing a 
previously unavailable capacity to reliably detect DNA 
signatures and biological threats under field conditions. 
Additionally, the technology supports missions in 
homeland security by providing the capability to detect, 
identify and respond to a biological threat.

Membrane Micro-chromatography: A Novel Approach to Preparative Nucleic 
Acid Sample Processing
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Progress
For the first year (FY09), we focused on designing an LFM 
platform with two specific objectives:

To detect host gene markers that appear early during 1. 
influenza A infection

To distinguish early infections by strains of influenza A 2. 
with high and low pathogenicity

With the flu threat looming large, it is timely and 
appropriate that we develop a platform for detecting 
influenza A infection during the early stages to facilitate 
better disease management.  As shown in Figure 3, the 
influenza A lifecycle consists of multiple steps. First, the 
virus attaches to the cell surface and then enters the host 
via a process called endocytosis.  Upon entry, the influenza 
A virus utilizes the host machinery to complete the rest 
of the steps in viral lifecycle that include replication, 
transcription, and translation of viral RNA, packaging and 
assembly of viral RNA and proteins, and finally formation 
of viral envelop and release of mature virus particles.  The 
host-virus interactions trigger two competing responses: 
one in which the host immune defense system attempts to 
clear the virus and the other in which the viral machinery 
tries to hijack the host cellular systems to propagate its 
growth and establish infection.  Viral attachment/entry 
and replication/transcription/translation occur during 
the first 24 hours of influenza A infection.  Two sets of 
host markers are induced.  One is classified as the set 
of anti-viral genes implicated in the suppression of viral 
lifecycle whereas the other is classified as the pro-viral 
genes involved in promoting viral lifecycle.  The host pro-
viral genes are expected to dominate influenza A infection 
with high pathogenicity strains whereas host anti-viral 
genes are expected to dominate influenza A infection with 
low-pathogenicity strains.  Indeed, that was the trend 
of host gene expression that we observed for the high-
pathogenicity H1N1 and H3N2 low-pathogenicity strains.  
As shown in Figure 2, the LFM detection platform should 
typically contain host markers unique to H1N1 and H3N2 
and common to both of them; these genes are induced 
relative to the negative control.  

We, in collaboration with LANL (PI: Ruy Ribeiro, T-6) and 
external groups (Lovelace, UC, Univ. Florida, USDA), have 
been developing host-pathogen interaction studies to 
discover and validate host response markers during the 
early stages of human and plant infections using gene 
and protein expression analysis [1-2].  For H1N1 and 
H3N2, we relied on the whole genome microarray data 
showing altered (up or down) expression of genes due to 
the infection of the human respiratory tract from studies 
conducted by various laboratories including ours at LANL 
[3-7].  We selected a set of host genes specific for influenza 
A infection and validated them by real-time Polymerase 
Chain Reaction (PCR) by designing appropriate primers for 
the test genes.  Figure 3 shows the host markers (about 

200 in all validated by real-time PCR) for H1N1 and H3N2 
infection (both common and specific ones as described 
in Figure 2).  Our primary focus is on the host genes that 
belong to the innate immune pathways and are induced 
0-24 hours-- i.e. during viral attachment, entry, replication, 
transcription, and translation.  We identified the 16 most 
informative genes for the LFM platform belonging to 4 
classes (4 in each class) representing: (i) negative controls 
not induced by H1N1 and H3N2 infections, (ii) genes 
unique to H1N1, (iii) genes unique to H3N2, and (iv) genes 
common to both of them.  We are currently designing 
capture and target probes (see Figure 1) for designing 
an LFM platform for the detection of H1N1 and H3N2 
infection.!"#$%&'('
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Figure 3. Schematic representation of the host innate immune 
genes (highlighted in green) that are induced in the early stages 
of viral infection.  Note the presence of feedback loops (broken 
arrows between gene groups) results in amplified levels of innate 
immune genes.  The table shows the putative host markers for 
H1N1 and H3N2 specifically in relation to gene and pathway 
relevance in early immune response to flu virus.

We have also obtained samples from Lovelace to analyze 
H5N1 (both high and low-pathogenic) infections.  Note that 
H5N1 represents influenza strains that jumped from birds 
to humans whereas H1N1 and H3N2 strains can circulate 
in both human and swine populations.  In addition, we 
are preparing to perform experimental analysis of host 
micro-RNA using Solexa sequencing.  This involves isolation 
of micro-RNA (small in size) and training to operate the 
Solexa sequence experiment.  Note that micro-RNAs are 
specifically induced during influenza A infection.  Each 
micro-RNA targets a specific gene and control the level of 
the protein produced by the gene.  Thus, in addition to 
gene expression (i.e., level of messenger RNA as described 
in Figure 3), specific micro-RNAs can also be informative 
host signatures of influenza A infection.
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(Work presented in refs. 1-2 was partially supported by this 
(20090363ER) project.)

Future Work
Specifically, we propose to accomplish the following aims.

Specific Aim 1: LFM fabrication
DNA oligonucleotide probes complementary to the target 
signature sequences will be deposited onto the lateral 
flow nitrocellulose surface via UV cross-linking.  Multiple 
probes targeting multiple pathogen signatures and/or host 
biomarkers will be deposited on the LFM surface.

Specific Aim 2:  Sample preparation
Host or pathogen cells from biological sample will be 
isolated by immuno-capture using surface specific 
antibodies.  Nucleic acids will then be isolated and purified 
from the pathogen and/or host cells by using in-house 
methodology developed Paige Pardington.

Specific Aim 3:  Target Amplification
The target sequences will first be amplified by conventional 
PCR with thermocycling and selected PCR products will 
further be tested by real-time PCR for quality control.  
After establishing quality control, isothermal Nucleic Acid 
Specific Based Amplification (NASBA) ‘ will be performed 
on the target sequences.

Specific Aim 4:  Detection on LFM
The amplified targets (from pathogen and host) will be 
detected on the LFM by a sandwich assay.  In addition to 
the probes on the LFM surface (mentioned above), the 
detection scheme utilizes complementary nucleic acid 
sequences on the color beads that are added in the flow.  
The sequence on the color bead is designed to hybridize 
with the same target sequence that is complementary 
to the probe on the LFM.  The simultaneous binding of 
the probes on the bead and LFM surface is detected by 
colorometric change.

Conclusion
Assessment of early stages of infection is a crucial need 
for effective surveillance and management of human, 
animal, and plant diseases caused by natural, emerging, 
and engineered pathogens.  In this regard, a set of host 
(human/animal/plant) genes that are specifically altered 
during the early phase of infection can be sensitive as 
well as serve as informative markers for such assessment 
and possibly for pre-symptomatic diagnosis.  A significant 
advance in the surveillance and management of infectious 
diseases requires accurate identification of these markers 
for a particular infection and rapid, sensitive, and efficient 
detection of these markers on a platform amenable to 
laboratory and field use.  

This project builds a LANL capability in:

Identification and validation of nucleic acid signatures 1. 

for pathogen-specific infection (markers for both the 
pathogen and the host).

Design of lateral flow microarray that detects the host 2. 
and pathogen markers of infection using RNA from 
infected cells.
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Introduction
Aerosols by definition are simply fine solid particulates 
or liquid droplets suspended in a gas. In Earth’s 
atmosphere these can take many forms - from fine dust 
particles to clusters of inorganic molecular species to 
amalgams of complex organics and as a whole, they 
have a profound influence on Earth’s radiation budget, 
cloud and precipitation distribution and climate. The 
least understood of the atmospheric aerosols are the 
Secondary Organic Aerosols (SOA), those aerosols that 
result from the oxidation and coalescence of volatile 
organic gaseous compounds. In this proposed work, 
we will begin to unravel some of the intricacies of the 
formation and evolution of these SOA by applying 
state of the art isotopic and ultrahigh resolution mass 
spectrometry techniques, as well as chemometric 
techniques. In particular, we will develop novel triple 
oxygen isotope analytical techniques (oxygen having three 
stable isotopes of atomic masses 16, 17 and 18) that will 
elucidate pathways of oxidation and details of structure 
that have heretofore been elusive. These techniques will 
be applied to SOA generated in a series of controlled 
experiments in our laboratory at LANL. In addition we 
will utilize the National High Magnetic Field Laboratory 
to analyze the SOA by ultrahigh resolution mass 
spectrometry thus providing precise empirical formulas 
for SOA produced in these experiments. We will then 
begin the process of comparing these laboratory results 
to actual atmospheric samples collected in a few select 
environments to determine how the origin of volatiles 
and subsequent processing and environmental exposure 
control the evolution of these complex compounds.

Benefit to National Security Missions
By identifying the production pathways of secondary 
organic aerosol formation, this project will support DOE’s 
Office of Science Atmospheric Science Program’s stated 
mission “to develop a comprehensive understanding 
of the atmospheric processes that control the 
transport, transformation, and fate of energy related 
chemicals and particulate matter” and in particular the 
focus of “characterization of aerosol properties, and 
transformations.”

Progress
As stated in our proposal, our year one milestones are 
to: 

Acquire M&S required to develop the triple oxygen 1. 
isotope technique as well as ozone generator and 
SOA chamber. 

Begin initial photochemical chamber experiments for 2. 
SOA generation by ozonolysis of alpha-pinene

Begin oxygen isotope analysis of lab generated 3. 
ozone. 

Lab generated ozone will be analyzed for 4. 
confirmation of the 17O anomaly controlled by 
temperature and pressure.

Develop and refine pyrolysis and gas conversion for 5. 
oxygen analysis of SOA. 

Demonstrate errors of analysis of standard 6. 
laboratory materials, and report findings in analytical 
methods paper.

As of October 2009, we have designed and had 
manufactured a 1.5 cubic meter Teflon aerosol chamber 
and have installed it in our laboratory space. We have 
also acquired the requisite ozone generator as well 
as monitors for both inside the chamber and in the 
laboratory (with alarm for lab safety). An Integrated 
Work Document (IWD) has been prepared and approved 
ensuring safe operation protocols for safe generation of 
organic aerosols.

With the IWD in hand, we are beginning generation of 
SOA in the laboratory in our aerosol chamber. Initial 
production of aerosols has proven difficult to quantify 
however since the quantities produced are small 
and gravimetric results are within the error of the 
balance currently at our disposal. We are negotiating 
with a colleague internal to LANL who has at their 
disposal a Scanning Mobility Particle Sizer for counting 
and characterization of aerosol particles. Once SOA 
production has been shown to be quantifiable and 

Isotopic Tracer for Climate Relevant Secondary Organic Aerosol

Thomas A. Rahn
20090425ER



391

reproducible, we will begin filter collection for chemical 
and isotopic analyses. 

Isotopic analysis of ozone (O3) requires first converting 
the O3 to molecular oxygen (O2) with subsequent isotopic 
analysis of O2. Therefore, before performing O3 isotopic 
analysis (pending approval of our IWD covering O3 
generation in the lab) we have concentrated on optimizing 
and determining the precision of the isotopic analysis of 
O2. Since the aerosol samples that we will generate in 
our chamber will be in microgram quantities and will be 
eventually converted to O2 for analysis, it is imperative

 that we determine the detection limits and optimize the 
mass spectrometer tuning in order to achieve as good 
precision as possible. We have established a procedure 
for analyzing O2 aliquots as small as 100 nanomoles with 
precisions for 18O of 0.2 per mil and 18O of 0.8 per mil 
(Figure 1).

Figure 1. Demonstration of reproducibility and precision of the 
isotopic content of repeat analyses of 100 nanomol size samples 
of atmospheric O2.

The required apparatus for the separation of O3 from an 
air sample stream has been constructed in our Isotope 
Laboratory and as of this writing, is being tested for its 
collection efficiency and the production of oxygen isotope 
anomalies under various temperature and pressure 
conditions. 

Prior to performing isotopic analyses on laboratory 
generated SOA, we have been experimenting with 
analyses of oxygen bearing organic acids in order to 
optimize conditions of pyrolysis and to determine 
detection limits and reproducibility. For direct pyrolysis 
of a suite of 7 organic acids to carbon monoxide (CO) 
we have shown precision for 18O analysis of microgram 
size samples ranging from 0.04 to 1.36 per mil. It was 
also our hope that by fine-tuning the parameters of the 
pyrolysis procedure that we would be able to erase the 
carbon isotope signature of the original organic material 
in the glassy carbon pyrolysis chamber, thus allowing 
direct measurement of 17O by differencing pyrolysis and 
combustion samples. Our results have shown however, 

that samples pyrolyzed in the presence of glassy carbon 
retain at least a fraction of their original carbon thus 
negating a potential breakthrough in methodology (Figure 
2). We are therefore proceeding as originally set forth 
in our proposal with the development of fluorination 
techniques to extract molecular oxygen from our surrogate 
organic acids and eventually from lab produced SOA.

As described above, we have developed techniques for 
analysis of both O2 and surrogate organic acids and once 
we have developed an extraction technique for oxygen 
from organic acids and SOA, we will begin preparation of 
our first manuscript.

Figure 2. Plot demonstrating the dependence of samples 
pyrolyzed in the presence of glassy carbon on the isotopic 
content of the original material.

Future Work
Secondary Organic Aerosols (SOA) comprise as much 
70 percent of the global carbonaceous aerosol burden 
by mass. Because aerosols have multiple feedback 
mechanisms to Earth’s radiation budget, a complete 
understanding of the formation and fate of aerosols is 
imperative for understanding their influence on global 
climate. SOA in particular are poorly understood due to 
the multitude of precursors responsible for their formation 
and because they are a complex, heterogeneous mixture 
of organic species. Because the atmosphere is, in general, 
an oxidizing environment, the evolution from precursor 
organic gas species to aerosol results from reaction of 
biogenic and anthropogenic organic gases with various 
oxidizing species. The oxygen atoms that are found in 
SOA are derived, for the most part, from reactive oxygen 
species that have been shown to carry a mass independent 
signature in the stable isotopes of oxygen. The 17O anomaly 
from reactive oxygen species that is transferred to the 
secondary organic compound reaction products can 
thus serve as a quantitative signature of the pathways of 
SOA generation. Our goals are to develop an optimized 
methodology for sensitive 17O measurement of mixed 
carbonaceous species generated by controlled ozonolysis 
of biogenic volatile organic compounds (a first) and 
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then to extend this measurement technique to ambient 
atmospheric SOA samples collected in biogenic dominated 
regions. This project will investigate the processes by 
which secondary organic aerosols are formed and how 
they “age” under varying atmospheric conditions.

Conclusion
This project will yield the first ever oxygen isotope analyses 
of Secondary Organic Aerosols thus yielding new insight 
into the pathways of their formation and elucidating how 
they “age” under varying atmospheric conditions.
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Introduction
Cellulose is the “backbone” of all plant material, and 
the predominant material in all plant matter. Biofuel 
generation has largely focused on the sugar/starch 
containing plant matter, which is the foundation of 
the global food market. Increases in food prices have 
been attributed to greater use of foodstocks for biofuel 
production. Cellulose materials are largely the “waste” 
from food production, and as a result their use for 
biofuel is not expected to influence food prices and 
supply in the same way. The main research goal of this 
proposal is to create a highly thermostable version of a 
widely used cellulase, for which thermostability has been 
a long desired goal. This could be used in the generation 
of bioethanol, or other biofuels, and would facilitate 
the use of cellulose, rather than maize, as feedstock, 
so permitting the use of otherwise marginal land. By 
carrying out this goal, we will also have carried out an 
important secondary goal: the demonstration of the 
universality of a new protein thermostabilization method 
we recently developed, by its application to an important 
industrial enzyme. We expect success in this project to 
position LANL well to exploit future funding in bioenergy 
for which enzyme and protein thermostabilization are 
required.

Benefit to National Security Missions
By developing a new method to stabilize cellulases, this 
project will support the DOE mission in energy security. 
Cellulases are enzymes that breakdown cellulose to 
sugars suitable for fermentation. However, commercial 
cellulases tend not to be sufficiently thermostable for 
industrial processes, a problem we hope to solve.

Progress
The year 1 goals for this project included:

Synthesize cellulase gene with E. coli / yeast codons• 

Establish cellulase expression in E. coli  or yeast• 

Establish cellulase screening assay• 

At the start of this project we had no experience 
whatsoever in cellulase expression or assays, and this 
represented a new direction for the laboratory. All 
three goals for the first year have been completed. In 
particular, we have synthesized a T. reesei cellulase gene 
for expression in E. coli, and three forms of this gene 
have been expressed in the cytoplasmic compartment 
of E. coli. Two of these were functional, one was not. In 
addition, two forms of this gene have been functionally 
expressed in E. coli in the periplasmic space. Plate based 
assays for cellulase screening has been established 
that allow direct selection of E. coli colonies expressing 
functional cellulase (Figure 1). Within the context of 
the creation of these screening assays, the following 
variables were examined and optimized: Bacteria: 
BL21 (different vectors); Induction temperature: 18°C; 
Induction time: 24-48 hours ; IPTG concentration: 1mM; 
Assay temperature: 50°C; Assay time: 1 hour; Assay pH: 
5; Thickness of CMC layer: 4ml in petri dish.

Figure 1. The top figure shows bacterial (E. coli) colonies not 
expressing cellulase. As can be seen there is no halo around 
any colony (the black dots). In contrast in the lower figure, 
each colony is surrounded by a halo, indicating production and 
release of cellulase. This assay will be used to identify bacterial 
mutants expressing active cellulases.

Evolving a Thermostable Cellulase by Internal Destabilization and Evolution
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It is important to emphasize that the most problematic 
aspects of this proposal have been successfully addressed. 
T. reesei cellulase is a protein normally expressed in fungi, 
and expression of functional protein in a heterologous 
host, such as E. coli can be very problematic. Although 
there are other forms of the enzyme we will still express 
and test, even if these other forms were not functional 
we would be able to use the information already available 
now to continue to the next phase.

Future Work
The aim of this proposal is first to develop a thermostable 
cellulase enzyme that can be used in bio-ethanol 
production from cellulose and second to validate a new 
method to thermostabilize proteins we have developed. 
The development of more thermostable cellulases 
has been a long desired goal in the biofuel field where 
success to date has been modest. We recently developed 
a novel method (Insertional Destabilization Evolution 
And Synthesis - IDEAS) to thermostabilize proteins that 
we successfully applied to a fluorescent protein. We 
believe this method is applicable to any other protein, 
providing 1) a crystal structure; 2) an assay for the protein 
function which can be used in high throughput; and 3) a 
recombinant expression system, are available. The protein 
we plan to evolve, the Trichoderma reesei endoglucanase 
I fulfills all three requirements and is the most widely used 
industrial cellulase. Based on the crystal structure, six 
insertion sites far from the active site in exposed surface 
loops have been identified. Mutants containing inserts 
at three of these sites have already been generated, and 
will be evolved using IDEAS and the CMC plate assay to 
monitor activity. We are working to produce mutants with 
inserts at the remaining sites. Throughout the mutation 
and selection procedure, positive clones will be sequenced 
to obtain information on which mutations are selected. In 
common with the fluorescent protein, we will synthesize 
genes corresponding to the proteins without inserts after 
evolution has restored activity. Each newly synthesized 
gene will be expressed, purified and fully characterized 
for enzyme activity, refolding kinetics and stability. By 
the end of this project, we expect to have demonstrated 
that internal destabilization and evolution can be applied 
to proteins other than fluorescent proteins, and also to 
have developed a thermostable endoglucanase, with 
the potential to be directly usable in those bioethanol 
production plants in which Trichoderma reseei 
endoglucanase is presently used.

Conclusion
Cellulose is the most abundant potential biofuel raw 
material. The first step in the conversion of cellulose into 
ethanol, or other fuels, is to break it down into simple 
sugars. This is a process carried out by enzymes called 
cellulases. Presently used cellulases are derived from 
natural sources and poorly suited for industrial processes 
in which high temperatures are used. In this proposal 

we anticipate we will derive a thermostable cellulase 
that will facilitate the breakdown of cellulose containing 
plant matter for biofuels. The American taxpayer should 
care, because eventually this will help reduce the cost of 
transportation fuel.



Exploratory Research
Final Report

Environmental and Biological Sciences

395

Abstract
The project addresses a central challenge in pathogen 
biology: understanding the role of the uncharacterized 
majority of proteins in bacterial pathogens. In Bacillus 
anthracis, as in most bacteria, the function of majority of 
the genes is completely unknown. Characterizing protein 
structure and changes in cellular physiology that result 
from removing proteins (by gene inactivation) provide 
vital insights to their general role and specific function. 
We targeted 6 genes encoding B. anthracis proteins of 
unknown function that are implicated in pathogenesis, 
with the goal to express the proteins in E. coli, 
characterize their three-dimensional solution structure 
and compare their structural homology with known 
proteins to identify functional relationships.  In parallel, 
we undertook preparation of gene knock-out mutants. 

To this end we have developed new tools for generation 
of Bacillus anthracis mutants, which yield promising 
preliminary results. We have also cloned and expressed 
five proteins in various expression vectors and purified 
two proteins to homogeneity. NMR studies of the two 
purified proteins are in progress. Furthermore, we 
have performed biochemical characterization of one of 
these proteins, PagR, and characterized DNA binding 
properties of this repressor. The results show that the 
protein does not discriminate between promoters for 
three genes regulated by PagR and binds them with 
affinities ranging from 19 to 43 nM. Salt dependence 
of DNA binding indicates that DNA binding results in 
release of two ions from DNA phosphate groups.

The results obtained in the project will serve as basis for 
subsequent in depth studies of function of the targeted 
proteins with the possibility of developing specific anti-
anthrax agents.

Background and Research Objectives
The research undertaken in this project addresses a 
central challenge in pathogen biology: understanding 

the role of the uncharacterized majority of proteins in 
bacterial pathogens. In Bacillus anthracis, as in most 
bacteria, the function of majority of the 3025 genes is 
completely unknown. Characterizing protein structure 
and changes in cellular physiology that result from 
removing proteins (by gene inactivation) provide vital 
insights to their general role and specific function. 

Infection with Bacillus anthracis, a Gram-positive spore-
forming soil bacterium, can result in cutaneous disease, 
readily treatable with antibiotics, or systemic disease, 
which is often fatal. The continuing natural incidence of 
anthrax and potential use of B. anthracis as a biological 
weapon warrant continued investigation of this 
organism, its virulence mechanism, routes of possible 
therapeutic intervention and new vaccine development. 
In this regard, regulatory proteins and protein products 
of unknown function present important targets of 
investigation as potential new therapeutic targets. 
Particularly interesting are the proteins unique to B. 
anthracis, without known homologs, since targeting 
these genes would allow for elimination of the pathogen 
with potentially very low side effects to the human host.

Bacillus anthracis produces a three protein toxin system 
consisting of edema factor, lethal toxin and protective 
antigen [1].  This system is of outmost interest for 
prevention/therapeutic intervention. In addition, 
other potential targets are located on pathogenicity 
island of pXO1 plasmid. These include the protective 
antigen repressor, PagR, implicated in regulation of 
protective antigen levels and hence virulence and six 
genes of unknown function [2]. At least three of these 
genes are expressed in B. anthracis and one of them is 
upregulated by the major anthrax regulatory protein, 
AtxA [3]. The proteins have not been studied before 
and their biochemical characteristics, structure and 
function are unknown. They show no homology to 
any known proteins, which makes prediction of their 
structure and function impossible without additional 

Functional Proteomics Studies of Bacillus Anthracis
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experimental evidence. These proteins are expressed 
under growth conditions required for virulence and 
are attractive potential anti-anthrax targets. Thus, if 
they play important roles in virulence of the bacterium, 
targeting these proteins could potentially be achieved 
with low toxicity and cross-reactivity with other bacteria. 
The proteins investigated in this project are proteins of 
unknown function not investigated anywhere else, to our 
knowledge. These proteins are not targets of Structural 
Genomics Centers – the only targets of interest listed for B. 
anthracis are protein products of chromosomal genes. This 
research is therefore unique. The proteins of interest are 
shown on the genetic map of pXO1 plasmid in Figure 1.

Figure 1. Genomic map of pXO1 plasmid of Bacillus anthracis. 
Pathogenicity island is bracketed and the target genes are 
marked by boxes.

Insight into the function of proteins of interest and 
their role in bacteria may be gained through the use of 
gene knock-outs. The creation of genetically modified 
B. anthracis strains lacking individual genes of interest 
enables comparison of wild-type and modified bacteria. 
Creation of knock-out strains of B. anthracis has proven 
very difficult. Changes in the viability and infectivity of B. 
anthracis as well as changes in protein expression patterns 
due to the lack of the gene of interest can be identified and 
interpreted in terms of the specific biochemical pathways 
affected.  In addition to gene deletions, structural 
information can provide new insights into biology by 
establishing relatedness to proteins of known function that 
have little sequence homology, and by identifying binding 
motifs and catalytic centers, even for proteins of unknown 
function.

The overall goal of this project is to characterize the 
structure and assess functions of putative B. anthracis 
proteins encoded on the virulence plasmid pXO1. 
Objectives for achieving this goal are the following:

Express the 1. B. anthracis proteins in E. coli, and 
evaluate as candidates for structure determination.

Characterize the three-dimensional structures of the 2. 
expressed and folded proteins.

Perform a structural homology search to assess 3. 
structural similarity to known proteins and establish 
functional relationships between proteins.

Prepare deletion mutants of 4. B. anthracis lacking genes 
of interest.

Assess effects of gene deletions on bacterial growth 5. 
and patterns of protein expression.

We have also set out to characterize structure and DNA 
binding properties of the protective antigen repressor, 
PagR, an important regulatory protein in B. anthracis [4, 5]. 
While it is known that PagR binds DNA, the consensus DNA 
sequence and the details of the interaction are uncertain 
[5]. Biochemical characterization of PagR is also lacking.

Scientific Approach and Accomplishments

Generation of knock-out mutants. 
Bacillus anthracis is known to be recalcitrant for molecular 
biology manipulations and generation of mutants is 
difficult. Initially we attempted to use a standard knock-out 
vector, in which an antibiotic resistance gene is flanked 
by DNA sequences from the target gene. The vector is 
introduced into the bacterium and replaces the target 
gene through double recombination, thus inactivating it. 
In principle, only bacteria with inactivated gene survive 
antibiotic selection. We attempted to generate five 
mutants using this approach. Approximately 200 clones 
were screened for each mutant. We found the selection 
process to be ineffective, since all clones were single 
recombinants and therefore false positives. 

To alleviate the problems, we have constructed a vector 
containing a suicide gene in addition to mutagenesis 
cassette (Figure 2A). In single recombinants, the suicide 
gene becomes active upon nutrient depletion and kills 
the host, while the desired double recombinants lose the 
suicide gene and survive selection. We attempted creating 
two mutants using this process and screened 200 colonies/
mutant. Only false positives were detected. Subsequently, 
we attempted to insert additional temperature sensitivity 
into the mutagenesis vector to render it more unstable 
(Figure 2B). Several attempts failed and we were unable to 
insert a suicide gene into temperature sensitive mutant.

Our final approach involved introducing a gene encoding 
endonuclease into the mutagenesis vector (Figure 2C). 
Induction of endonuclease gene upon nutrient depletion 
kills single recombinants and also destroys the vector, 
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eliminating false positives. So far, the use of this vector 
resulted in dramatic decrease of number of colonies 
created. We are currently screening three clones (~200 
colonies/clone) using this approach. 

Figure 2. Cloning vectors designed for generation of knock-out 
mutants in Bacillus anthracis.

Protein expression and purification
All proteins that are subject of this study are small (<125 
amino acids) and therefore it is important for structural 
and functional studies to produce them with minimal 
additional residues as a result of cloning. Initially we 
cloned all proteins into pET9a vector for expression of 
native sequence only. This approach resulted in successful 
expression of pXO1-166 (PagR) protein, while the other 
proteins yielded insoluble products or no products at all. 
Subsequently, we cloned the proteins into pGSK vector, 
in which they are expressed as a fusion with GST protein. 
In many cases GST tag enhances protein expression and 
solubility. The fusion can be cleaved with thrombin to yield 
native protein sequence with addition of one N-terminal 
amino acid. This approach yielded soluble expression 
for pXO1-137. The remaining proteins were then cloned 
into pET-SUMO vector for expression as SUMO-tagged 
proteins. The SUMO tag is specifically recognized by a 
protease and cleaved following expression. In this system, 
we have successfully expressed pXO1-138 and pXO1-173. 
Cloning and expression of pXO1-190and pXO1-167 in all of 
the above vectors suffered setbacks. Initially, all obtained 
clones contained mutations and after resolving that 
problem, the proteins were not induced and expressed 

in cells, regardless of the vector tried. Suspecting that 
the proteins may be toxic to E. coli, we have generated 
primers and created templates for these two genes for 
commercially available cell-free expression system. So 
far, the untagged versions of these proteins failed to yield 
soluble products. We are preparing histidine-tagged and 
TEV-protease tagged templates for these two genes in 
hopes to improve solubility and simplify purification.

Proteins pXO1-137 and pXO1-166 have been purified to 
homogeneity and also expressed in 13C, 15N-labeled 
media for NMR studies. pXO1-137 was expressed as 
GST-tagged version, purified on GST-agarose and the 
tag cleaved with thrombin. The NMR experiments and 
resonance assignments on labeled protein are in progress. 
In the nearest future we will acquire 3D NMR experiments 
necessary for structure determination. This work will result 
in 1-2 publications.

pXO1-166 was expressed and purified as an untagged 
protein containing only native structure. The protein was 
purified using standard chromatographic methods on two 
ion exchange columns and its biochemical characterization 
has been performed. We have also produced the protein 
stable isotope labeled and collected NMR data for 
resonance assignments, which are in progress.

Biochemical characterization of pXO1-166 (PagR)
It has previously been discovered that pXO1-166 gene 
encodes the protective antigen repressor, PagR, and 
that the protein binds to promoter sequences of three 
B. anthracis genes [5]. The structure of the protein, its 
biochemical characteristics and DNA binding properties 
remained uncharacterized. Following purification, we have 
performed biochemical characterization of the protein. 
PagR exists in solution as a dimer (molecular weight 
23kDa), similarly to many other DNA-binding proteins. 
The protein is very basic, with isoelectric point of 9.6. 
Secondary structure analysis using circular dichroism 
(CD) shows the protein to be ~50% alpha-helical and 10% 
beta-sheet with significant amounts of loops and extended 
structure. NMR experiments indicate presence of well 
defined tertiary structure. The protein is also very stable in 
buffer containing >150 mM salt, with melting point of 71oC 
determined from CD data. 

To characterize DNA binding properties of PagR we have 
used Surface Plasmon Resonance (SPR) method (Figure 
3A). The DNA molecules corresponding to previously 
identified promoters for pagA, sap and eag genes were 
used in the study. PagR was found to bind all three 
promoters with similar affinity, with binding constants 
ranging from 19 to 43 nM. We were also able to narrow 
down the binding site for PagR. Initial studies indicated 
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that the DNA sequences for PagR binding range from 48 
to 81 base pairs. For the protein as small as PagR this is 
unusual. We have used the previously identified sequences 
as starting point for exploration of minimal binding site 
and found that reducing the size of DNA to 34 base pairs 
does not significantly reduce binding affinity (Figure 4). 
This size of DNA corresponds closely to sequences bound 
by ArsR family receptors to which PagR exhibits some 
homology. Despite identifying shorter cognate sequences, 
comparison of sequences from pagA, sap and eag genes 
shows very limited similarity and does not allow for 
deducing the consensus binding sequence. It is quite 
likely that PagR recognizes structure of the DNA promoter 
fragments rather than their sequence, similarly to another 
B. anthracis regulatory protein, AtxA [6].

Figure 3. A. SPR data showing 9 concentrations of PagR binding 
to pagA-81.  Association time was 100s, dissociation lasted 180s. 
Concentrations of PagR used were 10, 50, 100, 200, 300, 400, 
500, 600 and 700 nM. B. Salt dependence of PagR affinity. The 
logarithm of the equilibrium binding constant determined for 
PagR binding versus the logarithm of NaCl concentration. Gray 
line represents linear fit of the data with a slope of 1.69 ± 0.29. 

Figure 4. Association and dissociation rate constants and 
thermodynamic dissociation constants for PagR binding to DNA 
constructs.

We have also performed binding studies for PagR as a 
function of salt concentration (Figure 3B). When the 
protein binds DNA, the positive ions in solution condensed 
on negative DNA phosphate backbone are displaced. 
When binding constants are measured as a function of salt 
concentration the number of displaced ions, and therefore 
the number of phosphate groups directly contacted by 

the protein, can be deduced. For PagR the binding data 
indicate displacement of two ions, indicating that each 
protein monomer contacts directly one DNA phosphate 
group.

The results of PagR studies have been submitted for 
publication in Zeitschrift fűr Naturforschung C.

Impact on National Missions
The research in this project complements LANL efforts in 
biothreat reduction and proteomics. It is directly related 
to DOE’s biothreat reduction initiatives as part of national 
security mission. The project is also related to the goals of 
the DOE’s Genomes to Life programs.

The project contributes directly to B-division’s maturing 
programs in pathogen biology, biothreat reduction and 
proteomics. There is a growing core of researchers in B 
division focused on B.anthracis pathogenesis.  Our work 
will contribute to establishing a B.anthracis center of 
excellence.  This will also enable us to establish a track 
record in B.anthracis research, so that we can transition 
to NIH/DHS funding for future studies on a broader array 
of uncharacterized proteins in B.anthracis and other 
pathogens.  The research also leverages the Stable Isotope 
Resource within the Bioscience Division, since isotope 
labeling is crucial to NMR structural studies. 

The project resulted in evaluation and development of 
new genetic tools for molecular manipulations of bacterial 
genomes. It has also resulted in developing conditions 
for expression of B. anthracis proteins, which will lead 
to availability of these proteins for further biochemical 
studies. So far, the project generated one publication 
submitted and two additional in preparatory stages. 
Results generated in the progress of this project will be 
used in application for funding from NIH and DOE in 2010. 

The funding from this project supported a graduate 
research assistant and partially a postdoctoral research 
associate. The graduate student obtained his PhD degree 
from University of New Mexico School of Medicine during 
the course of the project and is now a postdoc at the Air 
Force Research Laboratory.
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Abstract
Dihydrofolate reductase (DHFR) is an important 
housekeeping enzyme which is conserved across most 
species, including humans. It catalyzes a chemical 
reaction (a reduction) which converts the molecule 
dihydrofolate (DHF, also called the substrate) to another 
called tetrahydrofolote (THF). This chemical reaction 
is required for DNA and protein synthesis. Because of 
DHFR’s vital role in biosynthesis it is an important drug 
target. DHFR is targeted against cancer (with the drug 
called Methotrexate or MTX), and for anti-microbial 
agents (with the drug called trimethoprim). With the 
emergence of anthrax as a bio-terrorism threat, DHFR is 
also being considered as a valid drug target for anthrax. 
The main goals of this proposal were two-fold. First, 
we were to develop crystallization and perdeuteration 
(replacing hydrogen by deuterium) capabilities for DHFR 
in order to allow us to use neutron crystallography 
to unravel exactly how it changes DHF to THF i.e. its 
catalytic mechanism. The second goal was to determine 
the X-ray structure of anthrax DHFR. During the last 
three years we have successfully accomplished both 
goals. Initially, we developed a recombinant molecular 
biology system with the bacterium E. coli, for producing 
large quantities of DHFR (100 mg/L of E. coli culture). 
Then a way of perdeuterating DHFR was optimized 
using algae to provide large amounts of perdeuterated 
DHFR for neutron diffraction studies. The perdeuterated 
protein was used to produce crystals together with the 
drug MTX and another molecule called NADPH which 
is also required for the reaction (called the cofactor). 
The crystals have been subjected to neutron diffraction 
studies at the Protein Crystallography Station (PCS) at 
the Los Alamos Neutron Scattering Center (LANSCE). 
The crystals diffract to 2.4 Å resolution. We have also 
determined the X-ray structure of the anthrax DHFR 
bound to MTX and another bound to MTX-NADPH. 
These structures were used to develop dual-site 
inhibitors against anthrax.

Background and Research Objectives
Dihydrofolate reductase (DHFR) is an important 
housekeeping enzyme which catalyzes the chemical 
conversion of the molecule dihydrofolate (DHF, which is 
called the substrate) to another called tetrahydrofolote 
(THF, the active form of the vitamin folic acid) [1]. 
THF is used in living cells in the chemical synthesis 
of certain amino acids, the small molecule building 
blocks of proteins, and also purines and pyrimidines, 
the small molecule building blocks of DNA. Inhibiting 
(or preventing it from working) DHFR interrupts DNA 
synthesis and leads to cell death. DHFR is therefore 
a target for anti-cancer therapy (with the drug called 
methotrexate or MTX) and for anti-microbial agents 
(with the drug called trimethoprim). 

DHFR has been widely studied by NMR [2,3] and X-ray 
crystallography [4-6]. These studies show that its 
structure consists of certain motifs. There is a central 
8-stranded β-sheet which can be thought of as two 
domains. An upper domain of 4 sheets where the 
cofactor binds and a lower domain of 4 sheets where 
the substrate binds (Figure 1). Substrate and cofactor 
bind in a cleft at the interface of the upper and lower 
domains. The conformation or shape of the Met20 
regulatory loop (amino acid residues 9-24) fluctuates 
from closed to occluded as the reaction proceeds. 

Catalysis consists of proton and hydride transfer across 
a double chemical bond on the pteridine ring of the 
DHF substrate. A number of catalytic mechanisms have 
been proposed that differ in the protonation states of 
the ligand and a key active site residue (called Asp27), 
as well as the exact pathway of proton transfer to DHF. 
X-ray crystallography has not been able to demonstrate 
any of these proposals because although it can be used 
to determine the carbon, oxygen and nitrogen (C, O and 
N) atom positions that make up the skeleton of DHFR, 
it seldom provides the positions of the more mobile 
hydrogen (H) atoms that transfer between enzyme and 
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substrate during catalysis (X-rays are scattered by atomic 
electron clouds and with just one electron an H atom is 
almost invisible; in fact, a proton is completely invisible). 

Figure 1. The X-ray structure of DHFR from E. coli.

Neutron crystallography is a powerful method for locating 
H atoms in enzymes (H, and in particular its isotope 
D, interacts with neutrons very efficiently), although 
its use has been limited by the availability of relatively 
weak neutron beams, requiring large sample sizes [7]. 
The Protein Crystallography Station (PCS) at Los Alamos 
Neutron Scattering Center (LANSCE), built by Bioscience 
division and funded by the Office of Biological and 
Environmental Research of the US Department of Energy, 
allows neutron data to be collected very efficiently with 
high signal-to-noise ratios by employing time-of-flight 
data collection methods [8]. In work completed before 
this project, we used the PCS to locate H positions 
in DHFR from the bacterium called E. coli (ecDHFR), 
complexed with the chemotherapeutic MTX, from a crystal 
around 0.25mm3 in volume that had been soaked in D2O 
(replacing H by D increases the scattering efficiency and 
soaking replaces labile accessible H atoms bound to O 
and N) [9]. We demonstrated that the N1 atom of MTX 
is protonated when bound to ecDHFR while the catalytic 
Asp27 is negatively charged (Figure 2), providing unique 
information that will be exploited to enhance target-
drug interactions, the primary motive behind therapeutic 
discovery regimes. We also tried to collect neutron data 
from a ecDHFR-NADPH-DHF ternary complex in order to 
address the enzyme’s mechanism, but with crystal volumes 
of ~0.1mm3 the diffraction was too weak. To circumvent 
this problem in this project we have developed protocols 
for making large crystals of perdeuterated DHFR. In 
perdeuterated DHFR all H, even when covalently bound 
to C, has been replaced by D. Perdeuterated DHFR crystals 
make it possible to collect neutron crystallographic data 

from smaller crystals as the incoherent scattering from H 
atoms (which adds to scattering background and reduces 
signal-to-noise levels) is significantly reduced, and D has a 
stronger coherent scattering contribution (which increase 
the signal-to-noise level). The perdeuteration protocols 
that we have developed are now used to perdeuterated 
large quanitities of several different proteins in a new 
deuteration capability.

Figure 2. (A) Shown in blue is neutron scattering density and (B) 
X-ray scattering density. In the neutron structure a D atom is 
found bound to the N1 atom of MTX.

On a second front, in this project we conducted studies 
on DHFR from B. anthracis, an organism of therapeutic 
importance. Spores of Bacillus anthracis, the infectious 
agent that causes anthrax, are a known weapon of 
bioterrorists. Current antibiotic treatments are not 
optimal due to resistance and patient age restrictions; 
thus, additional targets for therapeutic intervention must 
be evaluated. One possible candidate is dihydrofolate 
reductase (DHFR) because it is necessary for anthrax 
pathogenicity. B. anthracis and human DHFR have 
considerable (amino acid) sequence differences, and 
those differences suggest that there is potential for the 
development of anti-Anthrax drugs. Even though their 
primary sequences are ~31% identical (~52% similar), 
there exist major differences between Anthrax and human 
DHFR at the regulatory loop regions near the active site, 
a consequence that may be exploited in species-specific 
drug design. In fact, there seems to be a minor insertion 
(2-3 amino acid residues) at the N-terminus of human 
DHFR which is not present in B. anthracis DHFR (baDHFR). 
Our plan was to use crystallography, of baDHFR structures 
to provide information on the protonation states of 
the catalytic groups, proton positions of crucial solvent 
molecules that can be mimicked to enhance selectivity and 
potency using the rational approach as used in designing 
HIV I protease inhibitors.

Scientific Approach and Accomplishments

Perdeuteration of E. coli DHFR
We designed and synthesized a plasmid of DNA called 
a Sumo-ecDHFR construct to produce large amounts of 
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DHFR using recombinant molecular biology techniques 
with the bacterium E. coli. The Sumo-ecDHFR construct 
was transformed (introduced) into E. coli and we then 
grew the bacterium in a D2O (heavy water) solution that 
also contained deuterated chemicals, so that the ecDHFR 
synthesized by E. coli from those chemicals would also be 
perdeuterated. We obtained the deuterated chemicals for 
this process by growing algae in D2O and then hydrolyzing 
it with acid. We explored several different strains of algae 
using normal incubators and generated different bacterial 
growth media from the hydrolysates. We found that there 
were differences in the amounts of protein expression 
with different hydrogenous hydrolysates. One of the best 
performers was chlorella. We have now been able to 
grow chlorella routinely on 90% and above D2O so we can 
perdeuterate large quantities of protein for crystallization 
trials. Another good performer was botryococcus braunii 
which we can grow in almost 100% D2O.

We tested using a Protein Production robot for E. coli 
fermentation with D2O and algae hydrolysate but we found 
(with a number of different proteins; DHFR, HIV protease 
and MSOX) that there was no real gain in using the robot 
rather than a regular incubator. Although the robot gave 
us much greater (x5-8) final bacterial cell densities, the 
amount of actual DHFR expressed was not significantly 
higher. We carried out mass spectrometry analysis of the 
various perdeuterated proteins that we have produced 
from our hydrolyzate to ensure full perdeuteration. 
With our sumo-ecDHFR construct and optimized algae 
hydrolyzate we were able to get expression levels of 100 
mg of perdeuterated protein per 1 Liter of labeled media 
(Figure 3). The perdeuteration capabilities that were 
established through this research have been highlighted 
in three recent publications [7, 13, 14]. The protein was 
subjected to co-crystallization trials using a special deep 
well crystallization protocol developed in this project, in 
order to determine the neutron structure of the MTX-
NADPH ternary complex. We have obtained crystals 
that have dimensions of 1x1x0.5 mm3 and we have 
collected initial neutron crystallographic data to 2.4 Å 
resolution spots (Figure 4). Data processing and structure 
determination is currently underway. 

Figure 3. Perdeuterated ecDHFR. .Lane 1: molecular eight 
standards; Lane 2: 1 minute cleavage with sumo protease; 
Lane3: 2 hour cleavage with sumo protease; Lane 4 pure 
perdeuterated ecDHFR after Ni-NTA purification.

Figure 4. New perdeuterated DHFR in complex with MTX-NADPH

Factors that influence HDX in a crystal
The hydrogen-deuterium exchange (HDX) method, coupled 
with neutron crystallography, is a powerful method for 
investigating molecular dynamics. Investigating the HDX 
exchange method is extremely important for interpreting 
neutron structures. Recently, we conducted a comparison 
of all the available neutron diffraction structures for 
determining the factors that influence H/D exchange. In 
our study the general determinants of HDX based on 12 
deposited neutron protein structures were proposed. The 
parameters that correlate best with HDX are depth within 
the protein structure of the amide nitrogen and secondary 
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structure type. Both the atomic displacement (B) factor 
of the amide nitrogen and the ratio of B/<B> correlate 
moderately. However, solvent accessibility only correlates 
strongly with one molecule and hydrogen bonding distance 
correlates with two molecules with respect to amide HDX. 
A global analysis of HDX was performed to overcome some 
of these obstacles, damping the effects of outliers and 
the extreme variation of the data sets due to resolution 
limitations. From this, amide depth and hydrogen bonding 
distance to the amide (a measure of interaction strength) 
show strong global correlation with HDX. For some 
structures, we could identify what may constitute the 
hydrophobic protein core based on contiguous regions that 
are resistant to exchange and have significant depth. These 
may, in fact, constitute minimal folding domains [10]. 

Drugs against anthrax. We have determined the three-
dimensional X-ray structure of anthrax DHFR in complex 
with MTX [11]. Structure comparison between anthrax and 
human DHFR shows significant differences at the substrate 
binding pocket that can be exploited for designing highly 
selective anti-anthrax inhibitors.  Recently, we have also 
solved the structure of the anthrax DHFR-MTX-NADPH 
ternary complex (Figure. 5). This structure was used 
for conducting in silico virtual screening experiments 
against a National Cancer Institute (NCI) small molecule 
library (using UNITY) to obtain dual-site inhibitor leads 
with potential clinical significance. A subset of 212 hits 
was obtained and then subjected to further screens 
using Surflex-Dock. 30 compounds were chosen as best 
candidates and we were able to obtain 15 of those 
compounds from the NCI. Two such molecules (1357 and 
373265) inhibited baDHFR with IC50 values in the µM 
range [12]. Both of these compounds are derivatives of 
traditional antifolates and therefore they may represent 
the first leads of two new classes of DHFR inhibitors. 
We have published three manuscripts in peer review 
journals describing our findings. Based on the success 
of this project we are currently preparing a proposal for 
submission to NIH. 

Figure 5. The structure of anthrax DHFR (blue) in complex with 
MTX (yellow)-NADPH (magenta). The 2Fo-Fc Fourier electron 
density map drawn around the ligands are contoured at 1σ.

Impact on National Missions
Anthrax has emerged as an agent for bioterrorism that 
has to be dealt with immediately due to our current 
threat levels. This project supports the national security 
mission of biothreat reduction important to DOE, DHS, and 
other government agencies. Furthermore, by developing 
an understanding of catalytic mechanisms and how we 
might custom design drugs, we will impact the health and 
welfare of our nation. In this project we have successfully 
used x-ray and neutron crystallography in combination 
with in silico virtual screening experiments to identify 
dual-site inhibitors against anthrax, with direct relevance 
to Laboratory and national missions in biosecurity. This 
preliminary success is being used to develop a large 
proposal that is a direct follow on from this work. Our 
hope is that the follow on proposal on drug design using 
neutron crystallography will bring new work to the 
Laboratory. Furthermore, as a result of this project, a 
cutting edge perdeuteration facility has been developed 
at LANSCE, which is now routinely used to produce large 
quantities of deuterated proteins. The establishment 
of this capability was a key component in the recent 
success of a proposal for UCOP funds to study the cellular 
mechanism of the family of proteins called kinases which 
will be funded at a level of about $300K for the next three 
years. Finally, a post-doctoral fellow, Andrey Kovalevsky, 
was initially hired in order to work partly on this project. 
Shortly after his arrival, Andrey was successful in obtaining 
a Director’s fellowship and now works on his own project. 
However, this project played a key role in bringing him to 
the Laboratory.



404

References
Schnell, J. R., H. J. Dyson, and P. E. Wright. Structure, 1. 
dynamics, and catalytic function of DHFR. 2004. ANNU 
REV BIOPHYS BIOMOL STRUCT. 33: 119.

Osborne, M., J. R. Schnell, S. J. Benkovic, H. J. Dyson, 2. 
and P. E. Wright. backbone dynamics in DHFR 
complexes: role of loop flexibility in the catalytic 
mechanism. 2001. BIOCHEMISTRY. 40: 9846.

McElheny, D., J. R. Schnell, J. Lansing, H. J. Dyson, 3. 
and P. E. Wright. Defining the role of active-site loop 
fluctuations in DHFR catalysis. 2005. PNAS USA. 102: 
5032.

Sawaya, M. R., and J. Kraut. Loop and subdomain 4. 
movements in the mechanism of E. coli DHFR: 
Crystallographic evidence. 1997. BIOCHEMISTRY. 36: 
586.

Lee, H., V. M. Reyes, and J. Kraut. Crystal structures of 5. 
E. coli DHFR complexed with folinic acid in two space 
groups: evidence for enolization of pteridine O4. 1996. 
BIOCHEMISTRY. 35: 7012.

Davies, J. F., and e. t.  al. Crystal structures of 6. 
recombinant human DHFR complexed with folate and 
5-deazafolate. 1990. BIOCHEMISTRY. 29: 9467.

Blakeley, M., P. Langan, N. Nobuo, and A. Podjarny. 7. 
Neutron crystallography: opportunities, challenges, 
and limitations. 2008. CURRENT OPINIONS IN 
STRUCTURAL BIOLOGY. 18: 593.

LANGAN, P., G. GREENE, and B. P. SCHOENBORN. 8. 
PROTEIN CRYSTALLOGRAPHY WITH SPALLATION 
NEUTRONS. 2004. JOURNAL OF APPLIED 
CRYSTALLOGRAPHY. 37: 24.

BENNETT, B., P. LANGAN, L. COATES, M. 9. 
MUSTYAKIMOV, B. P. SCHOENBORN, E. HOWELL, and C. 
DEALWIS. NEUTRON DIFFRACTION STUDIES OF E. COLI 
DHFR COMPLEXED WITH METHOTREXATE. 2006. PNAS 
USA. 103: 18493.

BENNETT, B., A. S. GARDBERG, M. D. BLAIR, 10. 
and C. DEALWIS. ON THE DETERMINANTS OF 
AMIDE BACKBONE EXCHANGE IN PROTEINS: A 
NEUTRON COMPARATIVE STUDY. 2008. ACTA 
CRYSTALLOGRAPHICA . D64: 764.

BENNETT, B., H. XU, R. F. SIMMERMAN, and R. E. LEE. 11. 
CRYSTAL STRUCTURE OF THE ANTHRAX DRUG TARGET, 
BACILLUS ANTHRACIS DHFR. 2007. JOURNAL OF 
MEDICAL CHEMISTRY. 50: 4374.

BENNETT, B., Q. WAN, M. F. AHMAD, P. LANGAN, and 12. 
C. DEALWIS. X-RAY STRUCTURE OF THE TERNARY 
MTX.NADPH COMPLEX OF THE ANTHRAX DHFR; A 
PHARMACORE FOR DUAL-SITE INHIBITOR DESIGN. 
2009. JOURNAL OF STRUCTURAL BIOLOGY. 166: 162.

Blakeley, M.. Neutron Macromolecular Crystallography. 13. 
2009. Crystallography reviews. 15: 157.

Teixeira, S., G. Zaccai, J. Ankner, M. Bellissent, R. 14. 
Bewley, M. Blakeley, P. Callow, E. T. Al, and P. Langan. 
New Sources and instrumentation for neutrons in 
biology. 2008. CHEMICAL PHYSICS. 345: 133.

Publications
Bennett, B., A. Gardberg, M. Blair, and C. Dealwis. On the 
determinants of amide backbone exchange in proteins: a 
neutron crystallographic comparative study. 2008. Acta 
Crystallographica . D64: 764.

Bennett, B., H. Xu, R. Simmerman, R. Lee, and C. Dealwis. 
Crystal structure of the anthrax drug target, bacillus 
anthracis dihydrofolate reductase . 2007. Journal of 
Medicinal Chemistry. 50 (18): 4374.

Bennett, B., Q. Wan, M. F. Ahmad, P. Langan, and C. 
Dealwis. X-ray structure of the ternary MTX.NADPH 
complex of the anthrax DHFR: a pharmacophore for dual 
site inhibitor design. 2009. JOURNAL OF STRUCTURAL 
BIOLOGY. 166: 162.

Blakeley, M., P. Langan, N. Niimura, and A. Podjarny. 
Neutron Protein Crystallography: Opportunities, challenges 
and limitations. 2008. Current Opinion in Structural Biology 
. 18: 593.

Langan, P., M. Mustyakimov, Z. Fisher, A. Kovalevskyi, A. 
Valone, M. J. Waltman, P. Adams, P. Afonine, B. Bennett, 
C. Dealwis, C. Unkefer, and B. P. Schoenborn. Protein 
structures by spallation neutron crystallography. 2008. 
Journal of synchrotron radiation. 25: 215.

Liu, X., L. Hanson, P. Langan, and R. Viola. The Effect of 
Deuteration on Protein Structure: A High Resolution 
Comparison of Hydrogenated and Perdeuterated 
Haloalkane Dehalogenase. 2007. Acta Crystallographica. 
D63: 1000.

Teixeira, S., e. t. al, and P. Langan. New sources and 
instrumentation for neutrons in biology. 2008. CHEMICAL 
PHYSICS. 345: 133.



Exploratory Research
Final Report

Environmental and Biological Sciences

405

Abstract
Influenza viridae are a continual worldwide health 
threat that is ever changing with newly emerging 
strains.  The recent emergence of Avian and Swine flu, 
as well as the increasing occurrence of anti viral drug 
resistance, exemplifies the need for new and rapid 
detection methods.  We have synthesized a panel of 
substrates for an enzyme present on the Influenza viral 
coat that are able to distinguish different viral strains 
by mass spectrometry.  Stable isotope labels (13C) were 
incorporated into the substrates in various patterns in 
order to encode mass signatures. This encoding allows 
the use of these biomarkers in the presence of a natural 
background and provides a rapid means to determine 
the viral subtype as well as any emergence of antiviral 
drug resistance.   This panel of substrates therefore 
allows large scale Influenza detection and evaluation 
on real world samples in a rapid, automated fashion.  In 
collaboration with the NCEH at the CDC, our substrates 
will also be used on a wide range of samples for 
validation of vaccines and antiviral drug efficacy.

Background and Research Objectives
Human respiratory viruses, such as influenza A, B and C, 
respiratory syncytial virus (RSV) and human rhinovirus 
(HRV) accounted for an estimated 100 million infections 
in 2000 [1] in the US and the CDC reports that respiratory 
illnesses were the 5th leading cause of death in the 
US in 2002 [2]. Although novel antiviral drugs for the 
treatment of influenza, e.g. neuraminidase inhibitors, 
became available recently, their efficiency depends on 
an early diagnosis (within the first 2 days of infection). 
The avian flu strain H5N1 has caused more than 140 
human cases from human – bird contact and human to 
human transmission have been reported by the World 
Health Organization since January 2006. The virulence 
of H5N1 across species and the possibility of mutations 
that allow the spread from human to human is particular 
alarming in light of high mortality rates among those 
infected (up to 50%).  New strains of Influenza are a 

recurring problem, as demonstrated by the recent 
outbreak of Swine Flu (H1N1).  The CDC reports, as of 
September 27-October 3, that Swine Flu is active in 37 
states and that reports of flu like symptoms as well as 
hospitalizations are increasing faster than expected.

The common protein based receptor motifs found on 
Influenza viridae are hemagglutinin (HA) (16 subtypes) 
and neuraminidase (NA) (9 subtypes), the combination of 
which identifies the influenza strain. Previous pandemic 
influenza outbreaks were associated with H1N1 (1918), 
H2N2 (Asian 1957) and H3N2 (Hong Kong 1968) antigenic 
determinants of influenza A [1]. 

There are an estimated 50 copies of tetrameric NA and 
in excess of 100 copies of trimeric HA on the surface of 
an influenza viral particle [3] (Figure 1) that recognize 
specific complex sugar motifs (neuraminic acid, Neu) 
on the surface of the host cell for binding, aggregation 
and entry into the cell. As cornerstones of the infection 
process, the recognition elements for cell surface 
adhesion are highly conserved and specific for a viral 
strain. 

The abundance of these receptors poses an ideal target 
for the detection of the phenotype information encoded 
in these proteins. Recognition molecules for influenza 
viruses A, B, C and avian are N-acetylneuraminic acid 
residues located at the carbohydrate termini of various 
cell surface glycoproteins [12].  Minute structural 
differences in the N-acetyl-neuraminic acid residues 
(N-Ac-Neu) are employed by these variants to achieve 
high selectivity and affinity for their receptor sites. These 
preferences in binding to cell surface sugars are denoted 
in the chemical classification of the branching sites. 
For example a 2-6 linkage describes the attachment of 
neuraminic acid at the 2 position to a sugar scaffold at 
its 6 position. These differences in presentation are used 
in this work to distinguish avian (binds 2-3) over human 
(binds to 2-6) influenza.

Substrates for the Detection and Differentiation of Influenza Viridae

David B. Kimball
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Figure 1. Surface features on an Influenza virus.

Another specific receptor, 5,9-Ac2Neu is required for the 
binding of influenza C.  This bisacetyl derivative serves 
as a high affinity receptor determinant to bind and infect 
human erythrocytes. This receptor is, however, not 
present in the human upper respiratory tract, which makes 
influenza C less likely to cause an infection. Influenza A 
and B do not recognize 9-O-acetyl-N-Ac-Neu [13,14] and 
recognition element structures of influenza A and B are 
more subtly distinguished. In addition to the sialyl moiety, 
the composition, structure and orientation of other 
carbohydrates in a sialyloligosaccharide have significant 
contributions to selective binding interactions between the 
influenza variants. Influenza A viruses are differentiated 
in the type of their NA, with many mutational variants. 
Influenza A is further divided into H1N1 and H1N3 types 
[4,5,6], while the current emerging avian flu variant is of 
the H5N1 type. 

It was also found that subtle differences at the 2 position 
of the lactose/lactoseamine make important contributions 
to the binding affinities: Avian influenza recognizes 2’-3’ 
linked sialic acids in preference over 2’-6’ linked sialic 
acids, the natural target of human strains. HA binds 
three GM3 [15], in addition to binding AcNeu5, which 
allows the discrimination of HA in the presence of NA 
activity.  As all NAs and HAs have minute, but distinct, 
binding preferences to sialic acid sites we exploit these 
differences in the identification of influenza [7] in multi 
– substrate panel assays that maximize the differential 
substrate cleavage rates.

A single mutation, detectable by MS, from Ser 205 to Tyr 
was indicated in the switch of the binding preference for 
2-6’ bound Neu in influenza HA to 2-3’ conformers [10] in 

analogy to the switch seen from human to avian influenza. 
A substitution R292K has been reported as the source 
of the emergence of NA inhibitor resistance [11]. Our 
substrate based enzyme assay  directly interrrogates the 
enzyme and, therefore, identifies both phenotypic drift 
as well as the emergence of resistance to neuraminidase 
inhibitors.  In addition, this type of assay  also aids in 
vaccine and antiviral drug validation, since enzyme 
activity could be directly monitored after treatment with 
a vaccine or in the presence of an antiviral drug.   

Although influenza strains have different substrate 
preferences, all substrates will be cleaved to some extend 
by all NAs and HAs. We therefore synthesized a panel of 
substrates that is optimized to show differential cleavage 
rates among the sugars. Figure 2 shows two substrates, 
one preferentially cleaved by Influenza A/B the other by 
H1 and N5 of avian influenza. The neuraminic acid cleaved 
by the enzyme is grafted onto a lactose scaffold to provide 
the stereochemical orientation to induce a preference.  
This provides selective panels of substrates for the mass 
spectrometric quantitation and differentiation of influenza 
in any biological sample. A mass spectrometry (MS) based 
method combines the accuracy and depth of information 
of MS detection, with automation and high sample 
trough-put capability of this platform to allow the accurate 
detection, differentiation of influenza viradae,  monitoring 
of their phenotypic drift or the emergence of NA inhibitor 
resistance.  

Figure 2. Substrates for Influenza A/B and Avian Influenza

The combination of stable isotope labeling (13C for our 
purposes) with MS allows us to discriminate between our 
panel of substrates and enzyme targets present in native 
samples.  
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Scientific Approach and Accomplishments
The research approach therefore was designed to solve 
our research objectives in two phases:  synthesis of 
substrates and MS validation of enzyme based cleavage.  
The syntheses of substrates followed previously developed 
routes. In contrast to reported procedures stable isotope 
precursors are expensive and a significant time was spent 
to optimize reactions and explore alternative routes to 
maximize yields that allow the use of stable isotopes. 
The majority of the synthetic steps are the introduction 
of protection groups that prepare commercially available 
Neu for the coupling to a sugar scaffold. The synthesis is 
designed to accommodate variation of the stereochemistry 
at the 2’-3’ and 2’-6’ linkage that provides the basis 
of enzyme discrimination. Acylations and alkylations 
at 4 and 7 positions of the lactose scaffold are easily 
incorporated for the synthesis of variants resistant to 
bacterial neuraminidases.  The panel of substrate targets 
was chosen to incorporate maximum diversity in binding 
preferences and is shown in Figure 3.  

Figure 3. Panel of stable isotope encoded substrates.

The major challenge in sugar chemistry is to distinguish 
among six hydroxyl groups on the carbohydrate. Our 
initial synthetic efforts therefore focused on the use of 
acetyl based protection groups as these protection groups 
are easily installed and removed in generally high yield.  
All of our synthetic efforts were explored with natural 
abundance precursors, which are less costly and more 
readily available, in order to determine the efficiency, 
success, and final yield of synthetic routes.  

Natural abundance lactose and N-acetylneuraminic acid 
were used for our initial evaluation.  We found that for 
N-acetylneuraminic acid protection of the carboxylic acid 
as a methyl ester, masking every hydroxyl with an acetyl 
group, and conversion of the 2-O-acetyl to a 2-S-phenyl 

could be accomplished in high yield (>80% for 4 steps) and 
gave a precursor ready for glycosylation at the 2-position.  
Lactose suitable to couple at either the 3’-position or the 
6’-position was also prepared and successfully coupled 
to the 2-SPh reactive sialic acid.  Thus, the development 
of routes that lead to scaffolds of two substrate targets, 
2-3 and 2-6 sialyl lactose, were accomplished in natural 
abundance forms.  

Although these efforts validated our initial synthetic 
approach, especially with regard to installing the critical 
2-3 and 2-6 sialyl lactose connections, there were several 
shortcomings in the reaction schemes.  Most importantly, 
both the 2-3 and 2-6 couplings between the sialic acid and 
the lactose moieties proceeded in unacceptably low yields 
(<10%).  These low yields were at the end of multiple step 
syntheses, a serious limitation for a reasonable use of 
early introduced isotopes.  Further, low yields in selective 
deprotections at either the 6’ or 3’-positions reduced the 
amount of material available for subsequent 2-3 and 2-6 
couplings.  

We determined that the use of the acetyl protection 
group while useful in the initial stages of synthesis was 
incompatible with reaction conditions present in later 
stages.  Thus, we reevaluated our approach and decided to 
use the benzyl group to protect all hydroxyls except those 
predetermined for selective protection.  This resulted 
in immediate improvements in both overall yields and 
ease of purification of intermediates.  As an example, 2-6 
coupling of sialic acid to the benzyl protected lactose was 
accomplished in >50% yield.  

Having evaluated the best approach we began the 
synthesis of 13C6 and 13C12 lactose moieties suitable 
for coupling at the 3’ and 6’-positions, respectively.  
Concurrently, we also began preparing 13C6 galactose 
for coupling in the same manner.  Both lactose moieties 
required individual preparation of both their glucose 
and galactose portions.  Synthesis of the lactose scaffold 
was accomplished, in either selectively protected at the 
3’ or 6’-position, in >60% yield. This synthetic yield is 
impressive for 8 steps starting from glucose representing 
> 93% yield for every synthesis step.  For the 13C6 lactose, 
13C6 galactose required only two high yielding steps before 
coupling to the natural abundance glucose precursor was 
possible, thereby reducing the amount of valuable labeled 
compound potentially lost during synthesis.  

Selective deprotection of the 3’ and 6’-positions of the 
13C6 and 13C12 lactose moieties, respectively, and the 
3 and 6-positions of the 13C6 galactose moieties was 
accomplished in high yield and all were successfully 
coupled to protected 13C3 N-acetylneuraminic acid in 
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acceptable yields (up to 60%) to give the scaffolds of four 
substrate targets.  Global deprotection of the remaining 
hydroxyls was accomplished in three steps to give 30-150 
mg of each target.  Although we are currently scaling 
up our syntheses to produce gram quantities of each 
substrate, we note that due to the high sensitivity of MS 
experiments only microgram quantities are necessary for 
enzyme analysis

In order to validate our MS based method of Influenza 
detection, we developed a protocol using sialidase 
enzymes and MS.  There are several commercially available 
enzymes capable of mimicking the cleavage activity of 
the Influenza virus in addition to inactivated intact virus 
available to us. Enzyme reactions are highly dependent 
on buffers used, and most of the salts in buffers are 
not compatible with mass spectrometry instruments.  
Several buffer combinations were tried and we found 
that an ammonium formate system (pH 5) was effective 
in maintaining the performance of the enzyme while 
allowing substrate and product peaks to be detected by 
MS.  Neuraminidase from Clostridium perfringes was 
initially used as surrogate for these experiments due 
to the slow cleavage rate of this enzyme for 2-6 sialyl 
lactose linkages compared to 2-3 linkages.  We found that 
under the conditions used, the substrate was completely 
cleaved within 20 minutes.  We are currently modifying 
our conditions to optimize the rate of cleavage in order 
to follow the characteristic time profiles for our panel of 
stable isotope labeled substrates.  In parallel tests on real 
world influenza samples have been initiated at the CDC 
to validate the utility of our substrates in emerging public 
health monitoring needs. 

Impact on National Missions
This project augments basic science progress in the 
detection of pathogens and contributes to our portfolio 
of focused measurements and analysis of biological 
systems. The technology will allow monitoring of emerging 
threats by infectious agents, in particular influenza, and 
therefore supports biothreat reduction missions of DOE, 
DHS, and other agencies.  The final result of this project 
was appreciable quantities of the desired modified 
compounds to be used in a multi-substrate panel assay 
capable of detecting, quantifying, and differentiating 
between influenza strains.  Large scale sample testing 
will show geographic viral phenotype drift and the 
emergence of antiviral drug resistance.  Thus, this project 
is in line with DOE objectives and mission in that it will 
enable novel detection techniques for an emerging 
health threat, specifically avian flu and swine flu. This 
project will not only further Basic Science progress in 
the area of carbohydrate based detection for pathogens, 

but contribute to our portfolio of tools for Biothreat 
monitoring and is therefore aligned with institutional 
efforts in Threat Reduction.
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Abstract
The proposed work was to carry out the first-ever 
particle-in-cell (PIC) simulations that self-consistently 
capture both the nonlinear cascade and the kinetic 
dissipation of magnetic turbulence in collisionless 
plasmas.  We in fact executed, analyzed, and published 
our results from the first PIC simulations of whistler 
turbulence and fast mode wave turbulence, and 
provided an interpretation of our results in terms of a 
variety of systems, including the spacecraft observations 
in the solar wind and laboratory plasma measurements 
such as reversed-field pinch experiments.  We also 
carried out a series of PIC simulations that show 
how suprathermal solar wind electrons are scattered 
by various types of fluctuations, and we have done 
theoretical calculations providing a foundation for 
future PIC simulations of turbulence in electron-positron 
plasmas. Some of the main conclusions include: the 
magnetic turbulence in the kinetic regime is often 
anisotropic and this has important consequences on 
particle energization.  Furthermore, fully kinetic PIC 
simulation is now proven to be the most direct way of 
capturing both cascade and dissipation in one system. 
This new approach could prove useful for many high-
energy phenomena in space and astrophysics. 

Background and Research Objectives
In the solar wind, decades of spacecraft measurements 
of magnetic fluctuations suggest that this medium is 
turbulent.  Similarly, most astrophysical environments 
are believed to be turbulent, as revealed by observations 
across the whole electromagnetic wavelengths. In 
laboratory plasma experiments, direct field and particle 
measurements have also recorded turbulent magnetic 
field and particle distributions. When our proposal was 
written in 2007, most observational and computational 
studies had addressed low-frequency, long-wavelength 
turbulence (often called the fluid limit), but there had 
been very little attention given to higher frequency, 
shorter wavelength fluctuations in the solar wind.  It 

has generally thought that it is too difficult to study 
the cascade and kinetic dissipation simultaneously, 
thus there have not been any first principle, self-
consistent studies on magnetic turbulence including 
all these processes. Our fundamental proposition 
was to use particle-in-cell (PIC) simulations to study 
for the first time the turbulent cascade of magnetic 
fluctuation energy to relatively short wavelengths, 
that is, wavelengths shorter than the ion inertial scale 
length, and to compare our results against observations 
of such turbulence.  Our primary research objectives 
were to be the first to carry out short-wavelength 
PIC simulation of turbulence, to analyze the results 
in terms of the properties of both the fluctuation 
spectra and the associated plasma signatures, and to 
compare our results against solar wind observations 
of short-wavelength turbulence and laboratory plasma 
experiments.  Each of these primary objectives was met.

Scientific Approach and Accomplishments
The primary technical approach was to use particle-in-
cell simulations to study homogeneous turbulence in 
collisionless plasmas.  Although we carried out several 
different types of PIC simulations to address a variety of 
issues in plasma turbulence, one important achievement 
was the first-ever PIC simulation of cascading whistler 
turbulence.  We introduced a nearly isotropic 
distribution of relatively long-wavelength whistler 
modes into a homogeneous plasma, and allowed 
turbulence to develop in time [1,2].   The primary results 
were (1) the turbulence showed a forward cascade (i.e. 
transfer of fluctuation energy to shorter wavelengths) 
with a relatively steep power spectrum, consistent 
with both solar wind observations and fluid models 
of whistler turbulence, (2) the turbulence developed 
a strong anisotropy with preferential propagation of 
fluctuations to directions relatively perpendicular to 
the background magnetic field, consistent with fluid 
models, (3) the turbulence became more anisotropic 
with increasing fluctuation energy [Figure 1], and (4) 
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the electrons were heated in directions both parallel and 
perpendicular to the background magnetic field.    Results 
(3) and (4) are new predictions which should be subject to 
test both via observations and other models.

Figure 1. Spectral anisotropy of whistler turbulence from three 
PIC simulations (corresponding to three different colors) as 
a function of the instantaneous fluctuating magnetic energy 
density.

Another important achievement was the first-ever PIC 
simulation of cascading fast mode wave turbulence 
[3].  We demonstrated that a spectrum of fast wave 
modes with different total energies and different wave 
numbers will cascade to smaller scales and exhibit strong 
anisotropy (having more turbulent energy in the direction 
perpendicular to the background magnetic field).  These 
features are demonstrated in Figure 2. The shape of the 
cascade is established after a few ion cyclotron periods 
and most of the energy in the cascade stays in the fast 
wave oscillations.  Electrons eventually absorb most of the 
turbulent energy. These conclusions are being compared 
with solar wind and laboratory plasma experiment results. 

 

Figure 2. Magnetic energy spectrum (the turbulent magnetic 
energy) as represented in the two-dimensional wavenumber 
space at different times. Initially, the wave spectrum is injected 
at small wavenumbers (left). As cascade in the wavenumber 
space proceeds, it develops an anisotropic spectrum, as indicated 
by the broad distribution in the perpendicular direction (middle). 
At later times, the turbulence is absorbed by electrons, so the 
overall spectrum “shrinks.”

Impact on National Missions
In the three years since this LDRD project has been funded, 
there has been a dramatic increase in observational 
interest in short-wavelength turbulence in the solar wind.  
High-resolution magnetometer data has been used to 
provide the first analyses of short-wavelength turbulence 
in the solar wind that spans two or more decades in 
frequency; there have been three Physical Review Letters 
published on this topic since June 2009, two of which 
mention our simulation research. At present there is a 
debate in the space plasma research community as to 
whether whistlers or kinetic Alfven waves are the more 
important constituent of the short-wavelength turbulence 
observed in the solar wind; our LDRD-supported research 
will be an important benchmark in this debate.  Research 
supported by this LDRD project was helpful in LANL 
winning a $450k, four-year grant from NASA for further 
studies of solar wind turbulence.
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Abstract
Cancer remains the leading cause of disease death 
for Americans. Moreover the overall effectiveness of 
therapeutic treatments is only approximately 50%.  
Therefore the development of prognostic tools could 
have immediate impact on the lives of millions of 
cancer patients. With the support of this LDRD, we 
have developed a multiscale, modeling framework 
that will help to generate predictive tools of tumor 
development.  The multiscale framework is cell-based, 
and integrated three levels of cell dynamics, including a 
cellular model for cell dynamics, an intracellular protein 
regulatory network for cell cycle control and a signaling 
network for cell decision-making, and extracellular 
reaction-diffusion chemical dynamics. We have applied 
this modeling framework study tumor development 
in three aspects. First we have produced an avascular 
tumor growth model that could grow tumor from a 
single cell into a solid tumor, with growth dynamics 
that agree with tumor spheroid experiments. Second, 
we have developed a tumor angiogenesis model that 
can generate realistic vessel sprout patterns and test 
hypotheses about the biochemical and biophysical 
mechanisms of vasculature formation in tumor-
induced angiogenesis. Third, we have also shown a 
vascular tumor growth model with chemotherapies, 
demonstrating potential for investigating 
chemotherapeutic strategies for tumor.  This project 
has also lead to several publications and NIH proposals, 
some of which have been funded.  Given the biological 
flexibility of the model, we believe that it can facilitate 
a deeper understanding of the cellular and molecular 
interactions associated with cancer progression and 
treatment, and potentially guide experimental design 
and interpretation. 

Background and Research Objectives
Tumor development is complex and dynamic. The 
microenvironment inside a tumor, which determines 

tumor dynamics, involves spatial and temporal variations 
in nutrient and waste gradients, cellular physiology and 
viability, energy and macromolecule metabolism, the 
expression patterns of genes and proteins, as well as 
the progression of the malignant process. The daunting 
complexity of a tumor in vivo has resulted in the 
development of simpler in vitro experimental models of 
the tumor microenvironment; the primary example has 
been the multicellular tumor spheroid (MTS) system. 
The MTS has the advantage of precisely controlling 
the external environment while maintaining the cells 
in a microenvironment that mimics the environment 
within a solid tumor [1]. This stage of tumor growth, or 
avascular tumor growth can only reach a few millimeters 
in diameter. Angiogenesis, formation of new blood 
vessels from existing blood vessels, is necessary for 
subsequent tumor expansion. Tumor cells generate 
angiogenic growth factors in response to their stressful 
microenvironment. These factors activate the vascular 
endothelial cells of nearby pre-existing blood vessels, 
and start the new vasculature development. With the 
new supply system, the tumor will have renewed growth 
beyond the avascular saturation size.  Furthermore, the 
cells can invade the surrounding tissue, and metastasize 
to other parts of the body and establish secondary 
tumors. The interplay amongst all of these elements 
defines the response of a particular tumor to treatment 
from surgery to the newest drug. 

 Mathematical models based on the underlying tumor 
growth mechanisms can help understand and predict 
the tumor development in different environments and 
evaluate the effectiveness of different approaches for 
controlling the disease. When we started the project, 
there was no mathematical model of tumor growth that 
can start from a single cell and undergo the whole pro-
cess of tumor development. Existing models fell in three 
disconnected regions: avascular tumor growth, angio-
genesis, and chemotherapy for tumors with well-estab-
lished vasculature, and were focused on mostly the bio-
chemical aspect of the problem. In response to the lack 
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of more biophysics-based models, our objective was to 
develop a comprehensive tumor growth model that takes 
into account not only biochemical interactions, but also 
the biophysical environment and biomechanical effects, in-
tegrating information from molecular level to tissue level. 
The result is a multiscale modeling framework that can be 
applicable to many other problems involving multicellular 
dynamics. Our additional objects were to apply such mod-
eling framework to new problems of both scientific and 
LANL interest.  We have achieved all our objectives. 

Scientific Approach and Accomplishments
We have develop a comprehensive, multiscale, 
mathematical model based on experiments, to study 
tumor development, produce experimentally testable 
hypothesis, and finally predict the effects of chemotherapy 
on tumor development. The multiscale model includes 
three levels: at the intracellular level, a regulatory network 
of proteins for controlling cell dynamics; at the intercellular 
level cellular model describes cell physiology and 
dynamics; and the extracellular chemical environment.

We have developed a multiscale cellular model of tumor 
growth. Figure 1 shows a simulated spheroid with layered 
structure. The comparison between the growth curves 
of simulation and experiment under the same external 
chemical conditions shows excellent agreement [2].  
This was the first cell-based multiscale model of tumor 
growth. Published in one of the top journals of the field, 
Biophysical Journal, it has received about 80 citations. 
We have parallelized this code using a novel hybrid 
parallelization scheme [3]. We applied this parallelized 
code to systematically study the mechanisms underlying 
the tumor growth saturation.  We have discovered that 
without cell shedding (or equivalently, cell invasion to 
surrounding tissue), tumor spheroids cannot reach growth 
saturation. These new results have been the impetus for 
the grant application to NIH on tumor dormancy and a 
manuscript in preparation by Jiang and Freyer.

Figure 1. Our model simulates the tumor growth from one single 
tumor cell into a spheroid with layered structure: a necrotic 
core, a thin proliferating surface layer, and the quiescent layer in 
between (A).  Comparison of tumor growth dynamics between 
simulation and spheroid experiments: (B) using data from one 
experimental condition to fit for model parameters. (C) the 
model reproduces tumor growth curve with a different set of 
experimental conditions.

We further developed the first cell-based model of tumor 
angiogenesis [4]. Published in Biophysical Journal it has 
received over 50 citations in less than 2 years. This model 
was able to produce, with cellular level details, realistic 
vascular sprout patterns, but also more sophisticated 
sprout branching and looping morphologies, that occur 
during tumor induced angiogenesis (Figure 2). This model 
also tested several important hypotheses regarding the 
vascular growth factor and sprout growth regions; the 
results were consistent with experiments.  These results 
were featured in the Ask-the-Expert forum of NIH’s CViT 
(Center for Virtual Integrative Tumor, www.cvit.org) for 
two months in 2007. 

Figure 2. Simulation of tumor induced angiogenesis: new blood 
vessel sprouts consist of endothelial cells that proliferate, 
migrate and organize into complex vessel patterns.

We have applied the model to study the effects of 
biophysical properties of the tumor microenvironment, 
namely, the topography of the extracellular matrix, on 
the vasculature development in tumor angiogenesis [5]. 
This study, published in the PLoS Computational Biology, 
was the first of its kind to focus on the effects of the 
biophysical environment. The model predicts e.g. specific 
ranges of matrix fiber densities that maximize sprout 
extension speed, induce branching, or that interrupt 
normal angiogenesis, which are independently confirmed 
by experiment. Our results are discussed in the context of 
ECM targeted pro- and anti-angiogenic therapies that can 
be tested empirically. 

We have also developed the first cell-signaling network 
for tumor-induced angiogenesis [6].  This paper, in press 
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with Journal of Theoretical Biology, is the first to propose 
a signal transduction model highlighting the cross-talk 
between key receptors involved in angiogenesis. From 
experimental data, we construct a stochastic network 
model of receptor cross-talk and analyze its dynamics. 
We identify relationships between receptor activation 
combinations and cellular function, and show that cross-
talk is crucial to phenotype determination. The network 
converges to a unique set of known cell phenotypes. 
Finally, we use the model to study protein inhibition and 
to suggest molecular targets for anti-angiogenic therapies. 
This model constitutes the intracellular component of the 
multiscale model for tumor angiogenesis that was part of 
Bauer’s Ph.D. thesis at University of Michigan. 

To model vascular tumor growth, our first order 
approximation was to embed a set of simplified blood 
vessels into the avascular tumor. We applied this simple 
vascular tumor model to show that such a model could 
eventually be used as a predictive tool to compare the 
effects of different dosage and dosing schedules, toward 
individualized therapeutic strategies. In addition, we have 
developed a dynamic, realistic tumor vasculature model, 
which considers tumor vessel structures, blood flow in 
the vascular channels, and transport of oxygen, glucose 
and other chemical species between the vascular network 
and the surrounding tumor tissue. Three tasks have been 
completed: 1) Upgrade rheology model of blood flow to 
more accurately capture nonlinear dynamics. We rely 
on previous work [7] that described an accurate blood 
rheology model in which pressure drops and viscosity are 
functions both of vessel radius and also of hematocrit. In 
our vascular model, pressure and flow rate are computed 
in each vessel segment.  Further, we have implemented 
the complete blood flow model, which is based on a 
series of experiments that elucidate the most relevant 
dynamics of blood flow in capillary networks [8-9]. 2) 
Diffusion of reactive species and feedback on vessel 
walls.  Our model solves coupled differential equations 
for flow and transport in blood vessels, while in the tissue 
external to blood vessels it converts to reactive particles to 
transport oxygen and glucose and messenger molecules. 
Additionally, our model includes a unique property of 
the tumor vasculature network, leakage of the vessels.  
3) Capture geometry and impact of vascular network 
architecture. Blood vessels in tumors are characterized by 
randomness, and tortuous paths, with shunts and dead-
ends, as well as considerable variability in the vessel wall 
permeability.  We have established collaboration with Prof. 
Secomb (U. of Arizona), who is the leading expert in the 
experimental studies and mathematical descriptions of 
blood flow. We have examples of blood vessel geometry 
and connectivity from reconstructions obtained from rat 

tumor as well as other structures (Figure 3). We are using 
such reconstructions directly in our numerical simulations, 
allowing us to increase the realism of our modeling.

Figure 3. Model for blood flow with a reconstruction of tumor 
blood vessel network from a mouse.

On the experimental side, in order to provide more 
comprehensive data for model development, we have 
conducted a comprehensive series of spheroid growth 
experiments using a set of four mouse fibroblast cell 
lines. We have completed measurements and initial 
analysis of the spheroid growth curves under standard 
culture conditions. The spheroids demonstrated a typical 
growth curve with initially exponential growth rate that 
decreased with time until a saturation size was obtained. 
Interestingly, there was no significant difference in 
growth rates or saturation sizes for any of the cell lines, 
suggesting that neither HIF1-a expression nor tumorigenic 
status has any effect on spheroid development. Figure 4 
shows there were also no significant differences in the 
proliferative status or the extent of necrosis for these 
cell lines under standard culture conditions. We have 
also made preliminary measurements of the rate of cell 
shedding from the spheroids during growth. For three 
independent measurements on spheroids from 2.5 to 
4.4 mm in diameter, the untransformed cells had mean 
shedding rates of 905 and 1141 cells/mm2-hour for the 
wild-type and null cell lines, respectively. The malignant 
cells had nearly two-fold higher cell shedding rates 
(1703 and 2030 cells/mm2-hour for the wildtype and 
mutant cell lines, respectively). These cell shedding data 
demonstrate that even at growth saturation, there is still 
cellular proliferation at the spheroid surface. We will use 
the datasets described above to refine the model and 
to derive critical concentrations for oxygen and glucose 
induction of necrosis. We have completed growth curves in 
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five-fold increased glucose: these data show the expected 
increase in spheroid saturation size, to nearly a five-fold 
higher spheroid volume than was obtained under the 
lower glucose concentration.  Interestingly, there was still 
no significant difference in the growth parameters for the 
wildtype and mutant cell lines of either the normal or 
tumorigenic cell lines.  We have recently received a set of 
histology samples for these spheroids that are currently 
being analyzed, so we do not yet know if the increased 
glucose concentration resulted in an increased thickness 
of the viable cell rim.  When we complete the analysis of 
these sections we will have generated a complete set of 
spheroid growth curves for four different cell lines under 
two different growth conditions.  These data will provide a 
valuable source of data for future refinement of the tumor 
growth model.

Figure 4. Complete experimental tumor spheroid growth data for 
four cell lines.

In addition to several follow-on projects, we have applied 
this multiscale modeling to another important problem, 
bacteria swarming. Many bacteria can rapidly traverse 
surfaces from which they are extracting nutrient for 
growth. They generate flat, spreading colonies, called 
swarms because they resemble swarms of insects. We seek 
to understand how members of any dense swarm spread 
efficiently while being able to perceive and interfere 
minimally with the motion of others. We investigate 
swarms of the myxobacterium. The understanding gained 
from this particular species can shed light in the spread of 
more malignant ones, e.g. pathogens in human airways.  
This study has generated a series of publications in high 

profile journals [10-11]. 

These publications have lead to many honors to Jiang, who 
has been invited to deliver over 45 colloquia, seminars 
and invited talks and lectures on this subject, including 
twice as Plenary Speakers and once as Topical Speaker to 
international conferences.

Impact on National Missions
This project integrated simulation, theory and experiments 
to predict a complex biological system -- dynamics of 
tumor development – it fits the goal of Science based 
prediction perfectly.  It is also an excellent example of 
Complex Systems Grand Challenge for LANL.  We have 
developed state of the art capabilities in multiscale 
modeling, in particular in complex biological problems 
across multiple scales. It will be applicable to many 
other problems, such as problem that is important to 
national security – biothreat – host-pathogen interaction, 
progression of disease through tissue.  It is a key 
component of a new LDRD-DR project (Transformative 
Capability for Bioassessment of Engineered 
Nanomaterials).

This project has also recruited many talented students to 
LANL: 

Amy Bauer, GRA, spent about three years with Yi Jiang 
on modeling tumor angiogenesis. Yi Jiang was her co-
supervisor. She is currently a postdoc associate at T6. 

Kejing He, GRA, spent 6 months with Yi Jiang, developing a 
hybrid parallelization method to parallelize the multiscale 
model.  This work was part of his Ph.D. thesis. Yi Jiang was 
his co-supervisor.  

Kevin Flores, GRA, spent two summers working with Yi 
Jiang.  He incorporated mutations into the tumor model 
and studied selective growth of tumor. 

Yilin Wu, GRA, spent three summers with Yi Jiang.  He 
applied the multiscale modeling framework to study the 
swarming behavior of myxobacteria, which was his Ph.D. 
thesis project and Yi Jiang was his co-supervisor. 

Zhiying Sun, GRA, spent one summer with Yi Jiang on using 
simplified continuous equations to study the avascular and 
vascular tumor growth. 

Gautam Muralidhar, GRA, spent one summer with Yi Jiang 
modeling cancer invasion. 

Siri (Emma) Ader, UGA, spent one summer with Yi Jiang 
analyzing brain tumor images. 

Christine Suss, UGA, spent one summer with Yi Jiang, 
modeling pathogen spread in human lung tissue. 
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Kristin White, UGA, spent one summer with Yi Jiang, 
modeling pathogen spread in human lung tissue. 

Antoinette Trujillo, GRA, spent 20% time per year helping 
James Freyer with spheroid growth experiments.
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Abstract
Coupled small-scale mixing and chemical and/or 
biological reactions (i.e., reactive micromixing) is an 
important process underpinning many seemingly 
different applications.  This project aimed at providing 
improved quantitative understanding of reactive 
micromixing and potential techniques for enhancing 
micromixing in systems devoid of turbulence (low-
Reynolds number), such as microfluidics. Experimental 
and theoretical studies were performed in parallel in 
ideal low-Reynolds number (Re) systems representative 
of natural porous media.  Micromixing between 
two aqueous fluids in the presence and absence 
of chemical reaction processes, i.e., reactive and 
nonreactive micromixing respectively, at the microscopic 
scale was studied through a series systematic 
laboratory experiments in well-characterized systems 
(micromodels).  The Lattice Boltzmann Method (LBM) 
was utilized to simulate the experiments under similar 
conditions.  The results of both experiments and 
simulations showed reasonable agreement and pointed 
out to key parameters controlling the micromixing 
process, which were utilized to develop a technique for 
enhancing micromixing. The experiments confirmed 
the applicability of the LB simulations. In addition 
to capturing the overall diffusive behavior in the 
micromodel, the LB simulations accurately reproduced 
the pore-scale shear phenomena of encroaching fingers 
and trailing streaks. We also investigated a micromixing 
enhancing technique based on alternating the flow 
rates of the two fluids.  Our results showed significant 
enhancement in the rate and extent of micromixing and 
that this enhancement depends on both the frequency 
and amplitude of alternation. Cycling the injection flow 
rates of the water and dye streams 180 degrees out of 
phase created concentration gradients parallel to the 
direction of flow. These parallel gradients produced 
substantial enhancement of micromixing. Our results 
demonstrated that enhancement of micromixing 
is most likely to occur in the subsurface if transient 

concentration gradients parallel to the direction of flow 
exist, as might be expected during injection or flooding 
operations. 

Background and Research Objectives
Many natural and industrial processes that are 
significantly different in length scales (micrometer to 
kilometer) involve micromixing phenomenon, either 
as an underlying mechanism or as a means to promote 
simultaneous chemical or biological reactions and 
transport of molecules, macromolecules, particulates 
or cells through sub-millimeter or micron-size channels. 
The details of the fluid motion in these small channels, 
coupled with various reactions and interactions with 
the surface-dominated physics of the channels create 
complex phenomena, which can be difficult to predict 
even with the most sophisticated numerical techniques. 
Two extreme examples can be mentioned: (1) transport 
and manipulation of different species in miniature 
systems (microfluidic devices) in biomedical and sensor 
(e.g., lab on a chip) applications and flow and transport 
of contaminants in subsurface heterogeneous media in 
waste management and remediation applications.

Significant insight on mixing phenomena at the 
microscale was only possible from fluid mixing 
experiments (with or without reaction) using 
microfluidic devices (see reviews by Darhuber and 
Troian [1], Ottino and Wiggins [2] and the special 
issue edited by Abdel-Fattah, [3]). Microfluidics is 
essentially a field dedicated to miniaturized plumbing 
and fluidic manipulation, which offers a great possibility 
of solving outstanding system integration issues for 
the automation of numerous biological and chemical 
processes, to a similar extent to the revolutionary 
integrated circuits. In most microfluidic devices, 
mixing two fluids or distributing chemical species and 
macromolecules in microchannels is a major challenge 
facing microfluidics. These miniature systems can 
quickly reach length scales where the fundamental fluid 

An Experimental and Theoretical Framework for Reactive Micromixing

Amr I. Abdel-Fattah
20070267ER
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physics changes dramatically.  One major consequence 
of this is the significant reduction in inertial effects 
stimulating the nonlinearity responsible for numerous 
instabilities and turbulence, thus leaving molecular 
diffusion as the main mass transport mechanism (i.e., low 
Reynolds numbers). In many situations, pure molecular 
diffusion is too slow to achieve adequate mixing required 
for the target applications. Therefore, means are desired 
for enhancing mixing in microfluidic devices to promote 
the desired chemical and/or biological interactions. In 
microfluidic systems of well characterized geometries, 
analytical solutions usually can be derived to describe 
their behavior [4] and the extent of mixing and interaction 
among different species can be reasonably predicted.  
However, the presence of a complex pore-grain network as 
well as physical and/or chemical heterogeneities, inherent 
to natural systems or essential for a microfluidic device 
to achieve its desired functionality, precludes adequate 
predictions of the device’s performance.

In large-scale heterogeneous systems such as subsurface 
media and groundwater aquifers, stochastic approaches 
borrowed from statistical physics (e.g. Percolation theory, 
Monte Carlo approaches, Pore Networks etc., [5] could 
be useful. Available porous continuum reactive transport 
codes are deficient in this respect, in that they do not 
consider the role of small-scale mixing on chemical reaction. 
Modeling such systems requires writing balance equations 
that reflect conservation of heat, mass, and momentum, 
which are solved numerically. Numerical models designed to 
simulate natural processes abound: codes solving transport 
in porous media and migration of reacting chemicals in 
the atmosphere are two common examples. The chemical 
reaction term, added to the conservation of mass equations 
for species traveling in a fluid (groundwater, air, etc.), is 
generally assumed to be accessible via measurements 
either at the laboratory scale or in the field. The equilibrium 
or kinetic rate laws and their parameters, determined from 
such measurements, are then plugged into the transport 
model as is.

The ultimate goals of this project are: 1) develop a 
mechanistic approach for studying and quantifying 
micromixing phenomena in porous media, 2) provide 
improved quantitative understanding of the micromixing 
phenomena that can be used to describe reactive 
transport in multi-scale systems, 3) capture the transition 
of micromixing towards the steady state condition, and 
4) use the results to develop a technique for enhancing 
micromixing in systems of low-Reynolds number.  

Scientific Approach and Accomplishments
Our approach involved well-controlled visualization 

experiments in conjunction with LBM simulations. The 
experiments used advanced microscopic and imaging 
techniques to visualize and quantify the spread of 
one species in another as both flow side-by-sides in a 
microfluidic cell comprised of well-defined pore-grain 
networks. In the nonreactive micromixing experiments, 
ultrafiltered deionized water was used as one species and 
a solution of Sodium fluorescein (or uranine) dissolved in 
ultrafiltered deionized water as the second species. In the 
reactive micromixing experiments, two reacting solutions 
– one with free Ca+ ions and the other is a calcium ion 
indicator (Oregon 5N BAPTA), were introduced parallel to 
each other into the micromodel at a very low flow rate 
(4 microlters/hr).  The calcium indicator reacted with the 
free Ca+ ions in a 1:1 molar ratio and correspondingly its 
fluorescent intensity was increased approximately by 6 
times. The molecular diffusion coefficient of the (OG5N) 
indicator is about 2.2 times less than that of the calcium 
ions.  Two sets of reactive experiments were performed - 
one with equimolar concentration of the two species ([Ca], 
[OG5N] = 30 microM) and the other to have a concentration 
gradient ([Ca] - 100 microM, [OG5N] - 50 microM). 

The microfluidic cells used in the experiments were 
constructed by etching a predefined pore-grain network 
design (overall dimensions of 1cm×2cm×40microns) into a 
silicon wafer using standard photolithographic techniques. 
A number of different designs were used in the experiments 
(Figure 1). The porous micromodel was housed in a 
custom-made stainless steel manifold and connections are 
made using 1/16” diameter Teflon tubing and appropriate 
connectors. A picture of the assembly is shown in Figure 1. 

 

  

  

Figure 1. Micromodel housing manifold (top) and two examples 
of micromodels of different pore-grain networks (bottom left and 
right).

The Automated Video Microscopic Imaging and Data 
Acquisition System (AVMIDAS; US Patent No. 6,836,559) 
enabled high-resolution visualization and imaging of 
the entire area of the micromodel (under steady state 
conditions) by precisely controlling the movement of the 
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microscope’s stage to take multiple high magnification 
images and stitch them together. The experiments were 
conducted by injecting the two fluid streams through a 
precision low-flow syringe pump and 100 µL syringes. 
Special in-line pulse dampeners were used to achieve stable 
flow conditions. The light intensity from the fluorophore 
in the transverse and longitudinal directions provided the 
concentration distributions of Uranine at different times, 
thus the extent of mixing in both directions.

In the alternating flow rate experiments, the injection flow 
rate of the deionized ultrafiltered water and dye solution 
streams was cycled alternatively between 0 and 100 µL/
hr every 10 seconds. This procedure was automated by 
interfacing the syringe pump with a PC and programming 
the input flow parameters. The oscillatory flow was 
achieved by executing a Fortran 77 code. The experiments 
and simulations looked at both simultaneous (both 
streams injected into the flow cell at the same rate) and 
oscillatory (only one or the other stream injected into the 
flow cell at a given time) injection conditions. To ensure 
that the contributions of convective mass transport were 
distinguishable from those of diffusive mass transport, 
the experiments and simulations were performed under 
relatively high flow rates.

The experiments provided improved data pertaining to 
micromixing under low Peclet (Pe) number conditions.  
Transient behavior of micromixing, which is lacking in 
the reported literature, was adequately captured and 
quantified. Our results represent the first comprehensive 
data set on transitional micromixing, before and after 
reaching steady state.  Examples of results obtained for 
both reactive and nonreactive micromixing experiments 
are shown in Figures 2 and 3.

Figure 2. Experimental (left) and LBM simulation (right) results 
of a non-reactive micromixing experiment employing de-ionized 
water and fluorescein solution at Pe ~ 2. Micromodel used: 
staggered array of cylindrical grains of diameter 600-µm, height 
35-µm, porosity = 0.38.

Figure 3. Experimental results of a reactive micromixing run 
using a 100 microM Ca+ ions solution and a 50 microM OG5N 
calcium ion indicator at Pe ~ 2.  Micromodel used: staggered 
array of cylindrical grains of diameter 600-µm, height 35-µm, 
porosity = 0.38.

In this project, we further enhanced the previously 
developed Lattice Boltzmann methods for multi-
component reactive transport. Particularly, we 
implemented in our code the recent development in 
the LBM to simulate incompressible flows, and hence 
eliminated the compressible error in the conventional 
LBM, which may be significant for flow in porous media 
with realistic porosity values. We also improved the 
boundary treatment enabling the code to handle larger 
Damkohler and Peclet numbers. Using the improved 
code, we have simulated the micromodel experiments 
for non-reactive mixing and reactive mixing and obtained 
qualitative agreement (Figure 2 and 4). In addition, we 
have applied the code to model the injection of a CO2-
saturated brine into various porous media structures 
at temperatures T=25 and 80°C. In the various cases 
considered the porous medium consists initially of calcite 
with varying grain size and shape. A chemical system 
consisting of Na+, Ca2+, Mg2+, H+, Cl-, and CO2(aq) is 
considered. Flow and transport by advection and diffusion 
of aqueous species, combined with homogeneous 
reactions occurring in the bulk fluid, as well as the 
dissolution of calcite and precipitation of dolomite are 
simulated at the pore scale. The effects of the structure of 
the porous media on reactive transport are investigated. 
The results are compared with a continuum-scale model 
and the discrepancies between the pore- and continuum-
scale models are discussed. This study sheds some light 
on the fundamental physics occurring at the pore scale for 
reactive transport involved in geologic CO2 sequestration.
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Figure 4. LBM simulation results for the experimental  run 
presented in Figure 2 of reactive micromixing using a 100 
microM Ca+ ions solution and a 50 microM OG5N calcium 
ion indicator at Pe ~ 2.  Micromodel used: staggered array of 
cylindrical grains of diameter 600-µm, height 35-µm, porosity = 
0.38.

In this project, we also developed an LBM for simulating 
coupled fluid flow and finite-sized particle transport 
and applied the method to the peristaltic transport of 
a macroscopic particle in two- and three- dimensional 
channels. We systematically investigate the effect of 
variation of the relevant dimensionless parameters of the 
system on the particle transport. We find, among other 
results, a case where an increase of Reynolds number can 
actually lead to a slight increase in particle transport, and a 
case where, as the wall deformation increases, the motion 
of the particle becomes non-negative only. We examine 
the particle behavior when the system exhibits the peculiar 
phenomenon of fluid trapping. Under these circumstances, 
the particle may itself become trapped where it is 
subsequently transported at the wave speed, which is the 
maximum possible transport in the absence of a favorable 
pressure gradient. Finally, we analyze how the particle 
presence affects stress, pressure, and dissipation in the 
fluid in hopes of determining preferred working conditions 

for peristaltic transport of shear-sensitive particles. We 
find that the levels of shear stress are most hazardous near 
the throat of the channel. We advise that shear-sensitive 
particles should be transported under conditions where 
trapping occurs as the particle is typically situated in a 
region of innocuous shear stress levels. 

In the convective transport dominated regime (high flow 
rates), it was not practical to simulate the fluid flow and 
dye concentration fields simultaneously. Rather, the fluid 
velocity field was calculated first using an incompressible 
LBM algorithm, and then the behavior of the dye was 
simulated using the LBM algorithm for passive diffusion 
and the previously calculated velocity field. Constant 
flux inlet and outlet boundary conditions were used in 
the velocity field simulations. This approach allowed for 
a prescribed flow rate from one or both of the inlets to 
be achieved in the simulations. Constant concentration 
boundary conditions at the inlet and outlet were used 
during the concentration field simulations.

Successful LBM simulations of the alternating flow rate 
conditions required the determination of two difference 
velocity fields – each with constant volumetric flux from 
one of the two inlets and no flux from the other. The 
concentration field simulation then cycled between the 
two velocity fields at prescribed times to replicate the 
effects of oscillatory injection rates. Examples of the results 
under the alternating flow rate conditions are shown in 
Figure 5.

Our results showed that the presence of porous media 
did not significantly enhance micromixing beyond that of 
diffusion alone when the two fluid streams were injected 
into the media at equal rates, resulting in a concentration 
gradient perpendicular to the direction of flow. Simulations 
using non-diffusing particles demonstrated that the 
porous media shear failed to induce convective mixing 
perpendicular to the direction of flow, but produced 
significant convective mixing parallel to the direction of 
flow. Our experimental data and simulations showed that 
the mixing parallel to the flow resulted in encroaching 
dye fingering and trailing dye streaking of parallel 
concentration gradients, which in turn increased the area 
of contact between dye and water, thus enhanced the 
micromixing of the two injection streams. Interestingly, 
we find that the design of the inlet where the two injected 
streams meet plays a decisive role in the nature of the 
parallel concentration gradients established by alternating 
the two inlet flow rates.

Finally, as one of the accomplishments of this project, 
Kevin Connington successfully defended his dissertation 
on August 31, 2009 and will be conferred a PhD by the 
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Department of Mechanical Engineering, The Johns Hopkins 
University. A significant part of his thesis work was done at 
LANL as a visiting student supported by this LDRD project.

 

Figure 5. (Top) LBM Simulated dye concentration field for 
alternating injection flow rate of 100 microliter/hr total (10 
seconds per inlet), normalized to the maximum concentration. 
Alternating the injection of the flow cell between the dye- and 
non-dye-bearing inlets creates a radial wave pattern at the 
interface between the dye and non-dye streams. It is evident that 
the now posts dramatically enhance micromixing between the 
two streams by inducing encroaching dye fingers and trailing 
dye streaks. (Bottom) Close-up view detailing the simulated 
encroaching dye fingers and trailing dye streaks created by the 
posts in the micromodel.

Impact on National Missions
This project supports Threat Reduction and Energy Security 
and Science missions by improving our quantitative 
understanding of reactive-micromixing and its integration 
into larger-scale systems for environmental and energy 
sciences and applications. In microscopic systems 
such as microfluidics, this improved understanding is 
essential for the design and validity of chem-bio sensors. 
Other applications include: biological and chemical 
sensors and microreactors; oil recovery and fuel cells; 
subsurface remediation and contaminant transport. Many 
different important applications can benefit from this 
study.  Examples include: a) industrial, such as organic 
synthesis, combustion, polymerisation, precipitation 

and fermentation; b) environmental, such as the fate 
of transport of contaminants in, and remediation of, 
subsurface media and groundwater aquifers; c) medical, 
biomedical and pharmaceutical, such as the design, 
development and use of microfluidic devices for patient 
diagnosis, patient monitoring, blood analysis, drug 
delivery, drug discovery, and microscale flow cytometers 
for cancer cell detection; d) homeland security and 
threat reduction, such as the design and use of chemical, 
nuclear and biological sensors; e) engineering and 
technological, such as chemical and nuclear reactors, 
MEMS, micromixers, micron-scale supersonic nozzles, 
ink-jets, micro-machined electrophoretic channels for 
DNA fractionation and polymerase chain reaction (PCR) 
chambers for DNA amplification, and the membraneless 
H-filters that separate and filter particles by size without 
a membrane; and f) domestic applications such as surface 
cleaning, fabric care, cosmetics, and painting.
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Abstract
Predicting contaminant migration in groundwater 
requires the use of computer models with parameters 
that describe the structure and chemistry of the rocks 
through which water flows.  However, changes in rock 
properties between locations are a source of parameter 
scale dependence in subsurface solute transport 
models. Results to date indicate that model parameters 
estimated from centimeter-scale experiments can not 
be directly used for field-scale simulation. However, 
using parameter values measured in the laboratory 
along with knowledge of how other material properties 
change in the field leads to mathematical formulations 
for estimating effective parameter values at increasing 
scales. Key parameters affecting solute migration in 
fractured rock systems include the matrix diffusion 
coefficient, the fracture width (aperture), rock pore 
structure (matrix tortuosity), and reactivity of the 
rock (retardation factor or sorption coefficient). We 
have scaled each of these parameters with the multi-
scale transition probability theory developed in this 
project. The effective field-scale transport parameters 
are related to statistics describing how they change 
between locations (the mean, variance, integral scale 
and the domain size along pathways through a three-
dimensional flow field). Simulations conducted with 
upscaled effective parameters compared very well 
with high resolution Monte Carlo simulations capturing 
detailed parameter spatial variations. The scientific 
results from this study provide a theoretical link 
between controlled experimental results obtained at the 
laboratory bench scale and the field scale at which risk 
assessment and contaminant remediation are actually 
conducted.

Background and Research Objectives
A significant challenge in contaminant transport 
modeling is to understand how model parameters 
change with scale, considering the influence of variations 
in physical and chemical properties at different scales. 

Although millions of dollars are spent each year for 
regulatory-driven investigations to characterize risk 
associated with contamination in groundwater, there 
remains no practical theory to integrate laboratory-scale 
data in field-scale predictions for resource analysis, 
risk assessment, or remedial design. The objectives of 
this research project are to integrate components of 
multiobjective optimization theory, multimode spatial 
statistics and upscaling algorithms, and hierarchical 
transition probability models to identify and then 
account for complex physical and chemical processes at 
increasing scales for subsurface flow and contaminant 
transport simulation. 

This project develops an upscaling methodology 
to provide a theoretical and practical link between 
controlled experimental results at scales increasing 
from the laboratory bench to the multi-kilometer field 
scale at which resource assessment and remediation is 
actually conducted. We develop and test the upscaling 
algorithms for prescribing appropriately scaled 
parameters in numerical models of fluid flow and 
contaminant migration in saturated fractured media 
(Figure 1). In the Scientific Accomplishments section, we 
outline the evolution of the capability developed and its 
application to problems of scaling transport processes in 
heterogeneous media.

Subsurface Transport Parameter Estimation with Multiscale, Multiobjective 
Optimization

Andrew V. Wolfsberg
20070441ER
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Figure 1. Spatial hierarchical scales of fractured rock to show the 
gap between the test scale and the modeling scale [1].

Scientific Approach and Accomplishments
Scientific approach and accomplishments of the project 
have been made in nine primary areas, which are 
described below:

Development of fracture networks with a multi-scale 1. 
transition probability model: To test concepts of 
parameter scaling from single fractured-rock column 
experiments to fracture network characterization, we 
have developed a multi-scale transition probability 
model to simulate the geometry of fracture network 
systems, while at the same time upscaling the 
fracture apertures and fracture block proportions 
(Figure 2). Flow and reactive solute transport in the 
upscaled fracture networks are simulated with a 
novel generalized dual-porosity model, which enables 
highly efficient and accurate simulations of diffusive 
concentration fronts moving between fractures and 
matrix material. The developed methodologies will 
have broad applications for modeling flow and reactive 
solute transport in the fractured rocks.

Figure 2. A fracture network system created with multiscale 
transition probability models (left) and the simulated 
contaminant distribution in the fracture network (right).

Development and testing of simultaneous inverse 2. 
models for characterizing single fracture laboratory 
experimental parameters: Working with a novel 
data set developed at LANL for a series of laboratory 
column transport experiments, we have developed a 
simultaneous inversion methodology for parameter 
estimation from multiple experiments. Two inverse 
methods were developed, compared, and contrasted; 
one a global search algorithm and the other a 
local gradient-based search algorithm. Our results 
demonstrate that the global search method provides 
greater accuracy and quantification of the estimation 
uncertainty, but at a higher computational cost. Two 
papers have been prepared on this subject (first and 
second). Professional talks on this subject have been 
given at The American Geophysical Union meeting and 
at the Geological Society of America meeting.

Development and testing of mathematical upscaling 3. 
formulations:  Following the parameters estimated 
from the laboratory scale studies, we have developed 
a multi-modal spatial random function that upscales 
the critical transport parameters for fracture aperture, 
matrix diffusion, and solute sorption coefficient (in 
the matrix) for field-scale simulation (Figure 3). The 
effective field-scale parameters are related to their 
geometric mean, variance, integral scale and domain 
size. Their values increase with their integral scales and 
are larger than their geometric means. This has led to 
a publication in geophysical Research Letters [3,4].

Figure 3. Hierarchical structures of reactive mineral facies and 
the distributions of uranium matrix sorption coefficients in 
reactive minerals.
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Development of a stochastic inverse methodology for 4. 
identifying subsurface material structure with limited 
hydrologic and geologic data:  Upscaling laboratory 
parameters to the field scale requires knowledge 
of subsurface material structure. Therefore, using a 
field-scale groundwater model and associated head 
observations and geologic information from boreholes, 
we solve the inverse problem for the stochastic 
parameters in the transition probability model and 
generate the material distribution necessary for 
upscaling transport parameters. These results provide 
insight regarding material proportions, mean lengths 
of features, and their roles in controlling fluid flow. 
This aspect of the project is published in our fourth 
paper [5,6]. 

Development of numerical models for upscaling 5. 
processes and parameters for networks of connected 
discrete fractures:  At the field scale, predictive 
models are resolved at scales much larger than that 
of a single fracture. Thus, any grid block in a model 
is characterized by multiple interacting fractures. 
Therefore, we have developed a discrete fracture 
network modeling system for the purpose of 
estimating effective fracture parameters for any grid 
block in a field-scale model. Our first result has been to 
estimate the effective fracture aperture for a sub-grid-
block system of parallel, but not identical, fractures. 
With this methodology, the upscaled single, effective 
fracture aperture reproduces the same flow dynamics 
as the group of smaller fractures. We also use this 
network model to investigate interference between 
fractures via diffusion in the matrix material separating 
them. New models using inverse Laplace Transform 
solutions for transport in fractured media and 
superposition concepts are being invoked to solve, via 
inversion, fracture interaction parameters applicable at 
larger scales.

Development of analytical solutions for upscaling 6. 
sorption coefficients in saturated fractured rock 
system:  We developed a methodology to upscale 
matrix sorption coefficients for fractured-rock 
systems by characterizing both the tortuosity field 
(physical heterogeneity) and the retardation factor 
field (chemical heterogeneity) in the rock matrix. We 
compute the effective tortuosity with a conservative 
tracer. Then, using a sorbing tracer, we derive the 
equations for upscaling the sorption coefficients 
in a saturated, fractured rock system (Figure 4). 
The derived upscaling equations for the sorption 
coefficients are verified with Monte Carlo simulations, 
which are based on a generalized dual-porosity model 

to enable highly efficient and accurate numerical 
simulations of diffusive concentration fronts moving 
between the fractures and matrix material [7]. One 
paper is in press and another is in review from this 
area of the study [8, 9]. 

Figure 4. Effective sorption coefficient (left) and the comparison 
of the concentration breakthrough curves computed from the 
effective sorption coefficients, geometric mean, and the Monte 
Carlo simulations (right).

A conceptual model of reactive mineral facies in 7. 
hierarchical heterogeneous porous media was 
developed for reactive transport in physically and 
chemically heterogeneous material. With this 
conceptual model, the following attributes are derived 
for a hypothetical, three-dimensional unbounded 
aquifer system: covariance of hydraulic conductivity, 
sorption coefficient, flow velocity, retardation 
factor, and cross-covariance between flow velocity 
and retardation factor.  Then, with a Lagrangian 
approach, the scale-dependent analytical expressions 
are developed to describe the change trend of the 
effective retardation factors in temporal and spatial 
domains. When time and space scales become large 
enough, the effective retardation factors approximate 
their composite arithmetic mean. Correlation between 
the hydraulic conductivity and the sorption coefficient 
can seriously affect the values of the effective 
retardation factor in temporal and spatial domains. 
When temporal and spatial scales are relatively small 
in a reactive transport simulation, the variations of 
the effective retardation factors are relatively large. 
The results from this study provide a methodology to 
develop effective transport parameters for field-scale 
modeling of contaminant transport in heterogeneous 
porous media [9, 10, 11, 12].

Identification of chemical reaction processes in 8. 
subsurface environments is a key issue for reactive 
transport modeling because simulating different 
processes at different scales requires developing 
different chemical-mathematical models. Two 
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sorption process models (equilibrium and kinetics) 
for laboratory-bench scales were developed for 
simulating neptunium and uranium sorption in 
fractured rock. Based on different conceptualizations 
of the sorption process occurring in fracture and/or 
matrix media, seven dual-porosity, multi-component 
reactive transport models were developed. The 
sorption processes are identified with a stepwise 
strategy by using multi-tracer concentration data 
obtained from a series of transport experiments.  In 
the first step, breakthrough data of a conservative 
tracer (tritium) obtained from four experiments are 
used to estimate the flow and non-reactive transport 
parameters (i.e., mean fluid residence time in fracture, 
fracture aperture, and matrix tortuosity) common to 
all the reactive transport models. In the second and 
third steps, by fixing the common non-reactive flow 
and transport parameters, the sorption parameters 
(retardation factor, sorption coefficient, and kinetic 
rate constant) of each model are estimated using the 
breakthrough data of reactive tracers, neptunium 
and uranium, respectively. Using the inverse 
modeling results, the seven sorption-process models 
are discriminated using four model selection (or 
discrimination) criteria, Akaike information criterion 
(AIC), modified Akaike information criterion (AICc), 
Bayesian information criterion (BIC) and Kashyap 
information criterion (KIC). These criteria suggest 
the kinetic sorption process for modeling reactive 
transport of neptunium and uranium transport in both 
fracture and matrix at the bench scale. This conclusion 
is confirmed by two chemical criteria, the half reaction 
time and Damköhler number criterion [2,13].

The creative ideas and approaches developed from this 9. 
project benefited two GRA students (Dylan Harp and 
Hailin Deng) working towards their PhD dissertations. 
Dylan extends our multi-scale transition probability 
approach to identify aquifer heterogeneous structure 
with stochastic inversion and Hailin works on upscaling 
transport parameters for contaminant transport in 
fractured and porous heterogeneous media. Both of 
them will defend their dissertations in October, 2009.

Impact on National Missions
This project supports the DOE/NNSA missions in 
environment, energy, and science by enhancing our 
understanding of subsurface fluid and contaminant 
migration processes and subsurface property structures.  
High performance computing, new mathematical theories, 
and DOE/NNSA site data sets enable development 
of these methods to improve accuracy in important 
resource assessments. The new theories developed in this 

project will guide and utilize multi-scale data collection 
to better understand the structure and responses of the 
hydrologic systems of concern in DOE contaminant sites. 
We anticipate applications of the theories to DOE/NNSA 
sites such as the Los Alamos site, the Nevada Test Site, 
and the Hanford Site, as well as in emerging alternative 
hydrocarbon extraction investigations such as those 
associated with oil shale extraction from induced fractured 
media. Although programs at these sites cannot always 
develop new theories, they often employ the most recent 
developments in computational subsurface science, thus 
enabling applied programmatic growth. For example, 
the new FY10 DOE-EM Advanced Scientific Computing 
for Environmental Management initiative (ASCEM) that 
LANL leads in will utilize methods developed in this LDRD 
project.  LANL’s role in this new multi-lab initiative will be 
approximately $5M/year for three years. The impact of this 
initiative will be to standardize and modernize subsurface 
simulation for DOE-EM.  The GRAs who worked on this 
LDRD-ER will likely stay as post docs and participate in 

ASCEM.
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Abstract
The rapid advances in sequencing methodology 
now gives us access to unprecedented amounts of 
data capable of answering qualitatively new kinds of 
questions.  However, the analytical tools are finding it 
difficult to keep up with the demands.  For example, in 
the field of research on the Human Immunodeficiency 
Virus (HIV) that causes Acquired Immunodeficiency 
Syndrome (AIDS), a phylogenetic analysis of a few 
thousand sequences is the surest way to reveal 
features of evolution of the virus during acute infection, 
important for informing a vaccine against it.  Similarly, 
deep sequences from individual patients are now 
capable of directly tracking the development of drug 
mutations and of escape from the immune system.  
The available state-of-the-art maximum likelihood 
phylogenetic tools, previously developed by us, are 
able to handle a set of few hundred sequences, which 
does not provide sufficient statistical power to answer 
these questions; both extensions in methodology and 
utilization of novel resources are likely to be needed to 
address them.  This is a proposal to map this maximum 
likelihood problem on to Roadrunner, optimize the core 
computational routines, and apply it to data comparing 
chronic and acute sequences available through our 
CHAVI collaboration agreement.  These core routines will 
also allow us, in future, to develop a Bayesian framework 
for phylogenetic analysis that will provide statistically 
valid credibility intervals on all these results. 

Background and Research Objectives
The genetic sequence of any organism is a blueprint 
for its development and of its strategies for survival 
and combat: the knowledge of the Ribonucleic Acid 
(RNA) sequence of rapidly mutating viruses like HIV 
therefore gives us enormous insights into how the virus 
manages to spread and evade both the immune system 
and medical interventions against it. The problem is, 
of course, the backdrop of vast amount of variation 
that is of little functional significance against which 

the interesting patterns need to be discriminated 
statistically. This background variation is, moreover, 
not random; since the strains of the virus are related 
by common descent, there are genealogical patterns 
imprinted on them too. It has become clear in recent 
work that a successful deciphering of the genetic 
correlates of viral escape strategies need us to be able 
to first reconstruct the phylogenetic history of the viral 
strains being studied (Figure 1). 

For hundreds of strains of viruses, we had solved this 
problem before by parallelizing the maximum likelihood 
algorithms; and that had allowed us to answer questions 
about the population biology of the viruses. But such 
a number of sequences has too little statistical power 
to answer the questions we are asking today, questions 
about virus adaptation in individual hosts that are 
essential for intervention in the disease course. In these 
problems, we need a large number of patients to find 
the patterns of HIV adaptation common in all humans, 
as well as a large number of sequences to capture the 
diversity within each patient. Before the advent of the 
modern era of petaflop computing, it was considered 
impossible to do a proper analysis with the thousands of 
sequences that are, therefore, needed. The fundamental 
problem is that the set of evolutionary histories to 
search over is a huge discrete space, increasing faster 
than exponentially in the number of sequences, and the 
evaluation of the likelihood of the history is expensive. 
Even a parallel implementation guided by excellent 
heuristics ultimately runs across fundamental compute 
power limitations, requiring a impressionistic search of 
the space that, in the past, have been seen to lead to 
biased results. 

In this project we planned to take that crucial enabling 
step of implementing the required algorithms on the 
highly heterogeneous computers that currently provide 
the largest available computational power, and that 
are likely to become more common in the future. If 

New Frontiers in Viral Phylogenetics
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successful, we reasoned, this would open up huge vistas, 
and would already be applicable to a systematic quest 
for the events that underlie the invasion of a HIV-naive 
body by the viruses; a field where experimentalists are 
accumulating vast amounts of data in search of useable 
patterns. In addition, the next major step in phylogenetic 
methodology is to be able to perform these calculations 
with a proper accounting for the statistical uncertainty.  
Such a development requires further advances in 
algorithms, but the core of the calculation still involves the 
likelihood calculations we hoped to develop in this project.

Scientific Approach and Accomplishments
In this two-year project, we were successful in our goal: 
we implemented our existing algorithm on the Roadrunner 
supercomputer. Running this code for about 430,000 CPU 
hours on accelerated cell nodes, we were able to generate 
the phylogenetic history of 10,442 distinct HIV sequences, 
each 3,873 nucleotides long (Figure 2).  We used this 
tree to analyze the properties of early viruses that are 
responsible for productive HIV infection.  This analysis 
found that two subtypes of the HIV virus—the B subtype 
that dominates the US epidemic, and the C subtype that 
is most common in the world—differ in the characteristics 
of these early viruses.  This result is important both in 
understanding how the virus manages to defeat the 
body’s defenses, and in designing vaccines that will have 
worldwide coverage.

 To achieve this task, we used our first year to benchmark 
the tasks that were necessary to adapt the maximum 
likelihood (ML) phylogenetics code of Bhattacharya, 
Olsen, and Felsenstein, to efficiently use the Roadrunner 
supercomputer at Los Alamos. This existing ML program 
developed by our group had in the past been implemented 
on the messaging passing interface (MPI) designed for a 
possibly heterogeneous collection of compute nodes. This 
was used to distribute the task of evaluating the likelihood 
of candidate histories (family trees) to the different nodes, 
each of which evaluated the likelihood using a serial 
procedure. 

This basic element of the computation calculates the 
probability of observing the sequences if the history 
and assumptions about the way sequences change were 
correct.  It proceeds by examining sequences at the 
lowest level (‘leaves’) of the tree that are descended 
from a recent common ancestor (‘sisters’) and assigns 
probabilities for various sequences this ancestor could 
have had. It then looks at the sister of this ancestor and 
propagates the probabilities to a more remote ancestor.  
This flow of information from the observed sequences 
to the inferred ancestors finally reconstructs a common 

ancestor for all observed strains, and the probabilities can 
then be turned into a likelihood for the entire history.  The 
goal of the procedure is to rearrange the sequences and 
choose the time to the ancestors to produce the most 
likely tree.

The Roadrunner supercomputer, although vastly more 
powerful than these previous computers, has a very 
different architecture with nodes that themselves should 
be viewed as parallel compute platforms.  In essence, each 
node consists of slow ‘Opteron’ processors that connect 
to the other nodes and to the Power Processor Element 
(PPE).  The PPE is well suited to control tasks and sits on 
a data bus with the Synergistic Processor Element (SPE) 
that can perform fast arithmetic operations on streams 
(‘vectors’) of data. This hierarchical structure of the 
architecture required us to exploit parallelism also at a 
smaller scale in order to realize its full potential. We found 
that we needed to adapt the code to consider individuals, 
and their parents, and their grandparents, etc., one at 
a time using the Cell synergistic processor, rather than 
considering this processor as the ‘node’ in the previous 
code that evaluated entire histories at once. 

This meant taking apart the program in a detailed way and 
putting it back together into a multi-level parallel algorithm 
that maps on to this machine and other anticipated 
parallel-within-parallel machines. The primary bottleneck 
that we eliminated in this process was the slowdown in the 
propagation of probability information through a candidate 
history. We now use the on-chip direct memory access 
(DMA) features of Roadrunner’s Cell processor to move the 
data between `workers’ that map on to on-chip processes 
in the current architecture. Since these tasks form the 
inner core, and almost the entirety of the floating-point 
load, of the calculation, we further hand-coded these 
workers to use the Cell’s fast vectorization instructions. 

The restructured the ML code now performs five separate 
‘core’ numerical functions on the Cell synergistic processor 
units, combined by the control logic on the PPE into the 
likelihood evaluation. All of these operations involve 
intensive transfer of data, and push the Cell memory flow 
controller to its limit. Nonetheless, the most expensive 
calculation keeps the SPE processors doing useful work 
90% of the time. Currently, the full code, involving the 
other four less compute-intensive parts don’t scale as well, 
but we still see 40% utilization for typical data sets. 

In the second year, we solved the major remaining 
bottleneck in the code that accepts the candidate history 
and does the final calculations needed to score it. This 
required a simple restructuring and involved the Opterons 
in the communications between the PPEs. The code was 
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then adapted to run under Data Communication and 
Synchronization (DaCS) library that control the Cell blades 
and provide the overall control logic of user interaction. 
Along the way, we participated in the use of improved 
instrumentation techniques to help optimize the single-
processor -parallelized code. Our final code still uses the 
old heuristics for tree proposal, but is sufficiently optimized 
to let us achieve our immediate phylogenetic goals. 

We then applied our code to data sets of HIV sequences 
that have been generated by our colleagues in the Center 
for HIV/AIDS Vaccine Immunology (CHAVI) collaboration. 
The fundamental question we targeted was whether 
there are sequence features that occur repeatedly when 
HIV establishes infection in a new patient: such features 
are likely to be indicative of adaptations that the virus 
needs to survive and multiply, and are worthy targets of 
vaccines and therapeutics. Of particular interest was the 
question whether the different subtypes of HIV are under 
similar selective pressures.  Previous work had raised the 
possibility that a particular locus in the so-called signal 
peptide was less variable in the HIV sequences from early 
B-subtype infection.  Since the infection worldwide is, 
however, dominated by C-subtype, we needed to both 
verify this claim with proper phylogenetic correction, and 
to test whether the result extends to the C-subtype.

For this, our colleagues put together a set of 275 
B-subtype and 141 C-subtype infected patients, some 
acutely infected (with a couple of months of infection) 
and some chronic cases (infected for a couple of years).  
They then sequenced a total of 10,442 fragments, each 
3,873-nucleotide long, from these patients covering 
the region of interest.  This was the set we curated 
and analyzed.  The analysis verified that the B-subtype 
signature could not be explained as a phylogenetic artifact, 
but the C-subtype sequences do not show the signature.

The code that we developed will be used in the future to 
further our understanding of HIV biology. We are part of 
several collaborations that study this and other viruses 
with an aim to design vaccines against them.  In particular, 
rapidly advancing sequencing technology are rapidly 
generating data informing on many questions of interest to 
these projects, and with this code we now have developed 
the analytical tools to exploit the data beyond what was 
envisaged or thought possible in those projects. This, then, 
ideally positions the laboratory to compete for further 
projects in this arena.

Impact on National Missions
Emerging pathogens and ways to deal with them is a 
central mission for the DOE Office of Science, and is an 
underpinning to biothreat reduction (DHS). Other federal 

agencies like NIH are also interested in the problem, and 
this proposal builds a capability that can help bridge 
the interests of NIH and DHS. It also contributes to 
understanding how to map interesting problems on to 
the new and emerging computer architectures that can 
translate to other projects.
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Abstract
Cellulosic ethanol has the potential to satisfy 30% of our 
transportation fuel demand, unlike corn-based ethanol, 
which is expected to be insufficient. A key step in the 
production of ethanol is the degradation of cellulose, the 
tough material in plant cell walls that exists in the form of 
two-dimensional crystalline sheets. Bacteria have evolved 
an efficient mechanism to degrade cellulose, employing 
a suite of nanomachines called cellulosomes. These are 
essentially designed to degrade of the two-dimensional 
crystalline sheets of cellulose; however, they must also 
work in the midst of the degradation products when 
the sheets have disintegrated into more amorphous 
structures. Once degradation has commenced, the 
changes in the morphology of the cellulose interfere 
with effective degradation. A major goal of this 
18-month project was to adapt biomolecular simulation 
computer programs to use the Roadrunner architecture. 
This proved to be a difficult task that exhausted the 
18-months of the project. Experts on Roadrunner 
architecture from IBM and LANL were involved at 
fundamental levels on the project. We achieved the 
first biomolecular simulation code to run on a hybrid 
advanced architecture supercomputer. Simulations of the 
cellulosome interacting with cellulose were performed, 
allowing us to address the central question, what parts 
of the cellulosome machine interact with what parts of 
cellulose?

Background and Research Objectives

Scientific Context
Cellulose, the fibrous material in plant cell walls, must 
first be broken down into its structural sugars before 
conversion to ethanol. The cellulose material is extremely 
tough, resisting treatment by acid and steam. Cellulose 
degradation is a key rate-limiting step in the production 
of cellulosic ethanol [1]. An enormous molecular machine 
capable of degrading cellulose via hydrolysis has evolved 
in bacteria. These fiber-eating bacteria actually use 

nanomachines called cellulosomes that degrade sheets 
of cellulose in a manner analogous to a molecular paper 
shredder. For optimal ethanol production, the entire 
cellulose sheet must be degraded. The mechanism 
of degradation of cellulose by cellulosomes is poorly 
understood at the molecular level [2-4]. We focused on 
designer cellulosomes, which have recently been studied 
experimentally to optimize the process of cellulose 
degradation [5]. 

While this molecular shredder may be designed for 
sheets of cellulose, it may not be optimal for partially 
shredded material, where molecular paper jams may 
occur. Cellulose exists in the form of stacked layers of 
two-dimension crystalline sheets. Each sheet consists 
of long polysaccharide chains connected in a lattice 
by hydrogen bonds [6]. However, a pre-treatment 
step is necessary to make the cellulose susceptible 
to breakdown by the cellulosome. In this step, the 
crystalline sheets are broken in random places and 
subject to water uptake, creating a more amorphous 
structure [3]. After degradation has commenced, 
the cellulose surface topology changes dramatically. 
Cellulosomes bind to a certain region of the sheet, chew 
away for some time, dissociate, and rebind in another 
random location on the sheet [7]. Midway through 
degradation of the entire sheet, the sheet loses its 
structure, resulting in a collection of cellulose fragments. 
The two dimensional nature of the sheets transform into 
a three-dimensional collection of fragments, followed by 
a corresponding transition from 2-D to 3-D movement 
of the cellulosome within the cellulose [8; 9]. Once 
degradation has commenced, the change in substrate 
surface may dramatically affect the rate of degradation. 
Using computer simulations, one can study the dynamics 
of this system in atomic detail. Such simulations have the 
potential to expand our understanding of one of the key 
bottlenecks in cellulosic ethanol production. In particular, 
the main goal is to understand how the cellulosome 
interacts with cellulose during cellulose processing.

Cellulosomes in Action: Peta-Scale Atomistic Bioenergy Simulations

Kevin Y. Sanbonmatsu
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Computational Context
Biomolecular dynamics simulations have a large number 
of important applications, including bioremediation, drug 
design, and bioenergy. In a biomolecular simulation, the 
system is simulated atom-for-atom. Equations of motion 
are used to evolve the system in the presence of thermal 
fluctuations. The enormous complexity of biomolecules, in 
comparison systems studied in fluid dynamics or materials 
science, makes the computer simulations much more 
difficult than traditional computational physics science 
applications. Because of the specific nature of each amino 
acid in a protein, thousands of unique atom data structures 
must be used. This increases the demands of memory 
and communication on the supercomputer. Furthermore, 
in the case of charged molecules, long-range interactions 
must be included. These interactions dramatically increase 
the number of calculations required for each integration of 
the equations of motion. They also place a large demand 
on the communication network. The main goal in terms of 
computer science was to adapt a biomolecular simulation 
code to the advanced architecture hybrid Roadrunner 
machine.

Scientific Approach and Accomplishments

Computational Approach and Accomplishments
The Roadrunner architecture consists of SONY Playstation 
3 processors connected to Advanced Micro Devices (AMD) 
processors. These are arranged groups called nodes. 
Each node has both SONY playstation processors (“Cell 
engines”) and AMD processors. Nodes are connected via 
high speed fiber optics (“Infiniband”). Speed-ups using the 
SONY Playstation alone were previously achieved using the 
Gromacs code (~ 8x speed-up). Because Gromacs was at 
least 5x faster than other existing biology codes, Gromacs 
was chosen as the optimal code for these simulations. 
Because 90% of the calculation in biomolecular simulation 
is typically water interactions, we focused on first adapting 
the water interaction part of Gromacs to the Roadrunner 
advanced architecture. We successfully adapted Gromacs 
to run on the Roadrunner. 

Gromacs is a versatile package to perform molecular 
dynamics, i.e. to simulate the Newtonian equations of 
motion for systems with hundreds to millions of particles. 
It is primarily designed for biochemical molecules like 
proteins and lipids that have a lot of complicated bonded 
interactions. One use of Gromacs within LANL is to 
simulate the process of cellulosome migration through 
partially processed cellulose, shedding light on one of the 
key bottlenecks in cellulosic ethanol production. Gromacs 
also has a wide variety of applications ranging from 
polymer systems to drug design.

The two main challenges involved (1) implementing 
the Roadrunner communication scheme that allows 
communication between SONY Playstation processors 
and AMD processors, as well as communication between 
nodes, and (2) changing data structures throughout the 
code to allow efficient communication between SONY 
Playstation processors and AMD processors and to 
optimize memory use. The first half of the project was 
dedicated to re-tooling the Gromacs code to include 
the Playstation communication language. This required 
us to use Data Communication and Synchronization  
library (DACS) code through Gromacs. The second half 
of the project was dedicated to re-organizing the data 
structures to optimize communication and memory 
usage. This involved many direct memory access (DMA) 
implementations and optimizations. For example, threads 
were implemented for the SONY Playstation processor 
units. The size of arrays were changed to exactly match 
the memory size useful for DMA commands. Data was 
accumulated and then passed in aggregate rather than 
piecemeal. Memory cache was used extensively. The 
order of operations was altered and the loop structures 
were modified.  We are currently planning a joint project 
with Kevin Bowers to improve performance and to 
prepare for next generation advanced architecture hybrid 
supercomputers.

 Science Approach and Accomplishments
The cellulosome consists of multiple identical subunits. 
Each subunit contains an enzyme (cellulase) that degrades 
the cellulose, a linking protein (cohesin) that connects 
subunits to each other, and a structural protein (dockerin) 
that connects the linking protein to the enzyme. The 
enzyme itself includes a cellulose binding domain, 
responsible for attaching the cellulosome to the cellulose, 
and a catalytic domain, responsible for hydrolyzing the 
cellulose into smaller polysaccharides. We have developed 
structural models of the necessary components for our 
system, including an example of degraded cellulose, a 
designer cellulosome (Figure 1) and a two-dimensional 
crystalline sheet of cellulose (Figure 1). 

We were able to simulate the movement of strands of 
cellulose through the cellulosome. This process is known 
as translocation. Here, we used a steered simulation 
approach, where the end of the cleaved cellulose strand 
was fixed in place. The cellulase enzyme subunits were 
moved forward, forcing the cellulose strand to movement 
through the cellulosome. We interrogated the specific 
interactions between the cellulose and the cellulosome. 
We found that, depending on the parameters used, a 
competition exists between the interactions stabilizing the 
cellulose sheet and the movement of cellulose through the 
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cellulosome. In particular, amino acids near the entrance 
site of the cellulase enzyme subunit play a key role. These 
interact directly with the cellulose and determine the 
rate of “pealing” of a cellulose strand off the 2D cellulose 
sheet. This is the first study of its kind. In the future we 
will perform equilibrium simulations to determine how the 
uptake mechanism functions. 

Figure 1. Translocation of cellulosome across cellulose sheet. 
Grey, cellulase enzyme units. Blue/purple, connecting proteins. 
White, cellulose strands passing through cellulosome. Pink/red, 
cellulose sheet.

Figure 2. Simulating cellulose processing. The three-dimensional 
structure of a synthetic nanosome diffuses through degraded 
cellulose. Cellulase enzyme units, red. Connecting protein, green. 
Degraded cellulose strands, cyan.

We have also modeled the cellulosome in the context of 
partially degraded cellulose (Figure 2). Random cleavages 
were made in along polysaccharide chains to achieve 
a power law distribution of lengths to approximate a 

random degradation process. Each cellulose fragment 
was be displaced slightly, translated and rotated using 
random perturbations according to a Gaussian distribution. 
We used enough fragments to generate a simulation 
environment large enough for the cellulosome to move 
through. This is the first time the cellulosome has been 
modeled in the context of degraded or partially degraded 
cellulose. We find that the cellulose degradation products 
may easily impede the motion of the cellulosome. This 
may be an important correction for estimating cellulosome 
diffusion rates – a value used to estimate cellulose 
degradation inhibition.

Impact on National Missions

Impact on supercomputing and the DOE complex 
Our simulation is the first biomolecular simulation using 
an advanced architecture hybrid supercomputer, to our 
knowledge. We have shown that it is possible to use 
such a computer for biology application, despite many 
complexities of intricate biomolecular complexes and long-
range electrostatic interactions. 

Impact on cellulosome research
While individual cellulase enzymes have been studied 
extensively, both biochemically and structurally, the intact 
cellulosome molecular machine is poorly understood 
with few structural studies. Very little is known about the 
operational principles of the cellulosome. This study is 
the first simulation of the cellulosome, giving us the first 
glimpse into its inner workings. 

Impact on Department of Energy mission
Our simulation is directly relevant to the mission of the 
DOE Bioenergy Research Program and the DOE mission 
to identify steps towards solutions to the challenge of 
producing renewable carbon neutral energy. In particular, 
understanding and optimizing the mechanism of the 
cellulosome is directly related to the “major focus... on 
understanding how to reengineer biological processes 
to develop new, more efficient methods for converting 
the cellulose in plant material into ethanol” (http://
genomicsgtl.energy.gov/centers/). 

 Impact on well being of society
Biofuels have enormous potential to strengthen our 
energy security. Corn based ethanol has made a significant 
contribution as an alternative energy source; however, 
corn ethanol is not expected to be sufficient and could 
cause food price increases. In contrast, cellulosic ethanol 
has the capability to satisfy 30% of our transportation 
fuel demand, while reducing greenhouse gases by 88% 
(15). Cellulosic ethanol is made from cellulose (the tough 
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material in plant cell walls) as opposed to corn ethanol, 
which is produced directly from simple sugars. Cellulose is 
found in all plants and must be must first be enzymatically 
degraded before its component sugars can be converted 
into ethanol. This is a difficult task, even for the most 
competent bacteria. With regard to cost-efficient biofuels, 
this step requires significant improvement. While recent 
improvements in enzyme design have reduced the cost 
of enzymes to 20-30 cents per gallon of ethanol, the cost 
must be further to reduced to 3-4 cents per gallon [1].
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Abstract
The world’s energy infrastructure stands on the brink of 
a major revolution. The explosive economic growth in 
developing nations such as China and India is driving the 
construction of several new conventional power plants 
every week, leading to sharp increases in pollutants and 
CO2 emissions. Concurrently, the risks of climate change 
and unprecedented high prices for oil and natural gas 
are transforming the economic and ethical incentives for 
alternative energy sources, leading to growth of nuclear 
and renewables, including solar, wind, biofuels and 
geothermal technologies. The transition from today’s 
energy systems, based on fossil fuels, to a future carbon-
neutral infrastructure is a problem of global dimensions, 
but one for which there is no accepted solution, at 
international, national, or regional levels. The National 
Labs are well positioned in mission and capability to 
provide the analysis capability for this highly complex 
dynamical system to accelerate the transition to 
sustainable, affordable and clean energy for the global 
population.  Such a capability will require integrating 
multiple systems at multiple scales, include information 
on current systems, emerging technologies, resource 
constraints, policies and changes in behaviors regarding 
how we generate and use fuels and electric power. This 
report describes the progress made in developing a web 
based tool called Global Energy Observatory that will 
allow us to understand the dynamics of change in global 
energy systems and how they evolve under international 
regulations and environmental treaties in response to 
the threat of global warming and climate change.  

Background and Research Objectives
Predictive capability for a complex dynamical/adaptive 
system, such as the energy-climate challenge, requires 
parallel developments in collecting high quality 
data, building credible models and analyses, and 
implementing a sound process of validation through 
observation and modeling.  The LDRD reserve funds 
targeted the first part – building the IS&T framework for 

creating and maintaining a detailed database of global 
energy systems.

We are creating a global real-time observatory, called 
Global Energy Observatory (GEO), for mapping energy 
infrastructure, generation, consumption, and associated 
emissions. Equally important, it also incorporatse 
(through collaborations) drivers such as demand, price, 
risk, environmental concerns, resource opportunities, 
social behavior, etc. This requires a transformative 
Information Science and Technology (IS&T) solution that 
increasingly automates collecting, editing, validating 
and verifying information, and facilitates a public 
participatory “open” data repository. 

Our goal is to develop the Global Energy Observatory 
into an innovative one-stop site (open web tool) for 
understanding and quantifying the dynamics of change 
in energy systems and emissions from them. Energy and 
environmental data collection and analysis tools needed 
to perform a comprehensive and defensible analysis of 
demand growth and emissions at various spatial and 
temporal scales continues to grow in scale, diversity, 
and complexity. Unfortunately, the collected data is 
very incomplete and not easily available to consumers, 
scientists, and decision makers. The abundant yet 
fragmented, incomplete and heterogeneous data and 
data sources have created increasing demands on, and 
opportunities for, information technologies.  Even if 
data exist, today we are asking new questions that were 
unanticipated even a few years ago.  This is requiring 
repurposing, transforming, and integrating multiple, 
uncoordinated, and sometimes variously restricted 
or proprietary data sources. Having a comprehensive 
framework and database such as GEO will significantly 
enhance our ability to analyze the Energy-Climate 
challenge and provide a real time global inventory 
necessary for monitoring and validation of international 
environmental treaties, which is a LANL priority. 

Through the participation of both experts and the public, 

The Dynamics of Change in Global Energy Systems
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the observatory will establish and update geo-spatially 
and temporally referenced records and analyses of the 
historical, current, and evolving global energy systems, 
the energy end-use of individuals, and their associated 
environmental impacts. Such a database will allow the 
identification of changes in energy production, use, 
and infrastructure and consequently modeling of their 
dependence on the above mentioned drivers. 

Scientific Approach and Accomplishments
Version alpha of GEO has been developed using a 
traditional web-based LAMP (Linux, Apache, MySQL 
and PHP [1, 2]) infrastructure [3]. This work was done in 
collaboration with 2-3 master’s students at UNM and is 
available at . GEO currently consists of a framework for 
adding, editing, querying and downloading data from four 
linked databases that house global information on: 

GEOpower (Power plants): Coal, gas, geothermal, 1. 
hydro, nuclear, oil, solar PV, solar thermal, waste, and 
wind power plants. To capture all generation capacity, 
we impose no cut-offs on the size of plants included.  
Different sizes can be resolved easily by appropriately 
written queries. 

GEOresources (Fuels and resources): Gas and oil fields, 2. 
coal and uranium mines, crude oil refineries, solar and 
wind potential, and biomass (agricultural) resource.  

GEOtransmission (Transmission of energy): Gas and oil 3. 
pipelines, coal, LNG and oil ports, rail and road links, 
shipping lanes and electric transmission grid. (The 
framework for this database is being developed and 
will be completed by mid July 2009.)

Reducing Our CO4. 2 Footprint: Carbon footprint 
of individual end-users, their understanding of 
the Energy-Climate challenge and installations of 
distributed generation (solar, wind, heat pumps) and 
storage systems for individual homes, commercial 
buildings, institutions and communities.

Based on the feedback from users on the alpha version, 
a beta-version is under development. The beta version is 
80% complete, modular and much more flexible to provide 
a higher level of integration and interoperability. It will 
become the default version by end of 2009.

The project consists of five interrelated parts that will 
facilitate the real time collection, collation, management 
and analysis of global energy systems at multiple scales. 

Development of the framework for data collection 1. 
management and analysis through a web based global 
collaboration. Version alpha of this framework has 

been built over the last year and described below. The 
next step is to enhance this framework to host meta-
data and build analysis tools.

Harvesting data from public websites of regulatory 2. 
agencies such as EIA and EPA in the US. We regard 
providing multi-sector and multi-scale data in one 
cohesive framework as the attractor for participation 
by scholars, area experts, journalists and advocacy 
groups.  About 50% of the global capacity has already 
been identified and most of it is already available from 
GEO. The goal for FY2010 is to enlarge the coverage to 
75% and fill in performance and emissions details.

Semi-automation of tools to complete incomplete 3. 
data by continuously probing for missing information, 
developing appropriate queries for web searches, and 
filters to extract desired nuggets. 

Semi-automation of tools for moderation and 4. 
validation of information provided by the public. 

Perform, in a transparency manner, multi-scale 5. 
integrated analysis to build trust in the system.

In addition to the development of GEO, we carried out 
two analyses: (i) global energy systems and resource 
constraints and (ii) Energy options and constraints for 
India. This work lead to four invited talks at international 
meetings [4, 5, 6, 7], and seminars at UC Santa Barbara, 
University of Washington and Utah. 

Impact on National Missions
This project is now part of the following continuing LANL 
efforts that, in turn, are part of the national energy-climate 
and Information Science and Technology initiatives:

Data fusion: The goal is to understand how to collect, 
collate and manage heterogeneous data and fuse it for 
integrated analysis.

Regional Climate Impacts: To understand how energy 
is generated and used and the regional impact of the 
emissions and pollution.  

Monitoring, Measuring and Verification of emissions from 
energy systems for developing international environmental 
treaties in order to reduce the emissions of green house 
gases. 

Harihar Shankar successfully defended his master’s thesis 
Automating the Moderation Process in GEO using Trust 
Metrics based on the GEO project [8]. This project resulted 
in the recruiting of Harihar Shankar to work with Herbert 
Van der Sompal in the LANL Research Library.  
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Abstract
Engineered nanomaterials (ENMs) represent a fasci-
nating new category of ‘chemical agent’ due to their 
unprecedented complexity in properties and potential 
for size-dependent biological interactions. Critically, the 
potential for bio-impact cannot be assessed by simply 
knowing the ENM ‘chemical formula,’ as is essentially 
the case for traditional chemical threats. Individual par-
ticle-by-particle testing using conventional approaches 
(cell®animal®human) for assessing the bio-impact of 
chemical agents are grossly inadequate to address the 
extent of the ENM problem. The overarching goal of 
our larger proposed effort was to enable predictive and 
high-throughput screening of the bio-impact of ENMs. 
However, within the context of a one-year Director’s 
Reserve Funded project, we proposed to limit scope 
and focus on two key experimental tasks: (1) demon-
strate the utility a 3-D human skin-tissue bio-platform 
for a system-level assessment of ENMs, and (2) assess 
and compare the toxicity of ENMs as a function of ENM 
geometry. These preliminary experiments facilitated 
the validation of our proposed experimental approach, 
providing a key ‘proof-of-principle.’ Importantly, demon-
strating the use of a 3-D tissue bio-platform for the rapid 
assessment of ENMs would immediately establish a new 
state-of-the-art capability for the toxicological analyses 
of nanomaterials. In the current study, we evaluated 
the biochemical and molecular level responses of an in 
vitro reconstructed 3-D skin tissue on exposure to semi-
conductor nanomaterials. Since shape of a particle is 
considered to play a determinant role in the response of 
biological systems to particle exposure we compared the 
effects of quantum dots versus quantum wires. In addi-
tion, we also performed a comparative analysis of the 
biological responses elicited by differentially functional-
ized fullerenes.  

Background and Research Objectives
Currently, the intense interest in engineered 
nanomaterials is fueling a $1B industry that is 
expected to reach $35B by 2020. Beyond commercial 
considerations, ENMs provide the potential to address 
such national and global issues as energy security and 

weapons of mass destruction through realized and 
potential applications in energy harvesting, efficient 
lighting, biomedical science, catalysis, and sensor 
technologies. This rapid pace of ENM development 
is outpacing our ability to understand their biological 
impact. Currently, the ‘informed’ design of new ENMs 
is function and application-driven with generally little 
attention given to the impact of the ENM on biological 
systems. To fully realize the potential of ENMs, future 
development will ideally be informed both by function/
application and health considerations, where the 
latter will ultimately determine the feasibility of use as 
production scales are increased and new government 
regulations are introduced. Due to the increased or 
modified chemical/biological activity, photoactivity 
and physical dispersibility of ENMs, it is not possible 
to directly translate what is understood about bulk 
materials to the nanoscale. This non-trivial problem 
is compounded by its multifactorial nature – each 
ENM composition can be synthesized in a variety of 
geometries, surface chemistries, and reactivities that 
can act singly or in unison to elicit biological responses 
from multiple-level bio-systems (gene, protein, cellular, 
tissue and microenvironment). This problem cannot be 
adequately addressed on a particle-by-particle basis, 
nor by using conventional bio-assessment protocol 
(cell®animal®human). A potential solution would 
synergize experimental and computational approaches 
to provide for a rapid and pertinent analysis of the 
biological impact of ENMs and enable comprehensive 
intelligent design of new ENMs, keeping LANL and the 
US at the forefront of this important emerging industry.

Engineered ENMs encompass a broad range of 
materials classes, including metal nanoparticles (e.g., 
gold), carbon nanoparticles (e.g., carbon nanotubes), 
super-paramagnetic nanoparticles (e.g., Fe3O4), and 
semiconductor nanoparticles (e.g., CdSe quantum 
dots—QDs).  Each ENM type has to some degree been 
the subject of toxicological investigations, and each 
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has been shown capable of eliciting adverse biological 
responses at the cellular or the animal level. The 
toxicological studies have recently been comprehensively 
reviewed.3 When viewed collectively, it becomes apparent 
that ENMs elicit particular bio-responses based on their 
physicochemical properties. Unfortunately, the extent to 
which ENM properties are correlated and act collectively 
or individually in causing a particular bio-impact (e.g., cell 
death) is generally absent from existing nanotoxicological 
data. Further, studies typically rely upon commercially 
provided ENMs, limiting the ability of these reports to 
systematically address the properties-impact correlation. 
Until this correlation is more precisely understood, the 
ability to control and assess ENM properties should be 
fundamental to any analysis of biological impact, as the 
potential ‘Modes of Interaction’ are complex.

The second major shortcoming in bio-impact assessment 
relates to the inadequacy of current bio-assessment 
platforms and research strategies used for ENM evaluation. 
Alternatives to human exposures come with their 
attendant drawbacks. Monolayer cell cultures lack the 
structural integrity and complexity of an organ-tissue, 
limiting their ability to predict the biological responses 
of a real organism, explant cultures (organ cultures) and 
volunteer organ biopsies are ‘hard to obtain’ and show 
high variability making it difficult to interpret the data. And 
finally, though animal studies are still the ‘gold standard’, 
their use in biological studies has come under scrutiny 
due to several reasons: questionable validity of animal 
models in correlative studies due to marked species 
dissimilarities (for example, rat Vs. pig: Which species more 
closely ‘mimics’ human physiology?), relatively protracted 
experiments, high costs, and, finally, the associated 
ethical issues. A solution is available in the form of in 
vitro reconstructed human tissue equivalents, typically 
referred to as 3-dimensional tissue cultures or organotypic 
raft cultures. These tissue cultures closely represent the 
complexity and structural integrity of an actual organ 
tissue system (much akin to a tissue biopsy sample) and 
correspond anatomically, physiologically and functionally 
far more closely to human biology than animal models.

In this project our primary task was to develop and 
establish the use of an ‘in vitro’ tissue construct to 
accurately assess exposures to ENMs in multiplexed 
fashion (Figure 1). Considering the limited scope of this 
study, we focused on a skin tissue system representing 
the highly relevant dermal exposure route. Assays and 
experimental protocols developed using this ‘organ-tissue’ 
model will be broadly applicable to other organ-tissues of 
choice, including but not limited to lung (inhalation), oral 
(ingestion) and liver (metabolism of toxicants). 

Moreover, we hypothesized that ENMs will impact 
biological systems through 4 ‘Modes of Interaction’: (1) 
Metals toxicity, (2) ENM geometry—size and shape effects, 
(3) ENM surface chemistry effects, and/or (4) ENM redox 
activity dependent. For this study, we focused on only one 
mode of interaction: ENM geometry-dependent effects. 
Here, we will answer two specific questions: (1) Do ENM 
size and shape influence their ability to penetrate a 3-D 
skin tissue? and (2) Do ENM size and shape extremes lead 
to enhanced toxic response?

Figure 1. Properties-dependent assessment of the bioimpact of 
ENMs using a human reconstructed skin tissue.

As our model ENM system, we synthesized semiconductor 
nanomaterials – nanocrystal quantum dots (NQDs) and 
nanowires. These comprise a technologically important 
class of ENM for which the physicochemical properties 
can be precisely controlled using the synthesis and 
characterization capabilities available in our laboratories 
(LANL Center for Integrated Nanotechnologies, CINT). The 
ability to control and knowledgeably characterize the ENM 
of interest is critical to any systematic study of properties-
bioimpact correlations. Not surprisingly, to date, many 
NQD toxicity studies have relied upon commercially 
available materials and largely on a single composition, 
CdSe. Such commercial materials are effectively a “black 
box” to the nanotoxicologist, where NQD composition, 
substructure (e.g., core/shell nature of the NQD), and 
exact surface chemistry are unknown, jeopardizing 
accurate data interpretation. Thus, by judicious choice of 
ENM composition and explicit control over ENM properties, 
we will be able to for the first time understand the specific 
effects of geometry extremes on nano-bio interactions, 
with the 3-D human tissue bio-platform providing a unique 
and highly relevant biological ‘test bed.’
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Scientific Approach and Accomplishments

Establish a 3-D skin-tissue bioassesment platform 
enabling multiplex analyses
A major shortcoming in toxicological assessments relates 
to the inadequacy of current bio-assessment platforms 
and research strategies used for ENM evaluation. Relevant 
high-throughput bio-assessment platforms that accurately 
mimic human responses are now a critical need. The 3-D 
tissue cultures developed in this task correspond more 
stringently to human biology (anatomically, physiologi-
cally and functionally) than animal models and closely 
mimic human responses to environmental insults. In ad-
dition, a unique advantage offered by the tissue model is 
the ability to rapidly screen multiple ENMs simultaneously 
using a multi-well format.  We performed a concurrent 
and replicate analysis of parameters such as penetration 
depth, cytotoxicity and proliferative function. A combina-
tion of fluorescence microscopy and well-established high 
throughput biochemical assays were employed to evaluate 
the responses of quantum dots vs wires. 

Our results indicate that negatively charged NQDs induce 
significant skin tissue damage compared to neutral NQDs. 
In addition, though neutral NQDs can penetrate several cell 
layers they do not appear to cause any structural damage 
to the tissue.  When the skin tissue was exposed to nano 
wires we observed significant tissue damage, more so than 
NQDs. In regards to composition, we observed that nano 
shell (CdSe core-ZnS shell) may be relatively less toxic than 
the nano core (CdSe).  In conclusion, preliminary results 
suggest that shape may potentially determine the severity 
of response observed (Figure 2).

Figure 2. Treatment of human skin tissue with nano quantum 
dots and wires.

Further, we also investigated the response of our skin tis-
sue to functionalized fullerenes. We analyzed the cytotoxic 
and proliferative bioactivity of functionalized fullerenes. 
In the present study, we compared the bioimpact of two 
chemically modified fullerene derivatives, hexa carboxyl 

fullerene adduct (Hexa-C60) and tris carboxyl fullerene 
adduct (tris-C60) to pristine fullerene C60 encapsulated 
with gamma (γ)-cyclodextrin C60 (CD-C60). In these experi-
ments, we noted that pristine C60 and hexa-carboxylated 
C60 induce necrotic cell death in the skin tissue, while tris-
carboxylated C60 is relatively non-cytotoxic (Figure 3A). To 
further determine the effect of fullerenes on cell prolifera-
tion and tissue growth we employed the MTT cell prolif-
eration assay. At the higher dose of 200 µg/ml all three 
fullerenes induced cell proliferation whereas, at the lower 
dose of 100 µg/ml no significant changes were observed 
compared to untreated tissue (Figure 3B).

Figure 3. Cytotoxicity and proliferation in fullerene treated skin 
tissue.

Test bioimpact as a function of ENM geometry and 
composition
For this initial exploratory effort, ENMs were synthesized 
in two stages in an attempt to answer two distinct 
questions: (1) Do nanocrystal quantum dots (NQDs) of 
small size (<10 nm) penetrate skin tissue? and (2) Is there a 
difference in toxic response as a function of ENM size and 
shape?  To evaluate (1), strongly emitting and reasonably 
robust (core)shell (CdSe)2CdS2ZnS NQDs were prepared 
using a successive ionic layer adsorption and reaction 
(SILAR) approach (i.e., 2 monolayers of CdS were grown 
monolayer-by-monolayer onto CdSe NQD cores followed 
by 2 monolayers of ZnS). In general, NQD cores were 
synthesized using colloidal synthesis involving reaction of 
metalorganic precursors at elevated temperatures in the 
presence of coordinating/passivating molecules (a.k.a., 
ligands). These NQDs were subsequently transferred 
into water using a ligand exchange approach whereby 
the original “growth” ligands are replaced by charged 
ligands (in this case negatively charged) that render the 
NQDs water-soluble. The choice of strongly emitting 
NQDs allowed us to use fluorescence to monitor whether 
the NQDs penetrated the tissue. Here, we compared 
charged and uncharged (original ligand layer left intact; 
NQDs dispersed in oleic acid) 7 nm (measured by TEM) 
(CdSe)2CdS2ZnS NQDs. Monitoring fluorescence in the 
media collected below the tissue, we observed that both 
neutral and negatively charged NQDs can penetrate the 
skin tissue model. We found a semi-quantitative result for 
neutral NQDs: i.e., PL intensity for a 1:20 dilution was ~1/2 
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PL for a 1:40 dilution. We observed no significant oxidative 
degradation of the NQDs in resulting from exposure to 
the tissue environment, as no PL blue-shifting was seen. 
Finally, no significant NQD aggregation in media was 
observed, as no PL red-shifting occurred (Figure 4). 

Figure 4. Synthesis and characterization of quantum dots and 
wires

To evaluate (2), we synthesized CdSe NQD cores of two 
sizes (4 and 16 nm), as well as CdSe nanowires (10-15 nm 
in diameter x 1-5 microns in length). Similar to the NQDs, 
the nanowires were synthesized using a solution-based 
approach that yields well-dispersed ENMs comprising 
the semiconductor “core” along with a surface ligand 
layer, but the exact method is particular to NWs, namely, 
it is a solution-liquid-solid (SLS) growth process. The 
NWs were also rendered water-soluble using a ligand-
exchange approach. None of these ENMs were sufficiently 
fluorescent to allow detection by this optical method. TEM 
of tissue slices or the underlying media will be required 
to assess ENM penetration in this regard. Nevertheless, 
critical to question (2), bioresponse data was generated as 
a function of ENM size and shape.

In addition, we synthesized water-soluble 
carboxyfullerenes substituted with a total of 12 and 6 
carboxyl groups, respectively. The carboxyl groups were 
affixed as hexa- and tris-substituted malonic acid adducts, 
and for convenience we refer to the 12-carboxylate species 
as hexa-C60 (C60[C(CO2H)2]6) and the 6-carboxylate 
species as tris-C60 (C60[C(CO2H)2]3). We also prepared 
a cyclodextrin-C60 fullerene complex (referred to as 
CD-C60), which is not a modification of the fullerene 
itself. However, encapsulation by cyclodextrin renders the 
otherwise hydrophobic C60 into a water-soluble fullerene, 
making it a better control particle than native C60.

Results from our studies demonstrate the utility of 
a contemporary 3-dimensional human organ-tissue 
bioassessment platform as a valid alternative to animal 

and human testing. Instead of the conventional particle-
by-particle evaluation, our approach of understanding 
‘properties-dependent’ bioimpact of ENMs will provide for 
a rapid and pertinent analysis of the biological impact of 
ENMs. In addition, our controlled synthesis and extensive 
physicochemical characterization of ENMs enables a 
‘properties-dependent’ correlation of the biological impact 
of ENMs on human health. Synergizing our biological 
and materials expertise, our approach provides guiding 
principles for the design and synthesis of high-function and 
low-bioimpact nanomaterials 

Impact on National Missions
ENMs provide the potential to address such mission-
critical national and global issues as energy security 
and weapons of mass destruction through realized and 
potential applications in energy harvesting, efficient 
lighting, biomedical science, catalysis, and sensor 
technologies. Recently, NSF/EPA invested $25M in setting 
up a center focused on environmental toxicology of 
ENMs. While this represents an unprecedented effort to 
address toxicological issues of ENMs in a more holistic 
manner, it focuses on environmental effects and does not 
address the related—but independent—health effects of 
ENMs. Following suit, funding agencies such as NIH and 
NIOSH, are becoming increasingly concerned about the 
potential health impact of ENMs and have recognized that 
a paradigm shift is required for the reliable assessment 
of ENMs (ICON NanoEHS Research Needs Assessment. 
Toward Nanomaterial Classes. NIH Workshop 1 Report. 
2007). These agencies have further emphasized the as-
yet unmet need to employ more relevant bio-platforms 
coupled with predictive science capabilities. Our larger 
proposed strategy will meet this need by capitalizing on 
the exceptional combination of LANL strengths in particle 
toxicology, nanomaterial chemistry and characterization, 
and high-performance computing. 

During this year, we have actively pursued further 
collaborative efforts with key decision-makers from NIH, 
National Institute of Occupational Safety and Health, 
EPA, UNM and Lovelace Respiratory Research Institute to 
establish LANL as a center for the assessment of the bio-
impact of ENMs. Additional potential for follow-on work 
resides outside the specific area of ENM bioassessment. 
Specifically, members of the team have initiated dialogue 
with interested agencies, such as DTRA and DHS, to seek 
funding to perform feasibility studies using our tissue-
based bioassessment platform for chem-bio threat 
agents and advance the development of in vivo sensor 
technologies. 
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Abstract
Predicting whether an unknown microorganism is a 
human pathogen or not is critical for early medical 
diagnosis and treatment. However, rapid and accurate 
pathogen detection remains a major challenge for 
both public health and national security. The lack of 
sufficient knowledge of the fundamental differential 
factors between pathogens and non-pathogens has 
restrained our pathogen detection and characterization 
capability. Tremendous volumes of biological data 
are being generated, beyond the capabilities of 
existing technologies to analyze effectively. However, 
computational power and information science have 
also been advancing tremendously, providing new and 
powerful algorithms for analyzing this flood of data.

Our research aims to develop a new computational 
method to identify the causal factors embedded in the 
genetic code of bacteria, allowing for rapid and accurate 
pathogen identification. To advance pathogen detection 
science and technology, we combine our knowledge 
of infectious diseases and advanced computational 
machine learning techniques to search for the genetic 
fingerprints of bacterial pathogens. 

Applying the feature selection and classification algo-
rithms that we developed, we approach 95% overall clas-
sification accuracy when separating human pathogens 
from other bacteria by using genome sequence data. Our 
progress towards high accuracy has also resulted a series 
of performance benchmarks that can be used to evaluate 
future improvements in algorithms. While further studies 
are necessary to expand feature space to improve the 
prediction accuracy and to eliminate classification errors 
resulted from sampling bias, this study demonstrated the 
feasibility of applying computational approach to micro-
bial classification. The success of this project will provide 
a computational foundation for the next generation of 
rapid pathogen detection technologies. The resulting 
technology can also aid the classification of other mi-

crobes with differential phenotypic presentations. 

Background and Research Objectives
In 1995, the complete genome sequence of Haemophil-
us influenzae, a bacterium that can cause meningitis and 
pneumonia was published. This was the first ever free-
living organism to have its complete genetic codes fully 
revealed, and it signified a start of new era in microbiol-
ogy. Since that time, close to a thousand bacterial ge-
nomes have been completely sequenced, and nearly two 
thousand are in progress of being completed. Because 
of the tremendous advancement in sequencing technol-
ogy, the number of bacterial genomes being completely 
sequenced is growing rapidly (Figure 1), and this number 
will continue to grow exponentially in the foreseeable 
future. We anticipate that it will soon be possible to 
obtain a complete bacterial genome sequence within 
hours by a highly automated facility, and that sequenc-
ing will become a routine research and clinical labora-
tory practice. Number of Sequenced Bacterial Genomes
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Figure 1. The exponential increase of sequenced bacterial 
genomes. The figure is composed from the data source in the 
National Center for Biotechnology Information (NCBI) public 
database.

Inferring Functional Determinants of Microbe Pathogenicity by Computational 
Pathogen Characterization

H H. Cui
20090485ER



444

Infectious diseases are serious concern for human 
health, agriculture, economy, and national security. Rapid 
and accurate identification and characterization of the 
microorganisms that cause these diseases is essential 
for making timely diagnoses and determining the 
treatment strategies. The tremendous volume of available 
genomic sequence data is presenting new opportunities 
for scientists all over the world to gain fundamental 
understanding of the genetic make-up of microbes and 
their pathogenic mechanisms. Among various pathogen 
markers, nucleotide sequence is an easily accessible entry 
point for detection. Therefore it has been the primary 
interest for many of the detection technology development 
efforts. Traditional pathogen detection involves both 
clinical and research laboratories. It can take weeks or 
months to identify new organisms capable of causing 
disease. Current technologies are still a far cry from the 
Tricorder device of Star Trek fame, but we expect that 
advances in genome sequencing technologies will soon 
(a few years) allow near real-time sequencing of bacteria 
and viruses. The resulting growth of genome sequence 
data has created both unprecedented opportunities and 
critical needs to develop technologies that can effectively 
organize and efficiently analyze these data. Developing a 
computational framework for using genome sequence data 
for pathogen detection and characterization has become a 
critical task.

The objective for this study is to address this challenge, 
explore and discover new computational methods to 
accelerate the pathogen characterization process. We 
intend to combine high performance computing and 
advanced machine learning algorithms to discover 
informative patterns in the bacterial genomes that 
will enable predicting the phenotype of a previously 
unclassified bacterial genome. Human pathogens pose the 
most significant concerns in public health, and therefore, 
we chose to tackle the difficult problem of classifying 
human pathogens vs. other bacterial microorganisms, 
as a study case for the methodology development. The 
identification of a set human pathogen features using a 
highly parallel comparison of complete bacterial genome 
sequences will allow for automated, rapid classification of 
a newly discovered bacterium. 

Scientific Approach and Accomplishments
It is a long-standing challenge in biology to correlate 
genetic features with functional traits. In the early stages 
of the genome sequencing, the primary objective was to 
target the bacteria that cause human or animal diseases. 
In the past decade, the scientific community has realized 
the importance of studying the “near neighbors” (the 
bacteria that are closely related to the pathogens but do 

not pose threats to humans) to increase our understanding 
of the mechanisms of pathogenicity. There is an enormous 
potential for understanding pathogenesis by comparing 
genomes of pathogens and non-pathogens because many 
bacterial species can appear very similar but behave 
differently. With the availability of large numbers of fully 
sequenced microbial genomes, we now have a unique 
opportunity to answer the question of “what makes a 
microbe a pathogen”, by way of identifying the most 
reliable genetic signatures that distinguish a pathogenic 
organism (e.g., E. coli, S. pneumonia) from its non-
pathogenic relatives. We took the following approaches 
towards identifying a small set of well-conserved proteins 
whose patterns of presence and absence together can 
accurately predict bacterial pathogenicity. 

We constructed the sequence similarity scores as the 
building block of a feature vector.  The input data were 
all 585 completed bacterial genome sequences publicly 
available from GenBank at the time when this project 
began. The GenBank is the official national sequence 
repository site. We annotated each genome as either a 
“human pathogen” (e.g., B. anthracis) or “not a human 
pathogen” (e.g., X. fastidiosa) using our expert knowledge. 
This includes literature searches and manual analyses 
of database entries. The BLAST (Basic Local Alignment 
Search Tool) program was used to quantify the degree 
of sequence similarity between every possible pair of 
proteins in all the genomes. Among the 2.2 million protein 
sequences existing in all the bacteria, the all-against-
all sequence comparisons resulted in about 4.8 trillion 
similarity scores. This computation was performed on Los 
Alamos National Laboratory’s high performance computing 
resource, Turquoise Linux Cluster. 

We then analyzed the sequence similarity score using a 
two-stage pathogen feature selection model that we have 
developed. Feature selection is a process to identify most 
informative variables that can be used by a classification 
algorithm to separate two populations, in this study case, 
the human pathogens vs. other bacteria. We expanded the 
feature selection process into a two-stage model to further 
improve the classification accuracy. First, we developed 
the Minimum Entropy Search Algorithm (MESA) to select 
the well-performing 500 features out of 2.2 million all 
possible protein sequences, and second, we applied the 
forward selection method to refine the selection of the 
top- performing final features. 

The MESA algorithm minimizes overall randomness of 
the similarity scores for each protein between human 
pathogens and others. Intuitively, this selection process 
is to find a protein that is well conserved in the human 
pathogens, and with little or no presence in the not-
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human pathogens, and vice versa. Applying the concept 
of “entropy” from physics, we used raw similarity scores 
(between 0 and 1) and sorting algorithms to solve this 
problem. This feature selection method can handle a 
large number of variables, for example, 2.2 million protein 
sequences. It differs from the recently reported work, 
where a few dozen genes used to identify the genetic 
determinants for certain particular microbial behavior 
(e.g., motility) [1]. In addition, our selection algorithm 
minimizes the global, not just local, randomness among 
the similarity scores, and can handle the problem of 
“zero” inputs in the logarithmic function that occur with 
information entropy-based distance measures.

The features selected by MESA are informative but could 
possibly include redundant sequences. The forward 
selection method was therefore designed to down-
select the final features with unique and complementary 
information. A forward selection process applies only 
one variable at a time to separate (or classify) the two 
populations. After each and every one of all the potential 
variables (500 in this study) was tested by the selection, 
the variable that yields the best accurate classification 
accuracy is kept as the “seed” feature. The process will 
then be repeated to select the best two features and so 
on, until the classification accuracy cannot be improved by 
adding more features.  

We didn’t find (and we didn’t expect to find) a single 
protein that presents exclusively in either human 
pathogens or other bacteria. If existed, such an “evil” gene 
could be used to separate the two populations with 100% 
accuracy. Our classification algorithm, or “classifier” in 
short, optimizes the separation between the two groups 
by using multiple selected features. Support Vector 
Machine (SVM) is one of the machine learning techniques 
that has shown its strength in treating large-scale data 
for non-linear separation [2, 3], which can be very useful 
to complex classification, such as pathogens vs. non-
pathogens  (Figure 2). Applying the SVM technique, LANL 
has developed and patented a computer tool that allows 
the machine to identify the common features of computer 
viruses, and apply the selected features to further identify 
those suspicious malicious computer viruses in a reliable 
and optimal way [4, 5]. 

After the features were being selected, we used a 5-fold 
cross-validation strategy to evaluate the feature selection 
algorithm and the classification accuracy. The entire data 
set was divided into two subsets, the training data (~80% 
of the total data) set and the testing set (the remaining 
20%). The training data was used to optimize the classifier 
parameters, and the reported classification accuracy was 
calculated based on the performance of the classifier on 

the testing set. The 80-20 split repeated five times with a 
different mix, and the performance was averaged from on 
the 5-fold validation. 

Human Pathogen 
Not Human Pathogen

Figure 2. Machine learning for finding the pathogen feature 
vector: Machine learning is a powerful technique that identifies 
patterns from large data sets, which may not be possible to find 
by the “eye.” It provides the capabilities to identify the bacterial 
or viral genetic sequence features that are associated with 
pathogenicity. These features can be used to separate human 
pathogens and not-human pathogens in this particular study. 
It uses non-linear approaches, and these features may not 
otherwise be identified by linear separation.

We had initially used the MESA algorithm to only choose 
the features without eliminating those potentially 
overlapping variables. The overall pathogen classification 
accuracy was ~ 86% with the top 50 features. By 
introducing the two-stage feature selection process, we 
have improved the classification accuracy, reaching ~ 95% 
overall accuracy. We compared two different cases of 
the two-stage cross validation. First, the full data set was 
used for the MESA feature selection. After the top 500 
variables were selected, the SVM classifier further selected 
top-performing 50 features from the 500 variables. The 
ROC (Receiver Operating Characteristic) shows the overall 
classification accuracy approaching 95% when the best 
50 features were used (Figure 3). The error bars show the 
standard deviation varies in a narrow range. Secondly, we 
tested the classification under a more stringent condition, 
where the testing data was kept separate from the MESA 
selection process. The two-stage feature selection was 
completed blindly to the testing data. The classification 
accuracy, under this more stringent condition, is about 
93%.   
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Figure 3. SVM classification in the two case studies: In the first 
case, the MESA algorithm selects the top 500 features on the full 
data set, and then the forward selection method is applied to 
select the 50 unique features using SVMs. The ROC curve (blue) 
presents the quantified classification accuracy as a function of 
the number of features. In the second case, the test data was 
kept from the MESA selection. This is a more stringent condition 
that eliminates a potential for biased feature selection. The 
test data is blind to the two-stage feature selection process. 
The resulting performance accuracy is slightly lower than that 
resulted from using full data set (red). With 50 features, both 
methods reach a well-performing 93-95% classification accuracy.

We have also examined pathogen classification with highly 
stringent condition, with only a single representative 
allowed from each bacterial species. The SVM is one of the 
machine learning techniques that has shown its strength 
in treating large-scale data for non-linear separation. We 
have also compared different machine learning algorithms, 
including Fisher’s Linear Discriminant (FLD), phylogenetic 
trees, and the nearest neighbor method. We compared 
all methods using protein features generated by forward 
selection and of non-redundant bacteria. This set of 
bacteria was obtained by selecting a single representative 
from each bacterial species in both the human pathogen 
and not human pathogen categories. If applied correctly, 
this non-redundant set should allow for more accurate 
classification, avoiding bias resulted from replicated 
genome sequences in the test and training sets due to 
sampling bias (medically relevant bacterial species may 
have multiple, minor variants sequenced). 

Using a highly stringent non-redundant set of genomes for 
classification is a harder problem to solve than using the 
complete set of genomes. But this approach may allow us 
to model the classification performance when confronted 
with a truly new genome (i.e., not closely related to any 
previously sequenced genome). As shown in Figure 4, a 
modest improvement (compared to the baseline accuracy 
of always guessing “not a human pathogen”, since this 

category makes up 80% of the input genomes) is obtained 
for the ARB phylogenetic tree classifier. These results 
indicate that not only must the presence or absence of 
particular genes be considered, but also factors such as 
gene expression levels and subtle changes in the amino 
acid sequence of the proteins these genes encode can 
contribute to overall disease phenotype of the pathogen. 
We need to consider the approach to include them in the 
feature space.

Figure 4. A comparison of classification algorithms using a non-
redundant set of bacterial genomes. All features are chosen 
using forward selection. ClustalW and ARB are two different 
algorithms for computing phylogenetic trees from bacterial 
16s sequences. SVM refers to a support vector machine. Fisher-
SVM uses Fisher’s linear discriminant to select a set of features 
(by forward selection) that are then fed to a support vector 
machine for classification. Fisher is Fisher’s linear discriminant. 
Near-neighbor classifies by assigning the classification label (i.e. 
“human pathogen” or “not a human pathogen”) of the closest 
bacteria in the training set (as measured by a distance computed 
in the selected feature space).

This study applies mature statistical and computer 
machine learning techniques to develop rapid and 
accurate computational classification of microorganisms. 
We developed the MESA algorithm, a feature selection 
algorithm, to discover the protein sequence feature set 
that can be used to separate human pathogens from 
other bacterial organisms. To the best of our knowledge, 
this is a first attempt of using machine learning technique 
for pathogen classification utilizing the full bacterial 
genome sequences. The resulting classification accuracy 
is very encouraging. A more comprehensive feature 
space, in theory, will further increase the classification 
accuracy, and will allow for mechanistic understanding of 



447

the pathogenicity. Our study also resulted in a series of 
performance benchmarks that can be used to evaluate 
future improvements in algorithms. We will continue our 
efforts to consider more complex situation and expand 
feature space. When our objective is fully achieved, 
the classification of an unknown microorganism can be 
accomplished within the matter of minutes, automatically 
processed by computer in a highly reliable and optimal 
manner. 

Impact on National Missions
Rapid and accurate identification and characterization 
of an unknown microorganism is a major challenge we 
must address to effectively protect our Nation from 
health and security threats. Our research aims to advance 
the computational approach to identify key informative 
features for understanding the causal factors for 
microbial pathogenicity, to establish a new computational 
framework for next generation sequencing-based biothreat 
detection platforms.  It supports the national health 
security mission. The scientific approach also contributes 
intellectually to the computational biology and infectious 
disease research communities. 

The research is still in its developing stage. However, 
the current results have shown its promising future, as 
well as the areas we need to further invest our efforts 
for improvement. Because of the innovative scientific 
approach, the encouraging outcome, and the potential to 
address a major biodefense challenge, this research has 
been selected to present at various technical and mission 
related conferences and discussions. While additional 
work is necessary to reach our ultimate objective, this 
study demonstrates that automatic classification of 
microbial pathogens is indeed feasible and can be used 
as a foundation for next-generation biothreat detection 
assays. The technology can also be applied to identify 
microorganisms by other specified criteria, such as 
to separate the bacteria that are involved in carbon 
sequestration from other bacteria.
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Abstract
Carbon-based fuels, especially coal, have been an 
inexpensive, stable, and secure source of energy for 
the U.S. for many decades.  However, the emitted CO2 
can lead to climate change that threatens U.S. national 
security and global stability.  A promising approach for 
managing atmospheric carbon is capturing CO2 from 
exhaust streams and other emissions sources and 
sequestering the CO2 in the subsurface, e.g. in depleted 
oil reservoirs and deep saline aquifers. [1]  As long as the 
CO2 remains a separate phase from the native brine, it 
is buoyant and exerts a fluid pressure on the overlying, 
low-permeability cap rock and attempts to escape back 
to the atmosphere and defeat our sequestration efforts.  
However, CO2 is slightly soluble in brine, and the slightly 
denser CO2-saturated brine will sink.  If molecular 
diffusion was the only mixing process, a typical CO2 
plume would remain a separate, buoyant phase for 
tens of thousands years creating long-term risks and 
liabilities.  However, gravity and diffusion-driven 
convection instabilities have been hypothesized that 
would generate enhanced CO2-brine mixing promoting 
dissolution of CO2 into the brine on time scale of a 
hundred years.  These processes have been the explored 
with analytical calculations and numerical simulations 
[2,3,4], but experimental validation of the results is 
lacking.  Direct verification in field experiments is not 
likely due to the long time scales, high cost of industrial-
scale CO2 injection, and poor resolution of seismic 
imaging.  Instead, we have developed an experimental 
technique that will allow us to collect benchmark data to 
validate both the analytical calculations and numerical 
simulations increasing confidence in our ability to 
predict the final fate of sequestered CO2.  Instead of CO2 
and brine, our technique utilizes water and propylene 
glycol which have similar ratio of viscosities and density 
increase upon mixing.  To date, the collection of data 
has been limited due to the experimental challenge of 
bringing the water and propylene glycol into contact 
without disturbing the interface and creating a mixed 

layer comparable in thickness to the diffusion-driven 
mixing at the onset of the gravitational instability.  

Background and Research Objectives
Carbon capture and sequestration has been identified 
as a promising approach for managing atmospheric 
carbon.  In this approach, CO2 is captured from exhaust 
streams and other emissions sources and sequestered 
by pumping it deep below the Earth’s surface, e.g. 
in depleted oil reservoirs and deep saline aquifers 
(1000-3000 m deep). [1]  When injected near the 
bottom of a permeable rock formation, gravity will drive 
the buoyant CO2 upwards through the formation until it 
reaches a relatively impermeable cap rock, where it will 
then spread out in a thin layer.  To gain a sense of scale, 
twenty years of CO2 emissions from a 1-GW coal-fired 
power plant would spread out in a layer that, if it were 3 
km in diameter, would be roughly 35 m thick.  

As long as the CO2 remains in this unstable, non-
equilibrium arrangement, buoyancy will attempt to drive 
it through the cap rock to the surface and back into the 
atmosphere.  As long as the threat persists, the CO2 
sequestration site will have to be monitored.  Molecular 
diffusion ultimately mixes the CO2 and brine, and CO2-
saturated brine is slightly denser than pure brine causing 
it to sink removing the threat.  If the diffusion took place 
only at the relatively flat bottom of the CO2 plume, a 
35-m-thick layer would survive tens of thousands of 
years suggesting prohibitive monitoring costs.  However, 
gravity and diffusion-driven convection instabilities have 
been hypothesized [2,3] that generate enhanced CO2-
brine mixing promoting dissolution of CO2 into the brine 
on time scale of a hundred years.

At the bottom of the plume where CO2 dissolves into 
the underlying brine, a diffusion layer of CO2-rich brine 
forms.  Depending on the conditions of the reservoir 
(i.e. depth and temperature), this layer is one to a few 
percent denser than the underlying brine.  Gravitational 
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forces on the dense layer try to pull it down deeper into 
the reservoir, but conservation of mass would force a 
reservoir-scale circulation that is strongly suppressed 
by the viscosity of the brine and the permeability of the 
reservoir.  Over time the diffusion layer grows thicker 
and the gravitational force builds.  At a critical thickness, 
the diffusive layer becomes unstable and begins to sink 
with a finger-like structure. The onset of the instability 
[2,3] is determined by a competition between three 
physical processes:  1) the downward gravitational pull 
(g) on slightly denser (∆ρ) nascent fingers whose vertical 
thickness is roughly the critical layer thickness (δ);  2) 
the resistance to finger motion due to the permeability 
of the porous medium (K) and the brine’s viscosity (µ); 
and 3) horizontal diffusion (D) that tries to spread the 
fingers out and restore a laterally uniform density.  The 
dimensionless group µD/δKg∆ρ expresses this competition 
also allows us to connect laboratory-scale measurements 
to the kilometer-scale plumes that will be generated by 
industrial-scale CO2 injections.  

Once the instability is generated, gravity pulls the fingers 
of dense CO2-brine mixture further down into the brine 
space drawing off the dense mixture from the diffusion 
layer.  In essence, the fingering instability short circuits 
the one-dimensional diffusion process occurring at the 
CO2-brine interface.  The falling fingers draw the dense 
fluid mixture away from the interface and increase the 
contact area between it and the underlying pure brine 
speeding the dissolution of the dense mixture and the 
brine.  The removal of the dense mixture creates a steeper 
concentration gradient between the CO2 and brine 
increasing the rate of diffusion of the CO2 into the brine.    

These flows involve a class of hydrodynamic problems 
that are notoriously difficult to simulate; the simultaneous 
flow of multiple fluids (CO2 and brine) in inhomogeneous 
porous media (rock or sediment).  Using simplified 
models, this instability has been investigated analytically 
and numerically.  One numerical simulation [2] is shown 
in Figure 1.  However, there has been no experimental 
verification of these important results.  The hope for direct 
experimental confirmation of simulations is dim due to 
the difficulty of obtaining high resolution data from the 
subsurface and the high pressures (~100 bar), long length 
scales (~100 meters), and long time scales (~100 years) 
that are characteristic of these flows.  However, by using 
similitude scaling based on the dimensionless number 
discussed above, flow visualization, and modern image 
processing, we seek to provide crucial measurements of 
these physical processes in a laboratory setting, providing 
data to benchmark simulation techniques and enhance 
their predictive power.  For this initial LDRD Reserve work, 

we study this instability in a two-dimensional analog of a 
homogenous, isotropic porous medium, and our objectives 
are to verify analytical predictions of the onset of the 
instability, i.e. the time it takes for the diffusion layer to 
become unstable after initial fluid-fluid contact and initial 
finger spacing or wavelength.  

Figure 1. Direct numerical simulation of CO2 dissolving into brine 
in a porous medium resulting in a fingering instability.  Adapted 
from Reference [1].

Scientific Approach and Accomplishments
We use a Hele-Shaw flow geometry, i.e. the flow of fluid in 
a narrow gap between two glass plates.  Similar to flow in a 
porous rock, the fluid equations of motion in this geometry 
can be simplified to pressure gradient and gravitational 
driving terms balanced by the viscous flow resistance 
where all inertial effects can be ignored.  The Hele-Shaw 
geometry is an analog of a two-dimensional, homoge-
neous, isotropic porous rock.  In future work, the fluid gap 
can be partially filled with glass beads or other granular 
material to introduce inhomogeneity, and the material can 
oriented to produce preferred directions of flow.  However, 
in this initial work, we will use the simple Hele-Shaw geom-
etry to allow to direct connection to analytical calculations.  

To perform the experiments with CO2 and brine would re-
quire pressures above the critical point of CO2, i.e. above 
7.4 MPa.  Such high pressures would make the experimen-
tal setup cumbersome and direct imaging of the fluid flow 
quite difficult.  Instead, we have discovered a pair of fluids, 
propylene glycol (PPG) and water that imitate the relevant 
behavior of brine and CO2.  Pure PPG has a specific grav-
ity of 1.035, and a fluid configuration with water (specific 
gravity of 1) overlying PPG is initially gravitationally stable.  
After initial contact, the water diffuses into the PPG in-
creasing the mixture specific gravity up to a maximum of 
1.044 for a mixture of 70% PPG and 30% water.  The ap-
proximately 1% increase in density upon mixing is very 
similar to the CO2-water system, however the dimension-
less group µD/δKg∆ρ	controls the onset time and wave-
length. [2,3]  The permeability K of the Hele-Shaw cell is 
proportional to the square of plate spacing b, and by vary-
ing b, we can confirm the dependence of the instability 
onset time and finger spacing/wavelength on the dimen-
sionless number.  

A schematic drawing of the experimental setup is shown 
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in Figure 2.  Pure PPG is injected at the bottom of the 
Hele-Shaw cell partially filling the cell.  Water is added to 
the top half of the cell, and the two fluids begin to mix via 
diffusion.  (It is important that the filling technique not 
inadvertently mix the two fluids significantly compared to 
diffusion.  The diffusion layer at onset is typically only a 
fraction of a millimeter, which has made meeting this crite-
rion quite difficult.  We discuss the filling technique below.)  
The index of refraction n of the mixture varies monotoni-
cally with the concentration of water.  The spatial varia-
tions in n refract the incident collimated light creating an 
image with light and dark regions that are captured every 
second with a digital camera (not shown in Figure 2).  

Figure 2. Schematic drawing of the experimental apparatus.

Figure 3 shows images at three different times for a run 
with plate spacing of 560 microns.  At zero seconds, the 
PPG and water have just been brought into contact and 
the only features visible in the image are residual pertur-
bations left over from merging the PPG and water.  Fifty 
seconds later, the image shows a significant diffusion layer 
(approximately 0.5 mm thick), but no indication of a finger-
ing instability.  The structure in this image has the same 
spatial frequency as at earlier times which we interpret 
to be due to the initial perturbations.  At a later time (110 
seconds after merging), the image clearly shows growth of 
the fingering instability.  To determine the spatial frequen-
cies in the images, we extract curves of constant intensity, 
which trace the outline of the patterns in the image, and 
take the Fourier transform of these curves.  As the instabil-
ity develops, we find that the amplitude at a spatial fre-
quency corresponding to 2.1 mm/finger grows rapidly.  In 
Figure 4, we plot this amplitude as a function of time for 
three different runs in the same cell.  All three runs show 
an onset time of approximately 60 seconds and a wave-
length of 2.1 mm/finger.  Analytical predictions [2] of the 
onset time are in rough agreement with a range from 40 
to 70 seconds with the range due to the uncertainty in the 
density increase of the mixture and in the Hele-Shaw plate 
spacing.  However, predictions of the spatial wavelength 
range from 1.2 to 1.5 mm/finger.  A possible reason for the 
discrepancy is that the details of the concentration profile 
in the diffusion layer are different for the PPG-water sys-
tem because the PPG and water are fully miscible while 
CO2 is only partially miscible in brine.  

Figure 3. Three images showing the water and PPG system just 
after the fluids have merged (t=0 secs), just before the fingering 
instability emerges (t=50 secs), and well after the instability 
onset (t=110 secs).

Figure 4. Time evolution of the Fourier amplitude of the pattern 
in Figure 3 at a spatial wavelength of 2.1 mm/finger for three 
separate experimental runs.

As seen in Figure 3, the initial perturbations due to the fill-
ing and merging of the two fluids can persist and modify 
the experimental results.  We have tried many different 
techniques, and the best found so far (and used in Figure 
3) is to partition the cell into upper and lower portions 
using a water soluble plastic membrane.  The lower cell 
is filled its top edge, the membrane placed on top of the 
cell, the upper cell placed on top of the lower cell and 
aligned with pins, and finally the upper cell filled quickly 
with water.  The membrane keeps any perturbations due 
to the filling from mixing the PPG and water.  After about 
20 seconds, the membrane slightly dissolves into the wa-
ter and weakens to a gel-like consistency.  Finally, surface 
tension causes the weakened membrane to form small 
half spheres of gel on the side of the cell.  The periodicity 
of these spheres is visible in the top two images in Figure 
3.  For the plate spacing in those images (560 microns) the 
effect of this perturbation is not too significant.  However, 
for a smaller spacing of 250 microns, the effect is quite dra-
matic.  The perturbations due to the membrane remnants 
generate pre-instability-onset fingers that persist for a long 
time that cause mixing of the PPG and water that is much 
larger than the one-dimensional diffusion expected before 
onset.  We continue to work to find filling and fluid-fluid 
merging techniques to resolve this issue.  
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Impact on National Missions
Carbon-based fuels form the backbone of the world 
economy and have enabled nearly all of the technological 
innovations of the past 100 years.  The U.S. and other de-
veloped countries have abundant and inexpensive domes-
tic coal reserves that are often viewed a providing a secure 
energy future.  In addition, as developing countries with 
large populations strive to attain higher standards of living, 
their emphasis will be on the utilization of even more of 
these inexpensive and abundant fossil fuels (e.g., China is 
currently completing construction of more than one coal 
plant per week).  These trends create significant challenges 
due to the recognition that the environment cannot sus-
tain the CO2 released from oil, gas, and coal resources and 
that CO2-driven climate change could pose a significant 
threat to U.S. national security. 

For the U.S. and the world to continue to use these inex-
pensive fossil fuel resources while bypassing the implica-
tions, we must develop methods to avoid emitting the 
CO2 to the atmosphere.  A promising approach is to move 
towards a more carbon-neutral economy by capturing and 
sequestering the CO2 in the subsurface, e.g. in depleted 
oil reservoirs and deep saline aquifers where overlying, 
low-permeability cap rocks contain the buoyant CO2. [1] 
However, as long as the CO2 remains buoyant, it remains a 
threat— the fluid pressure will try to drive it back though 
the cap rock and back into the atmosphere defeating our 
sequestration efforts and contributing to climate change.  
The CO2 and brine are predicted to undergo a diffusion-
driven gravitational instability that promotes the dissolu-
tion of the CO2 into the brine. [2,3,4]  The resulting CO2-
rich brine is denser than the pure brine and will sink, re-
sulting in secure CO2 sequestration.  However, predictions 
of the evolution of multi-component fluid flows in geologic 
media are notoriously difficult.  In our work, we seek to 
provide benchmark data to guide the development and 
validate numerical codes that can then be used to predict 
the flow and lifetime of injected CO2 plumes—reducing the 
risks associated with fossil fuel consumption and helping to 
provide a secure energy future.  
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Abstract
Industrial emits greenhouse gases (GHGs) that are 
altering our climate, in particular carbon dioxide (CO2) 
from fossil energy and land use. To protect us from 
growing threats of climate change, the world is poised to 
negotiate a climate treaty in Copenhagen in December 
2009. The verifiability of reported GHG national 
emissions is a critical component that requires technical 
means that LANL is uniquely positioned to develop. We 
have analyzed observations from a ground based high-
resolution solar tracking Fourier Transform Spectrometer 
(FTS) in the Los Angeles area in March 2008 to assess 
the viability of column CO2 measurements for space 
based verification of CO2 emissions. The high-resolution 
FTS solar spectra, when degraded to lower resolutions 
typical of space-borne sensors and analyzed, revealed 
that 1 ppm accuracy in column CO2 with a 380 ppm 
background is feasible under ideal conditions. A new 
retrieval method that uses the ratios of the maximum 
to minimum absorption for few selected CO2 spectral 
lines was found to be less susceptible to interferences 
from aerosols, clouds and surface reflectance variability. 
Column CO2 concentrations over Los Angeles were 
measured to fluctuate by 5-7 ppm/day by the ground 
FTS. There is substantial day-to-day variability in the CO2 
increase due to changing weather patterns. We use the 
Weather Research Forecast model with emissions to 
simulate the CO2 above the Los Angeles. Our simulations 
reproduce the gross features of the observations, 
thus supporting their utility for verification. Our 
research shows that, with further research, space 
based observations can be combined with atmospheric 
model simulations to verify GHG emissions from large 
urbanized areas.

Background and Research Objectives
A promising methodology for verification is the use of 
satellites to monitor GHGs.  Such data are just beginning 
to be gathered by the Japanese Greenhouse gases 

Observing SATellite (GOSAT) satellite launched in January 
2009.  A Fourier Transform spectrometer (FTS) on the 
satellite measures the spectrally resolved backscattered 
sunlight from the earth’s surface after it has traversed 
through the atmospheric column.  These spectra are 
used to fingerprint and quantify the abundance of GHGs 
inluding CO2. However, the resolution of the GOSAT 
Fourier FTS is coarse (0.3 cm-1) and there is potential 
for interferences from other atmospheric constituents 
(water, clouds and aerosols) and the variations in surface 
reflectance. Our project has goals are:

Develop robust retrieval algorithms by analyzing • 
data from a ground based solar tracking Fourier 
Transform Spectrometer (FTS) with utra-high 
spectral resolution (~0.015 cm-1). 

Measure increases in columnar CO• 2 above a large 
urban region like Los Angeles using the FTS and 
develop a methodology to utilize them to verify 
emissions.

Scientific Approach and Accomplishments
The first goal of our project was to determine whether 
accurate and robust retrievals of CO2 from space are 
feasible. To achieve this we acquired high spectral 
resolution solar FTS spectra of the South Bay Basin (Los 
Angeles) from Jet Propulsion Laboratory and Caltech 
with a time resolution of few minutes in March 2008.  
To fit the spectra and retrieve column CO2 we extended 
LANL’s unique spectral chemical fingerprinting code to 
the near infrared region where CO2absorbs sunlight. 
We specifically focused on the CO2 spectral features 
near 1.6 micron, which fits the high resolution (0.015 
cm-1) spectra for a column concentration of 389 ppm 
as shown in Figure 1. The FTS spectra were then 
synthetically degraded in resolution to those relevant 
to satellites (0.3 cm-1) and the fits repeated. The results 
indicate that under ideal conditions the accuracy of 
the retrieved columnar CO2 decreases from about 0.05 
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ppm for the ground FTS to about 0.7 ppm for the coarse 
satellite resolutions.  Next we developed a more robust 
and simpler retrieval method that focuses on the ratio of 
absorbance (max/min) for selected CO2 lines that do not 
have any interference from other species. The fits of these 
lines scales linearly with CO2 and indicate that a sensitivity 
of 0.5 ppm CO2 is achievable if line ratios are measured 
with 0.1% accuracy. We systematically explored the effects 
of potential interferences from aerosols, clouds, water and 
reflectance variations. For example, Figure 2 shows that 
the effects of increasing aerosol depth (AOD) on the CO2 
spectral lines at the coarse spectral resolution. The broad 
aerosol features that appears on the baseline cancel when 
the ratio method is applied, resulting in very small errors in 
CO2 retrievals (0.4 ppm). 

!"#$%"&'()*+(,"-)

./.01)2340)5'#')*$"5-)

Figure 1. Observed (red) and fitted spectra used to fingerprint 
and retrieve column CO2 at high resolution in the 6230 to 6250 
cm-1 region.
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Figure 2. Spectral fitting of the CO2 bands at various Aerosol 
Optical Depths.

The second goal of the project was to assess the viability 
of remote column CO2 observations in verifying reported 
emissions over a large urban area. For this we utilized the 
FTS observations of column CO2 observations made in 
the Los Angeles area in March 2008 [Wunch et al 2009].  
The time dependence of CO2, other greenhouse gases 
and carbon monoxide (CO), a co-emitted pollutant from 
combustion, for a selected week where the emissions were 

primarily from fossil energy sources is shown in Figure 3. 
The profiles are obtained by fitting the FTS spectra taken 
every few minutes and are available during daytime. 
Increases of CO2 of about 5-7 ppm over a background 
of 380 ppm from morning to late afternoon are clearly 
resolved by the FTS. The topography of the Los Angeles 
basin, with mountains on three sides, isolates the air shed 
creating favorable conditions for accumulation of CO2 and 
CO. The increase in CO2 and CO begins early in the morning 
when traffic and industries begin emitting pollutants in 
the shallow boundary layer above the South Bay area. The 
increase continues during the day despite the expansion 
of the boundary layer due to the increase in emissions and 
their accumulation. In the late afternoon, the boundary 
layer grows above the mountains allowing the polluted 
CO2 rich air mass to mix with clean air with lower CO2 
levels northwest of the mountains. The temporal behavior 
of CO2, CH4 and CO is virtually the same due to the same 
dynamical effects on relatively homogenized emissions. 
The variability in the increase results from the variability in 
dynamics, assuming that weekday emissions are relatively 
constant. We also note that on March 27 there is very 
little accumulation of CO2 due to strong Santa Ana winds 
dispersing the emitted CO2 over wide areas of the ocean. 

Figure 3. Increases in CO2, CO, CH4 and N2O observed by the FTS 
at JPL/Caltech during March 24-26 2008.

To use the column CO2 observations to verify emissions 
we need to simulate the atmospheric dynamics over 
the South Bay region accurately. For this we used the 
Weather Research Forecast numerical model that was 
customized for this South Bay region. The model is run in 
a nested grid configuration that covers the entire western 
US at 54 km resolution and zooms into the Los Angeles 
area with 6 km resolution. This framework allows the 
model to capture the large-scale climatology to predict 
the local meteorology.  We constructed a homogenized 
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emissions inventory for CO2 from the statewide CARB 
inventory scaling it with the population of the South Bay 
region, which amounted to 55 tones/hour for each 6 km 
grid point.  The emissions were turned on at 6 am and 
updated every hour in WRF, which then transported them 
into the atmosphere using realistic dynamics. Increases 
in surface CO2 levels above the background (~380ppm) 
simulated by WRF every few hours on March 21 are shown 
in Figure 4. The accumulation and dispersion of the plume 
is evident, with increases in CO2 concentrations of as much 
as 50ppm at the surface. The vertical evolution of CO2 
along a transect in Figure 5 shows CO2 rich plumes rising 
along the mountain. In the late afternoon the boundary 
layer rises above the mountains allowing the mixing with 
cleaner air resulting in a drop in CO2. We also increased 
the emissions by 50 %, which resulted in an increase in 
surface by about 20 ppm (about 50%) indicating a linear 
response. Furthermore, the WRF correctly simulates 
the Santa Ana flows on March 27 2008, with a low 
CO2increases above Los Angeles since the emissions are 
transported to the ocean by the winds. Our WRF model 
simulations reproduce the gross dynamic features of the 
FTS observations. We have performed simulations with 
a new spatio-temporally gridded CO2 emission inventory 
from the VULCAN project. Preliminary results indicate that 
the Vulcan emissions are systematically too low. We are 
analyzing the outputs, which will be presented as special 
session on Greenhouse gas information system at the fall 
meeting of the American Geophysical Union in December 
2009.
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Figure 4. Snapshots of surface CO2 concentration increases 
(above the 380 ppm background) in the Los Angeles area with 
WRF using constructed emissions every few hours. The emissions 
are turned on at 6 am after which the increase is clearly 
observed.

Figure 5. Time evolution of the vertical distribution of CO2 

predicted by the WRF model along a transect that intersects the 
mountains.

Impact on National Missions
Our project has demonstrated that ground based remote 
sensing has the potential to verify urban emissions.  Space 
based instruments like GOSAT will need higher spatial 
and spectral resolution perform verification. NASA’s 
proposed Orbiting Carbon Observatory replacement is a 
step in the right direction.  The science developed in this 
projected has contributed to LANL acquiring its own solar 
FTS (~$500K), which in addition to GHGs will also monitor 
signature pollutant species like NO2 that makes urban 
smog. We will propose to deploy it in the Farmington Four 
Corners power plants region that has the largest NOx and 
CO2 emissions and demonstrate the verification potential 
of remote sensing methods. Our LANL-team has been 
selected to become part of the first GOSAT data application 
team by the Japanese space agency. LANL is leading the 
charge on climate treaty verification R&D by leveraging its 
50-year leadership in nuclear test ban and nonproliferation 
treaty monitoring.
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Abstract
Computer simulations models of river basins can 
provide data to make decisions about water resources. 
This study had two goals. The first goal applied the 
high performance computing capability at Los Alamos 
National Laboratory (LANL) to simulate large river basin 
in a timely manner. The second goal was to use the 
simulation model on a river basin, the Rio Ojo Caliente 
in New Mexico to study the effects of vegetation 
change on the basin’s water resources. The watershed 
model was adapted to the parallel computers at 
LANL improving performance by five times. LANL also 
provided additional computer programs to allow rapid 
mesh building, which is needed for large river basins and 
to plot results. The division of a watershed into streams 
and upland areas was examined for its impact on the 
simulations. Three different approaches to divide the 
watershed were used on a large watershed represented 
by approximately 900,000 nodes. Results showed a 
speed-up of 57 times over the single processor base 
case for one of the partition approaches. All of the 
approaches had increase in speed over the base 
case. The simulation of the Rio Ojo Caliente required 
collecting data to drive the model. These data included 
weather, vegetation, soils, and geology. In the early 
2000’s, pine trees were killed in the lower part of 
the Rio Ojo Caliente basins. We hoped to study the 
impacts of this die-off on the streamflow, groundwater, 
and soil water. The vegetation change was developed 
from satellite data obtained on approximately two-
week intervals. Initial simulations showed that further 
adjustment on watershed model parameters were 
needed for better results. The model parameter that 
distinguishes rain from snow needs to be altered for 
more snow accumulation. This project supports LANL’s 
Energy Security mission focusing on the environmental 
impacts of climate change.

Background and Research Objectives
The use of water resources is an issue many regions 

of the United States. Computer simulation models of 
river basins support decisions and assess impacts on 
water resources. There were two objectives for this 
project. The first objective was to modify and test the 
hydrologic simulation model. The second objective was 
to perform simulations that demonstrate the capabilities 
of this model. There are many other researchers doing 
computer simulations of river basins. The unique 
contribution of LANL is its computer capabilities that 
allow simulations of large river basins. These simulations 
will be faster on the LANL computers too. 

The computer code that was selected is the parallel 
version of the TIN-based Real-Time Integrated Basin 
Simulator (tRIBS) [1]. The parallel tRIBS provides 
continuous hydrologic simulation of surface and 
subsurface processes. The TIN or triangulated irregular 
network uses triangles to represent the hills and valleys 
of a watershed. The TIN allows important landscape 
features to be included and is cost-effective for 
computer applications. 

We were able to adapt the tRIBS code to the LANL 
computers. A big increase in computer speed was shown 
when we used several processors rather than one. 
Further improvement in computer speed was found 
when the basin was divided so that the work on the 
processors was more balanced with the basin geometry.

The river basin for simulation was the Rio Ojo Caliente in 
northern New Mexico. This basin had a large vegetation 
change in the early 2000’s. We wanted to look for 
changes in water due to the vegetation change using 
tRIBS. Initial simulations showed the need for more 
model adjustments. The amount of snow that was 
simulated was less than the amount needed to maintain 
streamflow. The reasons for the low accumulation of 
snow were most likely due to the temperature data used 
in the simulation. 

Simulating Vegetation Impacts on River Basin Water Balance

Everett P. Springer
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Scientific Approach and Accomplishments
Parallel tRIBS provides continuous hydrologic simulation 
using a multiple resolution representation of complex 
terrain based on a TIN using domain decomposition to 
distribute sub-basins of a watershed across multiple 
processors. The stream reach graph based on the channel 
network structure is used to determine each sub-basin 
and its connectivity. Routed streamflow from each sub-
basin forms the major hydrologic data exchange along 
the stream reach graph. Individual sub-basins also share 
subsurface hydrologic fluxes across adjacent boundaries. 
A timesaving capability, known as MeshBuilder, was 
developed to allow the unstructured mesh and stream 
flow network to be created only once, where multiple 
runs are required. Previously, tRIBS had to build the mesh 
for each run. A tRIBSReader Visualizer, which is a plugin 
library to be used with the ParaView visualization package, 
provided model debugging and results presentation. The 
tRIBS code had been shown to run on small and medium-
sized basins [1]. This project has focused on large basin 
model preparation and running, requiring enhancements 
to parallel tRIBS, MeshBuilder, tRIBS visualizer, and the 
basin partitioning capability. Performance and partitioning 
experiments were run using the high-resolution Baron Fork 
basin (~900K nodes).

Computer time for this project was obtained on the 
Institutional Computing Resource, Coyote, per the “Sub-
basin Based Parallel Hydrological Models for Semi-Arid 
Regions – Large Basin Studies” proposal. Two basins, Baron 
Fork and the Rio Ojo Caliente, were studied in this part of 
the project.

Parallel tRIBS, MeshBuilder, and tRIBS Visualizer
Running larger basins and using the digital elevation model 
(DEM) and dynamic vegetation tRIBS capabilities required 
code improvements. Blocking sends and non-blocking 
receives are now used for all communications to eliminate 
deadlock situations. A barrier has been added prior to 
time-consuming DEM data processing to synchronize and 
reduce time across all processors. Resampling of DEM data 
was modified to use node relative indices whether running 
serial or parallel. Rain and weather files are now composed 
of all the hourly files for a year. And dynamic vegetation 
files are read as needed. The restart mechanism has been 
modified to include handling of the position in the dynamic 
vegetation data.

MeshBuilder and the tRIBS Visualizer were used for 
debugging the high-resolution Baron Fork and Rio Ojo 
Caliente files. A “too sparse” distribution of stream nodes 
was identified using the Visualizer when MeshBuilder was 
not able to construct the stream network. In the case of 
Rio Ojo Caliente, a flood plain addition was required.

Performance and Partitioning Experiments
An efficient partitioning balances the computational load 
and minimizes message passing between processors. The 
number of nodes per stream reach contributes to the 
computational load. Connections between reaches in the 
steam network and subsurface flux network contribute 
to the messaging. Four partitionings were compared. The 
default partitioning is just a slicing up of the initial reach 
order creation by tRIBS. Three other partitionings, flow, 
flow-flux, and flow-flux-upstream, were produced using 
the Metis multi-constraint graph partitioning program. 
The flow partitioning balances the number of computer 
nodes (computational load) and stream reach network 
connectivity. The flow-flux partitioning additionally 
considers the subsurface flux connectivity. And the flow-
flux-upstream partitioning also balances the number of 
reaches without upstream reaches.

Baron Fork Basin
The high-resolution Baron Fork basin of Oklahoma is 
composed of approximately 900,000 nodes, 5 million 
edges, and 5707 reaches. The goal was to improve 
performance on a 1-year run with reasonable storm 
activity from November 1997 to December 1998. 
MeshBuilder was run to create the mesh and stream flow 
network. Running on 1 processor for 15 hours produced 
only about 10 days of simulation requiring 92.479 min/
simulated day. This shows that multiple processors are 
required to improve run times. Runs for the different 
sub-basin partitionings were made on 32, 64, 128, and 
256 processors for November 1997 to determine the best 
partitioning and number of processors to be used for the 
1-year run.

The default partitioning appears to be a random 
distribution of reaches across processors as seen in Figure 
1 for 32 processors. The best result is 24.94 min/simulated 
day on 128 processors as seen in Figure 2. This partitioning 
balances the number of reaches across processors, but 
does not balance the number of nodes or computational 
load. Also each processor exchanges subsurface flux with 
all other processors requiring a lot of messaging.
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Figure 1. ParaView visualization of the default partitioning and 
stream flow network for the Baron Fork basin.

Figure 2. Performance for default partitioning over a 30-day run 
on Baron Fork Basin.

Figure 3. Performance for flow, flow-flux, and flow-flux-upstream 
partitionings over a 30-day run on Baron Fork Basin.

Figure 4. ParaView visualization of the flow-flux partitioning and 
stream flow network for the Baron Fork basin.

The flow partitioning produces a more geographic 
distribution of sub-basins based on the flow network. It 
greatly improves run time over the default partitioning. 
While 2.947 min/simulated day on 128 processors is good, 
2.038 min/simulated day on 256 processors is better 
as seen in Figure 3. This partitioning does a good job of 
balancing the nodes across processors and provides the 
best minimization of flow exchanges between processors.

The flow-flux partitioning produces a geographic 
distribution of sub-basins based on the flow and 
subsurface flux networks as seen in Figure 4. It again 
improves run time. The best result is seen on 128 
processors of 2.475 min/simulated day in Figure 3, with 
minimal improvement on 256 processors. This partitioning 
does the best job of balancing the nodes across processors 
and provides the best minimization of subsurface flux 
exchanges between processors.

Reaches without any incoming upstream reaches can 
be processed without waiting in each iteration. This has 
the potential of speeding up the run times even more. 
The flow-flux-upstream partitioning addresses this, but 
produces a more fragmented geographic distribution 
of sub-basins. This fragmentation causes more waiting 
and increased run time. The best run time is 3.628 min/
simulated day on 128 processors as seen in Figure 3. This 
partitioning does a good job of balancing nodes across 
processors, but does not minimize flow and flux exchanges 
as well as other partitionings due to the fragmentation.

The flow-flux partitioning provides the best run time on 
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the least number of processors, while the flow partitioning 
provides the best overall run time. One year runs 
(November 1997 – December 1998) were performed using 
the flow, flow-flux, and flow-flux-upstream partitionings 
on 128 and 256 processors. As seen on the shorter 30-day 
test runs, flow-flux results in the best run time on 128 
processors of 2.186 min/simulated day (Table 1). This is a 
speedup of 42 times over 1 processor with 33% efficiency. 
The flow partitioning produces the best run time on 256 
processors of 1.623 min/simulated day. This is a speedup 
of 57 times over 1 processor with 22% efficiency.

Table 1. Performance on 128 processors for partitionings over 
a 1-year (November 1997-December 1998) run of Baron Fork 
Basin. Note that Flow-Flux (bold) provides the best results.

Rio Ojo Caliente Basin
The same partitioning methodology was applied to low-
resolution and high-resolution versions of the Rio Ojo 
Caliente basin of New Mexico as part of a vegetation 
impacts study. The low-resolution Rio Ojo Caliente basin 
is composed of approximately 100,000 nodes, 600,000 
edges, and 689 reaches. The high-resolution Rio Ojo 
Caliente basin is composed of approximately 665,000 
nodes, 4 million edges, and 2,344 reaches. 100-day runs 
were made with the flow-flux partitioning to determine 
the best number of processors to run on. Low-resolution 
Rio Ojo Caliente runs best on 32 processors while the high-
resolution version runs best on 64.

The low-resolution Rio Ojo Caliente with the flow-flux 
partitioning was used for a vegetation impacts study for 
the period 1995-2004. Up to four years were simulated per 
15 hour run.

Rio Ojo Caliente Simulation
The goal of this task was to simulate the Rio Ojo Caliente 
for the years 1995 – 2004. This period included the 
pine tree die-off that occurred in the early 2000’s. The 
simulation needed the following data, weather, vegetation, 
soils, and geology.

The weather data were obtained from the simulations of 
the southwestern United States [2]. In preparing the data, 
gaps were found, and we requested additional data from 
the authors [2], and they supplied the data. The weather 
data were formatted for tRIBS.

A new feature of tRIBS is the ability to use vegetation 
data that changes over time. The vegetation cover was 
derived from remotely sensed images that were available 
approximately every two weeks. The next step is to relate 
the vegetation to different land cover types, for example 
grasses, forest, woodland. Each vegetation type has certain 
key plants that are used in the simulation. For example, 
the woodland is composed of pine tress, junipers, and 
grasses. The tRIBS parameters for these plant types were 
taken from the literature or derived from data collected at 
the LANL Pinyon-Juniper experimental site [3]. These input 
parameters were constant for the different plant types 
over the simulation. The number of plants within the Rio 
Ojo Caliente watershed changed over the time period.

We were not able to complete the Rio Ojo Caliente 
simulation for the period to show the vegetation change 
impacts on water. The primary reason was that there 
was not enough time for such a project. The lack of time 
affected our ability to address initial conditions effects 
on the simulation. These types of computer codes need 
to be run for a period of time so that the initial values of 
variables do not have a large effect. An example of this is 
shown in Figure 5. The red line in Figure 5 is the simulated 
streamflow. Draining of the soil layers causes the large 
blip at the beginning. Further simulations would adjust 
the amount of water in the soil and the soil properties 
that control the flow of water to bring the flow in better 
agreement with the observed streamflow.

Figure 5. Simulated Rio Ojo Caliente streamflow using parallel 
version of tRIBS (red line) for 1995. The green line is the observed 
streamflow. The precipitation is the blue line, and the amount of 
water in the snow or snow water equivalent (SWE) is the black 
line.

The snow is another factor that needs adjustment based 
on Figure 5. Snow is the major part of the water balance 
in the Rio Ojo Caliente. From Figure 5, it can be seen that 
there was little snow generated for that year. The result 
is that no streamflow was generated at the right time of 
year. The need to adjust the parameters of the snow model 
is necessary based on the results in Figure 5. A sensitive 
parameter is one that causes a large change in output for 
a small change of the input. In the snow model in tRIBS, 
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the temperature that distinguishes between rain and snow 
is a sensitive parameter. Again, the adjustment of that 
temperature is needed to produce a better simulation.

The basis for the simulation for the water resources of 
the Rio Ojo Caliente has been completed. To complete 
the simulation, adjustments to the model parameters and 
properties are needed.

Impact on National Missions
This project supports the LANL mission in energy security 
through understanding the environmental impacts of 
energy use and climate change. The application of LANL’s 
high performance computing capabilities to environmental 
assessments will allow more rapid decisions. This 
project addressed the philosophy of applying models to 
environmental problems.

This project suppored a post-doctoral candidate at LANL.
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Introduction
Numerical simulation models, along with theory and 
experiments, have become fundamental tools for 
understanding complex nonlinear systems. However, 
successful application of complex models is not 
straightforward: many of the parameters and internal 
states in these models require calibration/updating 
before meaningful predictions and uncertainty estimates 
can be made. Global optimization algorithms based 
on evolutionary search are increasingly being used 
for estimating parameters and states in these models. 
Many recent studies have demonstrated that hybrid 
and adaptive methods that extract information from the 
sampling history to continuously update the proposal 
distribution during the search are dramatically more 
efficient than more traditional static methods. However, 
the field of optimization relies on heuristic approaches 
to test for efficiency, rather than more formal theoretical 
approaches. This calls into question the validity of hybrid 
and adaptive search and optimization methods for 
solving high-dimensional state and parameter estimation 
problems. A sound mathematical foundation, combined 
with testing on canonical search problems and real-
world applications, is essential for advancing the field 
of optimization beyond its current state, and for solving 
emerging mission-relevant problems.

In this project, we are: 1) developing formal convergence 
proofs of hybrid and adaptive search methods for 
the solution of nonlinear single and multi-objective 
optimization problems, 2) continuing the development 
of hybrid and genetically adaptive search methods, 
and 3) applying these methods to environmental and 
other modeling problems of strategic importance to the 
Laboratory. This research is enabled by the opportunity 
to collaborate with world-class theoretical and numerical 
analysts and physical scientists at LANL, a large selection 
of mission-relevant models and emerging problems 
to choose from, and the excellent parallel computing 
facilities at LANL.

Benefit to National Security Missions
The methods developed are integral to the advancement 

of the science and development of next-generation 
environmental models in many programs tied to the 
DOE energy security mission, including groundwater 
resource, contaminant transport, oil and gas, nuclear 
waste disposal, and carbon sequestration applications.

Progress
In the past year, we have developed a novel concept 
of genetically adaptive multimethod search that 
significantly enhances the efficiency of single and 
multiobjective evolutionary optimization, and have 
developed the mathematical foundation and numerical 
implementation of a novel Markov Chain Monte Carlo 
algorithm (Differential evolution adaptive Metropolis, or 
DREAM) for computationally efficient posterior inference 
in a Bayesian framework. The algorithmic advances have 
been accepted / published in applied mathematical 
journals, and the usefulness and applicability of these 
methods has been demonstrated by application to 
various sampling and inverse problems in different fields 
of studies. We are currently extending the mathematical 
and numerical advances developed within this project 
to particle filtering approaches for combined parameter 
and state estimation. 

In the area of applications, the project’s advances in 
parameter estimation and uncertainty estimation have 
led to significant contributions in hydrologic modeling 
and hydrologic laboratory and field methods. For 
instance, in one study, we demonstrated that only a very 
limited number of discharge observations is needed 
to appropriately calibrate streamflow forecasting 
models, that data of throughfall contain insufficient 
information to parameterize canopy interception models 
appropriately, that water uptake by plant roots is difficult 
to estimate in the presence of significant uncertainty 
associated with the hydraulic properties of the soil, and 
that most of the uncertainty in streamflow forecasting 
is due to uncertainty with the observed rainfall data. 
The project has also placed LANL at the center of the 
current debate on the most appropriate methods for 
uncertainty estimation in hydrology. Particularly, there is 
strong disagreement whether an uncertainty framework 

Creating a Mathematical Foundation for High-Dimensional Search and 
Optimization Algorithms to Solve Complex Nonlinear Models

Bruce A. Robinson
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should have its roots within a proper statistical (Bayesian) 
context, or whether such a framework should be based on 
a different philosophy and implement informal measures 
and weaker inference to summarize parameter and 
predictive distributions. 

On one study, we compared a formal Bayesian approach 
with a more common, but less formal approach for 
assessing uncertainty in conceptual watershed modeling. 
Our results demonstrated that formal and informal 
Bayesian approaches have more common ground than 
the hydrologic literature and ongoing debate might 
suggest. The main advantage of formal approaches is, 
however, that they attempt to disentangle the effect of 
forcing, parameter and model structural error on total 
predictive uncertainty. This is key to improving hydrologic 
theory and to better understand and predict the flow of 
water through catchments. Another study considered 
application of MCMC simulation to parameter inference in 
the extensively used Sacramento Soil Moisture Accounting 
(SAC-SMA) model, a lumped conceptual watershed 
model that describes the transformation from rainfall into 
basin runoff using six state variable reservoirs. Inputs to 
the model include mean areal precipitation (MAP) and 
potential evapotranspiration (PET) while the outputs are 
estimated evapotranspiration and channel inflow. This 
real-world study poses an interesting challenge for MCMC 
samplers due to the complexity of the model’s response 
surface. We found that that DREAM exhibits superior 
performance in terms of the number of iterations required 
to reach the global optimum. In addition, our algorithm 
achieves a significantly lower root mean squared error 
than its counterpart derived with the state-of-the-art 
SCE-UA algorithm. Thus, the algorithms available to date 
converge prematurely to a sub-optimal region in the 
parameter space, contradicting many published studies 
in the literature that have shown that SCE-UA is a reliable 
and efficient optimizer of nonlinear watershed models. 
These results suggest that DREAM enhances the efficiency 
of MCMC simulation, and simultaneously estimates values 
of the SAC-SMA model parameters that improve the 
reliability of flood forecasts. 

Future Work
The work conducted in numerical simulation models, along 
with theory and experiments, have become fundamental 
tools for the understanding complex nonlinear systems 
and science based decision making. However, the 
usefulness and applicability of numerical system models is 
increasingly being held back by problems with parameter 
and state estimation.  A sound mathematical foundation, 
combined with testing on canonical search problems and 
real-world applications, is essential for advancing the 
field of optimization beyond its current state, and solve 
emerging mission-relevant problems. 

This project is coming to a close early in FY10. The 
project has been extremely productive: the Postdoctoral 

PI has organized 7 topical sessions at various (inter)
national conferences, and has given 10 invited talks and 
seminars. In addition, 31 papers have been published or 
are in press, and 9 others are submitted and in review. 
Accomplishments on this project have set the stage for 
advancements in a number of areas, outlined below. 

Extension of the work to very high dimensional 1. 
problems using dimensionality reduction: Despite 
the exceptional progress made, the very nature of 
high-performance computing model applications 
are that they consist of an extraordinary number of 
degrees of freedom, or unknown parameters that can, 
in principle, be adjusted to optimize the model. This 
situation calls for a new approach to systematically 
reduce the dimensionality of these large-scale 
simulation models. By merging dimensionality 
reduction methods with our new optimization 
algorithms, we anticipate being able to expand the 
applicability of our research to a much broader range 
of models.

Improving computational efficiency: Our MCMC 2. 
method can be improved by incorporating new ideas 
that enable us to reduce the number of Markov chains 
that are initiated, and by modifying the algorithm 
to enhance its performance in high-performance 
computing platforms. 

Applications: Work will continue to apply the methods 3. 
to environmental and other modeling problems of 
strategic importance to the Laboratory. Applications 
of interest to LANL and other scientists include those 
in the fields of climate science, ecology, hydrology 
(vadose zone and aquifer), hydrogeophysics and soil 
physics.

This work is methodological in nature, designed to 
advance the field of optimization, and will allow us to 
solve currently intractable nonlinear parameter and state 
estimation problems. This research is enabled by the 
opportunity to collaborate with world-class theoretical 
and numerical analysts and physical scientists at LANL, a 
large selection of mission-relevant models and emerging 
problems to choose from, and the excellent parallel 
computing facilities at LANL.

Conclusion
This work is answering general, methodological questions 
on the science of optimization and mathematical model 
development. The methods developed in this project are 
being applied to natural systems models to provide insights 
about scientific questions of environmental interest. In 
each of these applications, we are collaborating with LANL 
scientists acquiring large, spatially distributed data sets 
and developing complex computer models of these natural 
systems. Thus, by acting as a catalyst to push the frontiers 
of science in these ongoing projects, we are contributing 
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to the Laboratory’s efforts in energy security and complex 
natural systems.
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Introduction
Seasonal influenza kills 36,000 people each year in the 
U.S. alone. While the current H1N1 pandemic has so 
far been relatively mild, the world faces the threat of a 
severe pandemic from an avian strain known as highly 
pathogenic H5N1. This strain has infected more than 440 
humans to date, with a case fatality rate of 60%. 

One question of importance in an influenza epidemic 
is how best to use antiviral medications, in order to 
minimize the size of an epidemic and the development 
of drug resistance. Combination therapy, which is 
not used for influenza, is a strategy that should be 
considered. This topic has been only partially examined, 
using epidemiological modeling.

Much also needs to be understood about the biology 
of influenza virus infection. The body responds 
immediately upon encountering the virus with an innate 
immune response. The production of a protein, called 
cathelicidin, that forms part of the innate immune 
response is greatly stimulated by vitamin D; cathelicidin 
has been shown to be extremely important in preventing 
tuberculosis infection. Yet no study has examined 
whether there is any effect of vitamin D on influenza 
virus infection.

Another part of the innate immune response involves 
signaling through cell surface receptors called TLRs. 
H5N1 influenza causes severe disease in part by signaling 
through one of these receptors, called TLR4. In response 
to H5N1 infection, production of proteins called serum 
amyloid A (SAA) is increased; SAA is hypothesized to 
signal through TLR4 and thus could enhance TLR4 
signaling in H5N1 infection and worsen disease. In 
addition, it is possible that H5N1 virus particles could 
fragment large molecules called hyaluronic acid 
molecules, which can signal through TLR4, triggering 
severe disease. The role of SAA in highly pathogenic 
influenza infections has not been studied, and no 
influenza virus has been shown to cleave hyaluronic acid.

Little is known about these interactions between 
influenza and the immune system. We propose to 

redress these gaps in knowledge in a quantitative way, 
and then based on experimental findings to develop 
mathematical models to describe each system. The 
experiments for this study will be conducted using lung 
cells in culture infected with contemporary strains of 
human seasonal influenza.

The ultimate goal of this work is to understand how 
influenza subverts the immune response in order to 
generate a successful infection. If these mechanisms 
can be quantitatively elucidated, then new treatments 
might be designed. Further, we may be able to better 
understand why strains such as 1918 flu and highly 
pathogenic H5N1 are so deadly.

Benefit to National Security Missions
This project will support the DOE mission in reducing 
biological threats - influenza is on the list of identified 
threat agents. It will also support the missions of DHS 
and NIH in responding to biological threats.

Progress
This project involves both experimental and theoretical 
components. In order to carry out experiments a variety 
of training requirements have had to be met. All LANL-
wide and work-specific has been completed. 

Experiments are conducted in the lab space of Ahmet 
Zeytun, under an Institutional Biosafety Committee (IBC) 
protocol of Anu Chaudhary and Ahmet Zeytun. This 
required writing a new protocol, which allows new BSL-2 
work with influenza. This protocol has been approved, 
and subsequently, we have also achieved approval of a 
new BSL-2 room for influenza work and an IWD for the 
work as well. 

Initial experiments have been done to set up and 
validate an assay system for an enzymatic activity 
called hyaluronidase activity. Hyaluronidases cut 
hyaluronic acid molecules into smaller fragments, and 
we hypothesize that small fragments of hyaluronic acid 
may be triggering some of the severe symptoms caused 
by highly pathogenic influenza viruses such as highly 

The Role of NS1 in Disrupting Immune Responses During Influenza Infection:    
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pathogenic H5N1. Our goal is to test whether influenza 
viruses themselves possess hyaluronidase activity, i.e., 
whether the virus particles can cut hyaluronic acid 
molecules. In collaboration with Scott Hennelly, PhD, of 
LANL, and Robert Stern, MD, Prof. Emeritus, UCSF, we have 
almost completed the assay validation process. 

On the theoretical side, we have developed an 
epidemiological model of influenza infection, with which 
we can examine the effects of antiviral therapy for both 
prevention and treatment, using any combination of three 
drugs, such as oseltamivir and zanamivir, neuraminidase 
inhibitors, and amantadine, an M2 channel blocker. For 
both amantadine and, increasingly, oseltamivir, antiviral 
resistance has appeared; resistance to zanamivir, which 
is much less commonly used, has yet to develop on a 
significant scale. Thus, there is considerable interest 
in whether combination therapy consisting of both 
amantadine and oseltamivir could still be effective, and 
whether more widespread use of zanamivir could slow 
down the development of resistance to any or all of these 
drugs.  The model allows the emergence of flu strains 
resistant to any of the drugs alone or in combination.  The 
model also follows the spread of resistant virus through 
the population. The surprising result, thus far, is that 
combination therapy, depending on the circumstances, 
may or may not be expected to reduce the size or delay 
the progression of an influenza epidemic. In addition, 
combination therapy may also lead to the rapid emergence 
of strains resistant to any two drugs used for treatment. 
The model has been explored for predictions of which 
combinations of drugs used for prevention and treatment 
will minimize both the numbers of cases and the 
development of drug resistance, over the short and long 
terms. This work should be completed and submitted for 
publication soon.

Future Work
In the experimental component, lung cells in culture will 
be infected with a strain of seasonal influenza, and the 
kinetics of the production and activities of these host and 
influenza molecules will be measured, using techniques 
such as quantitative RT-PCR. In addition, viral proteins will 
be tested for hyaluronidase activity. Based on the data, 
mathematical models will be developed to describe the 
kinetics of vitamin D levels, cathelicidin production, and 
infection, and of SAA production, potentially virus HA 
cleavage activity, and other host cell responses correlated 
with disease severity, at the multicellular level. Fitting the 
models to data will allow estimation of model parameters.

The ultimate goal of this work is to understand how 
influenza subverts the immune response in order to 
generate a successful infection. If these mechanisms can 
be quantitatively elucidated, then new treatments might 
be designed. Further, we may be able to better understand 
why strains such as 1918 flu and H5N1 are so deadly.

Conclusion
Influenza infection has caused tens of millions of deaths. 
There is a chance that bird flu (H5N1) may start a new and 
severe global pandemic, and other strains of influenza, 
such as the present pandemic strain, are also capable 
of causing severe disease. This work will elucidate some 
of the basic mechanisms used by influenza to defeat 
the host immune defenses. If we can better understand 
how influenza proteins interact with host proteins to 
manipulate host cell defenses we may be able to develop 
new drugs that will be able to better protect us against 
influenza infection.
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Introduction
Multiphase flow and reaction in porous media are 
ubiquitous in energy and environmental sciences 
research and pose a formidable challenge. In the present 
scenario of a global concern over energy security and 
environmental issues, the physics of transport and 
reaction encompassing multiple length scales prevalent 
in natural and synthetic porous media is poised to play 
a key role. Two critical research needs of prominent 
national and global importance within the broad 
spectrum of energy and environmental issues include 
sequestration of carbon dioxide (CO2), a greenhouse gas,  
and clean energy harvesting via a sustainable hydrogen 
energy economy. CO2 sequestration involves transport 
and reaction physics in geologic porous media, while 
hydrogen energy involves complex, electrochemical 
reaction coupled multi-physical transport phenomena in 
fuel cells comprising of varied synthetic porous media. 
However, the inherently complex morphology of such 
porous media coupled with multi-physical (physico-
electro-chemical), reactive (chemical/electrochemical) 
transport and interfacial processes catering over 
multiple length scales (nano/micro/meso/macro) makes 
this problem notoriously difficult and consequently 
poses several open questions of fundamental and 
scientific interest. In this project, it is intended to 
develop for the first time a comprehensive pore-scale 
modeling framework involving multiphase (air/water), 
reactive (chemical/electrochemical) transport and 
interfacial processes in the presence of electrical charge 
in the sub-micron and micron length scales in porous 
media. The overriding objective of this project is to 
develop a science-based approach toward fundamental 
understanding of the underlying transport and reaction 
in charged porous media and answer some of long-
standing questions in the broad spectrum of energy 
and environmental research, including subsurface 
contaminant migration, geological CO2 sequestration, 
and fuel cell technology.

Benefit to National Security Missions
This project will support the DOE/NNSA missions in 
Energy Security, Environmental Quality, and the missions 

of the Office of Science by enhancing our understanding 
of underlying multiphase flow and reaction in porous 
media at the pore scale in the presence of charged 
surfaces.

Progress
Partha P. Mukherjee has been instrumental in applying 
the pore-scale modeling formalism in the fields of fuel 
cell research, which involves transport and reaction 
in disparate porous structures. Additionally, he has 
initiated the modeling capabilities of reaction in 
charged porous media to the investigation of novel 
electrode architectures with lithium-Ion chemistry 
in electrochemical energy storage systems, which 
represent a key clean energy research area for powering 
hybrid electric vehicles and portable appliances. Partha 
has been very active in developing project proposals 
involving multi-scale reactive transport phenomena 
with particular emphasis in energy research. He has also 
established a strong research collaboration with MPA-11 
and the Engineering Research Institute within LANL and 
also with the Department of Mechanical Engineering, 
UC Irvine. His research accomplishments in terms of 
peer reviewed journal papers, invited book chapters, 
conference presentations, and proposal development 
are part of his successes.

Future Work
Multiphase flow and reaction in porous media is among 
the most important and challenging problems in energy 
and environmental sciences. Although pore-scale 
interfacial phenomena govern the key processes of fluid 
mobility, chemical transport, adsorption, and reaction, 
spatial heterogeneity at the pore scale is unresolved 
in the continuum reactive transport models involving 
averaging over length scales much larger than typical 
grain sizes. In addition, current continuum models of 
surface complexation reactions ignore a fundamental 
property of physical systems, namely conservation of 
charge. Therefore, to quantitatively investigate the 
effects of pore scale heterogeneity on the emergent 
behavior at the field scale, it is necessary to understand 
multiphase flow, transport, and reaction processes at 

Pore-Scale Modeling of Multiphase Flow and Reaction in Charged Porous Media
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the pore scale.

In this project, we will develop a comprehensive pore-
scale modeling framework for investigating transport 
in the presence of charged mineral surface in porous 
media based on the Lattice Boltzmann (LB) method, a 
powerful numerical tool developed at Los Alamos. Due to 
its kinetic nature, the LB method is particularly suitable 
for applications involving nonequilbrium dynamics and 
complex geometries. Specifically, this project will involve: 
1) the development of an innovative model to account for 
electric double layer effects on transport in single aqueous 
phase, multicomponent systems; and 2) the extension of 
the model to multiphase systems with high density and 
viscosity contrast. The proposed research will be based 
on our existing expertise in both electrochemistry and 
thermal-fluid sciences and experience with the LB method.

Upon accomplishment of the project, a computer code 
on LB simulation of multiphase multi-component reactive 
transport in charged porous media will be developed. 
At least two papers for each task outlined above will 
be published in leading journals. The project will have 
direct implications in a broad spectrum of environmental 
and energy research, including subsurface contaminant 
migration, geological CO2 sequestration, and fuel cell 
technology.

Conclusion
Accounting for electrochemical processes in multiphase 
flow and reaction is critical to understanding colloid 
facilitated transport of radionuclides. This project will 
enable a science-based approach toward fundamental 
understanding of the underlying transport and reaction 
mechanisms for the migration of radionuclides involving 
heterogeneous surface reactions with minerals. A 
computer code subject will be developed to model 
these processes and research results will be published in 
leading journals. This project will have direct implications 
in a broad spectrum of environmental and energy 
research, including subsurface contaminant migration, 
CO2 sequestration in geologic formations, and fuel cell 
technology.
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Introduction
Recent observations show that outlet glaciers and 
ice streams in Greenland and West Antarctica have 
accelerated and thinned dramatically, with atmospheric 
and oceanic warming the likely cause.  Given the 
potential catastrophic impacts of rapid sea level rise, 
it is critical to predict how ice sheets will respond to 
future climate warming.  This is not yet possible because 
fundamental physical processes are not represented 
in ice-sheet models and are only beginning to be 
understood.  The goal of this project is to improve ice 
sheet models by including realistic treatments of 1) 
subglacial hydrology that can evolve in response to 
changes in the overlying ice sheet, and 2) basal sliding in 
regions underlain by deformable subglacial “till.”  These 
processes are crucial for predicting the evolution of ice 
streams and outlet glaciers, which can flow 10 to 100 
times faster than ice that is frozen to the bed.  The new 
process models will be implemented in a state-of-the-art 
ice-sheet model (GLIMMER), the ice-sheet component 
of the Community Climate System Model (CCSM).  This 
model will be used by glaciologists and climate modelers 
worldwide for regional studies and global climate 
projections.  In particular, model results from GLIMMER 
and CCSM will be incorporated in the reports of the 
Intergovernmental Panel for Climate Change (IPCC).  The 
most recent IPCC assessment report specifically noted 
the need for better ice sheet models.

Benefit to National Security Missions
This project supports the DOE mission of the Office of 
Science by enhancing our understanding of physical 
processes that control the response of ice sheets to 
climate change.  The project also supports NASA’s 
mission to understand the changing climate; NASA 
satellite data is being used to develop and validate 
improved models of basal sliding of ice sheets.

Progress
The postdoc Stephen Price has continued his work on 
(1) general development of an ice sheet dynamics model 
and (2) model development specific to his LANL project.

General model development has included the following:

The addition of multiple stable ice-thickness 1. 
evolution solvers (for predicting the change in ice 
sheet geometry over time). These include a scheme 
based on LANL-developed “incremental remapping” 
(IR) and a scheme based on piecewise-parabolic-
matching.

The addition of the ability to simulate regions 2. 
of floating ice (e.g. ice shelves or ice tongues), 
which are fully coupled to land-bound, grounded 
ice. As of September 2009, this scheme has been 
benchmarked against, and compares well with, (1) 
other ice shelf models and (2) observations from the 
Ross Ice Shelf in West Antarctica.

The addition of a freely moving grounding line (the 3. 
point of transition/coupling between grounded 
and floating ice). Work is underway to verify that 
grounding line migration in the model (known to be 
highly susceptible to grid resolution and numerical 
artifacts) is consistent with a series of benchmarking 
experiments, specifically designed to validate 
grounding line behavior in numerical models.

Work to modify the current “higher-order” omentum 4. 
balance solver so that it compiles and runs within 
the GLIMMER/CISM ice sheet model. As of fall 2009, 
the output from this solver has been compared with 
results from another higher-order solver in CISM 
and, for several test cases spanning the end-member 
flow regimes for an ice sheet (internal deformation 
with no sliding versus all sliding with no internal 
deformation), the two solvers compare well with one 
another and against the benchmarks.

Construction of an ice-shelf / ocean coupler, based 5. 
on a widely applied boundary-layer theory, in which 
heat and salt fluxes between the ocean and an 
overlying ice shelf are used to couple the boundary 
conditions for ice shelf and ocean circulation models 
in a consistent manner.

Modeling Fast Basal Sliding of Ice Sheets for Climate and Sea Level Prediction
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Model development specific to the goals of simulating 
regions of fast sliding in ice sheets includes the following:

The addition of a simple iteration to approximate 1. 
glacier sliding over a “plastic bed.” (That is, below 
some yield stress, no sliding occurs, and at the yield 
stress, sliding occurs such that basal shear stress 
remains at the yield stress.)  Initial tests suggest that 
this iteration may be adequate for capturing the large-
scale behavior of Antarctic ice streams.

Work with colleagues at the University of Cambridge 2. 
on incorporating a basal-processes model into the 
code. The basal processes model takes information on 
basal hydrology (e.g., how wet the bed is) and known 
subglacial-interface properties (e.g. is the interface 
bedrock or soft, moldable till) and provides the 
larger model with an estimate for the required yield 
stress (which is implemented as the basal boundary 
condition for the dynamics model).  Ongoing work 
involves updating the basal processes model to allow 
for interaction with an explicit, non-local, subglacial 
hydrology model, and applying the coupled model 
to explore the influence of hydrology and basal 
processes on evolution of the West Antarctic ice sheet. 
Preliminary results were presented at the 2009 West 
Antarctic Ice Sheet (WAIS) meeting and will also be 
presented at the 2009 fall AGU meeting.

Development and application of a straightforward 3. 
and quantifiably robust method for the tuning of 
basal sliding parameters. This is a necessary step in 
obtaining a reasonable initial condition for simulations 
of future ice sheet mass balance. As a proof of 
concept, this tuning procedure has been applied to 
the Greenland ice sheet. The tuned model state will be 
used to initialize perturbation experiments exploring 
the response (e.g., sea level rise) of the Greenland 
ice sheet to environmental forcing over the next 
century. Results from these ongoing experiments were 
presented at the annual Community Climate System 
Model (CCSM) meeting in June 2009, and will be 
presented at the 2009 fall AGU meeting.

Price has presented his work to the Climate, Ocean and 
Sea Ice Modeling (COSIM) group and Group T-3 at LANL. In 
April 2009, he presented results from his work at the DOE 
Climate Change Prediction Program meeting in Bethesda, 
MD.  At the June 2009 CCSM workshop, he presented an 
update on model experiments of the Greenland ice sheet, 
estimating the potential dynamic contribution to sea-
level rise from several key outlet glaciers. In August 2009, 
he was an invited instructor at an international summer 
school on ice sheet modeling (http://websrv.cs.umt.edu/
isis/index.php/Summer_Modeling_School) at Portland 
State University. In September 2009, he was co-author on 
an oral presentation given at the WAIS meeting and was 
an invited participant and speaker at the Univ. of Chicago 

Collaborations in Mathematics and Geosciences Workshop 
on Automatic differentiation and Ice Sheet Modeling. 
During fall 2009 he contributed to two NASA Venture-
Class proposals that, if successful, will provide funding 
for two separate LANL postdocs working on ice sheet 
modeling and partial funding for a LANL scientist (1/6 FTE 
for a duration of five years). In December 2009, he will 
present results from various aspects of his research at the 
fall AGU meeting, where he is the lead author on one oral 
presentation, a co-author on one oral presentation and 
two poster presentations, and a co-chair of the Cryosphere  
session Constraining and Improving Models of Glacier 
Dynamics Using Observations.

Future Work
Ice sheets will likely be primary contributors to 21st 
century sea level rise, but estimates of these contributions 
are poorly constrained because essential physical 
processes that control ice sheet outflow on yearly to 
decadal time scales are missing from predictive ice sheet 
models.  The goal of this project is to develop improved 
models of subglacial hydrology and basal sliding for ice 
sheet and climate studies.  Remaining work includes (1) 
the use of modern-day maps of subglacial properties 
(e.g., basal traction and basal water-layer thickness) to 
define empirical relationships linking sliding parameters 
with the subglacial water system, and (2) testing of 
a subglacial water model in GLIMMER, in which the 
evolution of subglacial water is linked to the evolution of 
sliding parameters.  The improved model will be applied 
to outlet glaciers in Greenland and to ice streams in the 
Amundsen and Ross Sea embayments of West Antarctica 
in order to better understand the cause and future course 
of changes in those regions.  This research will result in 
an ice sheet model with more accurate and realistic basal 
boundary conditions, which are necessary for predicting 
the response of the Greenland and Antarctic ice sheets to 
climate changes.  The model will be incorporated in the 
U.S. Community Climate System Model and will be used by 
glaciologists and climate modelers worldwide for regional 
studies and global climate projections.

Conclusion
The desired outcome of this effort is a next-generation 
ice sheet model that can be used to predict the rate 
of sea level rise associated with the potentially rapid 
retreat of the Greenland and West Antarctic ice sheets.  
As underscored by the recent assessment report of the 
Intergovernmental Panel for Climate Change, current ice 
sheet models are too crude to simulate rapid dynamic 
changes in ice outflow.  Since rapid sea level rise could 
have huge socioeconomic impacts, improved ice sheet 
models are essential for evaluating risks associated with 
climate change.



470

Publications
Catania, G. A., T. A. Neumann, and S. F. Price. 
Characterizing englacial drainage in the ablation zone of 
the Greenland ice sheet. 2008. Journal of Glaciology. 54 
(187): 567.

Dukowicz, J. K., S. F. Price, and W. H. Lipscomb. Consistent 
approximations for ice sheet dynamics from a principle of 
least action. Journal of Glaciology. 

Price, S. F.. From the front. 2009. Nature Geoscience. 2 (1): 
93.



Postdoctoral Research and Development
Continuing Project

Environmental and Biological Sciences

471

Introduction
Nanocrystal quantum dots (NQDs) are nanosized 
(smaller than a millionth of an inch) semiconductor 
crystals that are very efficient emitters of visible light 
by a process of luminescence in which photons are 
absorbed and later re-emitted at a lower energy. 
The color that they emit can be tuned by adjusting 
the size of the dot, due to an effect called quantum-
confinement. Because of these properties, nanocrystals 
are attractive materials for applications such as optical 
amplification and lasing. However, practical applications 
of nanocrystals in lasing are complicated by their low 
stability at high excitation intensities required to obtain 
the optical-gain regime, and fast carrier nonradiative 
losses resulting from multiexciton Auger recombination.

Recently, we have developed a new type of composite 
that comprises a small core of CdSe coated with a very 
thick shell (up to 20 monolayers) of a wider gap material 
such as CdS [1]. The overall size of these composite 
particles is quite large (10 – 20 nm), therefore, they have 
been dubbed “giant” quantum dots (g-NQDs). Compared 
to traditional dots, g-NQDs show greatly increased 
absorption and emission efficiencies, and improved 
stability to the environmental light and chemical agents. 
More surprisingly, g-NQDs inhibit a process common 
to colloidal quantum dots known as “blinking”, where 
dots emit intermittently. Our initial studies also indicate 
that they exhibit reduced rates of Auger recombination, 
a process that greatly hinders the useful output of 
standard NQDs. All of these properties are beneficial for 
photonic applications, especially, in lasing technologies. 
The goal of this project is to evaluate the potential 
of g-NQDs in optical amplification and lasing through 
comprehensive studies of their electronic and optical 
properties conducted in conjunction with microstructural 
characterization and theoretical modeling.

Benefit to National Security Missions
This work can potentially enable novel type of compact, 
tunable lasers, providing thus a contribution to 
several technologically important areas such as optical 
amplification, fiber optics, telecommunication, and 

remote sensing. All of these areas are of significant 
interest to the DOE Office of Basic Energy Sciences.

Progress

Theoretical modeling of g-NQDs
When a NQD absorbs a photon, an electron moves 
across a band gap leaving a hole in the valence band. 
This electron-hole pair is known as an exciton. When the 
electron and hole recombine (the electron returns to the 
lower energy state), a photon is emitted. In core-shell 
NQDs, such as the ones we study here, the materials 
used, the core size and shell thickness will determine the 
electronic structure, and therefore, the optical behavior 
of the quantum dot. In the case of CdSe cores and CdS 
shells, our calculations show that as the shell thickness 
increases, the hole remains bound to the core material 
while the electron leaks into the CdS shell (Figure 1). This 
separation of charge has very important effects such as 
increasing the photoluminescence lifetime (time before 
the exciton recombines and a photon is emitted) and the 
color of the light emitted. Both of these predicted effects 
were observed experimentally.

Figure 1. The probability of finding the hole in the core remains 
constant as the shell thickness is increased (from left to right). 
The electron however leaks into the shell and both charges 
become spatially separated. This makes the electron-hole 
recombination event less likely as the shell thickness increases.

Spectroscopic Studies and Photonic Applications of “Giant” Nanocrystal 
Quantum Dots

Victor I. Klimov
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Experimental measurements of Auger recombination 
rates
As explained before, a photon absorbed by a NQD creates 
a single exciton. If the NQD is illuminated at higher 
intensities (excitation fluence), it may simultaneously 
absorb two or more photons and generate multiple 
excitons. This is known as a multiexcitonic regime and is 
it is necessary to obtain stimulated emission which is the 
basis of optical gain in lasing devices.

In NQDs, multiexcitons have very short lifetimes due to a 
process known as Auger recombination. In this process, 
the energy of one of the excitons is transferred to a hole 
or electron and no photon is emitted (Auger decay is a 
nonradiative process). Although emission of photons 
from the recombination of multiexcitons is still possible, 
the Auger process is much faster and dominates carrier 
dynamics. This effect is clearly observed in Figure 2a. 
The emission intensity falls with time as NQDs relax. As 
the pump intensity (fluence) is increased, the emission 
of multiexcitons can be observed at short times. It can 
be seen their contribution is very short-lived. If the 
same experiment is repeated with g-NQDs (Figure 2b), 
multiexciton emission is observable for much longer times. 
Indeed, multiexcitons live about a hundred times longer 
than in the case of standard NQDs. This means g-NQDs 
are better emitters thanks to the inhibition of the Auger 
recombination process. 

Figure 2. (a) A commercial sample of CdS/ZnS NQDs is 
excited with a very narrow pulse of light (~150 fs) and the 
photoluminescence emission is time-resolved. At high excitation 
intensities the contribution from multiexcitons can be observed 
at very early times. (b) The same experiment on g-NQDs shows 
that multiexcitons contribute to emission for much longer times.

Our demonstration of suppression of Auger recombination 
is a very important milestone in the NQD field since it 
opens many new opportunities for applications of these 
materials in technologies such as lasing and light-emitting 
diodes. 

Experimental characterization of optical gain
Films of g-NQDs were prepared and excited with narrow 
pulses of light. Amplified spontaneous emission (ASE) 
was observed at record-low excitation thresholds when 
compared to results obtained with standard NQDs. ASE is 
a necessary requirement to develop a lasing device and is 

typically identified as an emission line narrows and quickly 
increases in intensity as the pump fluence is increased. 
Although this result is important by itself the most 
impressive observation is that up to three ASE bands were 
observed simultaneously at different emission energies 
at higher pump fluences (Figure 3). This demonstrates 
that g-NQDs posses a very large optical gain bandwidth. 
In fact, such a bandwidth (>500 meV) is the widest among 
condensed matter lasing media.

Figure 3. Emission spectra from a g-NQD film as the pump 
intensity is increased (from left to right).

Future Work
Although we have identified a number of reasons that 
could lead to unusual electronic and optical properties 
of g-NQDs, we still have to pinpoint the main cause for 
a very significant inhibition of Auger recombination. 
Understanding the mechanisms for suppression of Auger 
decay is going to be the main thrust of this project in 
FY2010. To accomplish this goal, we will conduct the 
following experiments: (1) temperature-dependent studies 
of multiexciton recombination to understand the role 
and radiative and nonradiative recombination pathways, 
(2) single-NQD studies in the single- and multiexciton 
regimes to obtain information on electronic spectra not 
obscured by effects of ensemble averaging, and finally (3) 
Raman spectroscopy studies to understand the internal 
composition of the NQD; the latter method will allow us to 
detect the formation of interfacial alloys. 

Conclusion
This research is expected to lead to understanding of 
the electronic structure and carrier relaxation behaviors 
in a recently developed, new type of nanocrystal 
materials, giant NQDs. One specific anticipated 
result is understanding the role of Auger processes in 
recombination of multiexciton states. Since stimulated 
emission from multiexcitons dominates optical-gain 
properties of nanocrystals, this work will help us to 
evaluate the potential of g-NQDs in lasing technologies. 
An expected practical outcome of this project is the 
demonstration of highly efficient, color-tunable lasing 
structures based on these new materials.
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Introduction
Humans during their lifetime encounter many 
pathogenic microorganisms, and the adaptive immune 
system is responsible for clearance of many of the 
encountered pathogens from the host. Clearance of 
intracellular pathogens (such as viruses) is mainly 
achieved by a special type of immune cells, CD8 T 
cells, which are able to kill pathogen-infected cells. 
For several viral infections, the importance of CD8 T 
cells in clearance of the pathogen from the host has 
been clearly established. However, many quantitative 
properties of pathogen dynamics in the host, including 
the possible pathogen clearance by the CD8 T cell 
response, are lacking for most infections of higher 
mammals such as monkeys and humans.  For example, 
there is still a hot debate about whether the limited 
availability of host cells susceptible to infection (target 
cells) or the host’s CD8 T cell response control HIV early 
in infection.  The efficacy at which CD8 T cells clear virus-
infected cells is generally unknown for most infections. 
Without a solid framework for estimating the efficacy 
of T cell responses in vivo, we are not be able to predict 
which qualities of T cells correlate best with protection 
against virus infection. Thus, the main goals of our 
research have been 1) to develop quantitative methods 
for estimation of the in vivo killing efficacy CD8 T cells 
during acute and chronic viral infections; 2) to estimate 
the killing efficacy of HIV-specific CD8 T cells during the 
acute phase of the infection. 

Benefit to National Security Missions
This research will directly and specifically impact LANL/
DOE missions and goals. One of the strategic grand 
challenges of LANL is to understand and harness 
“Complex Biological Systems,” including exploring 
implications for national security and health. This LANL 
objective falls within the framework of DOE’s strategic 
plan’s priority of “Harness the Power of Our Living 
World”. One of the unresolved challenges in immunology 

is how to predict the efficacy of T cell based vaccines. 
Work done in this project addresses this challenge

Progress
We have used data from a set of experiments to 
quantify the killing efficacy of CD8 T cells, specific to 
several epitopes of lymphocytic choriomeningitis virus 
(LCMV) infection [1]. For that virus we have formulated 
a mathematical model that describes recruitment of 
targets from the blood to the spleen and killing of 
targets in the spleen by the virus-specific CD8 T cells 
[2]. The model was fitted to the experimental data and 
estimates of the model parameters were obtained. 
Analysis revealed that killing of target cells in the mouse 
spleen followed the law of mass-action [4].  According 
to this law the death rate of target cells due to T cell 
mediated killing is simply proportional to the total 
number of virus-specific CD8 T cells in the spleen (Figure 
1). This has important implications for the development 
of T cell based vaccines since it suggests that increasing 
the number of memory CD8 T cells by vaccination should 
proportionally increase the rate of killing of virus-
infected cells by the T cells response, and as a result 
lead to a faster clearance of the infection. We have also 
found that memory T cells are less efficient killers in vivo 
than are effector T cells. This suggests that the level of 
memory T cells needed for protection should exceed 
that generated following live infection. Overall, these 
results suggest practical guidelines for calculating the 
level of memory CD8 T cells that will be needed to be 
induced by vaccination to provide sterilizing immunity.

Failure of antibody-based vaccines to prevent infection 
of humans with HIV has shifted the focus of vaccine 
development towards CD8 T cells. Many of the current 
HIV vaccine candidates are aimed at developing large 
numbers of memory CD8 T cells that are thought to 
be able to control virus replication. In particular, CD8 T 
cells have been shown to be important in the control of 

Modeling Control of Viruses by Immune Responses
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Figure 1. The estimated death rate of peptide-pulsed targets due to killing by epitope-specific CD8 T cells is proportional to the 
average percent (panel A) or average number (panel B) of epitope-specific CD8 T cells in the spleen [2]. Estimates are given for targets 
pulsed with NP396, GP276, or GP33 peptides from lymphocytic choriomeningitis virus (LCMV). Filled symbols are for killing by effector 
CD8 T cells, and open symbols are for killing by memory CD8 T cells. Lines show the linear regression for the log-log transformed 
estimates of the death rate and density of CD8 T cells. Slopes for the regressions are not statistically different from one (panel A: 
slope=1.13, p=0.30; panel B: slope=0.98, p=0.80).

Figure 2. Experimentally measured changes in the frequency of escape mutations in the virus population and the prediction of the 
mathematical model fitted to data from patients CH40 (panel A), CH77 (panel B), CH58 (panel C), and SUMA0874 (panel D). There 
is heterogeneity in rates at which virus escapes recognition by the CD8 T cell response in different CTL epitopes. For example, in 
patient CH77 (panel B), there is rapid fixation of mutations in Nef and Env. Escape mutations in Gag (epitope TW10) occur later in the 
infection and occur at a much slower rate. Given that a large TW10-specific CD8 T cell response is detected in this patient, a slow rate 
of escape implies a high fitness cost of the escape mutation [3,4].
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replication of simian immunodeficiency virus (SIV) during 
the chronic stages of the infection [3]. However, it is still 
unknown whether CD8 T cells have any influence on HIV 
during the acute phase of the infection. Many researchers 
have thought that depletion of viral target cells was the 
major reason for the decline of the virus after peak viremia 
was reached. To address this issue, we have analyzed data 
on the dynamics of HIV and the escape of the virus from 
the CD8 T cell response during the acute phase of the 
infection. Viruses can escape T cell responses by mutating 
(i.e., changing) the parts of the virus recognized by T cells. 
We extended our previous mathematical model [5,6], 
which allowed us to estimate the rate at which CD8 T cells 
specific to a single viral epitope kill cells infected with 
HIV (Figure 2), to allow for T cells to recognize multiple 
epitopes. We found that at the peak of viral load, HIV-
specific CD8 T cells, specific to a single viral epitope, 
contribute to 10-40% of the death of infected cells. Since 
virus-infected cells generally express 2-10 epitopes, our 
results suggest that CD8 T cells make a major contribution 
to the control of HIV growth during acute infection, 
forming the basis for the development of T cell based 
vaccines against HIV.

Future Work
Current thoughts are that vaccines will need to induce 
both an antibody and T cell response. The methods 
we have developed for modeling the ability of HIV to 
escape a T cell response will be modified to allow us to 
quantitatively assess for the first time the rate at which HIV 
can escape antibody responses.
Conclusion

Vaccination is one of the most successful medical 
achievements of the last century. Due to our limited 
understanding of the correlates of protection, most 
vaccines have been developed by a trial and error 
approach and we have failed to deliver vaccines for 
important diseases like AIDS or malaria. It is generally 
believed that most of the currently used vaccines provide 
protection by inducing high titers of pathogen-neutralizing 
antibodies [7]. The new vaccines that are currently 
being developed for devastating chronic infections, such 
as human immunodeficiency virus (HIV), are designed 
to stimulate T cell responses. Which properties of T 
cell responses correlate best with protection are not 
yet well understood. Our research has been aimed at 
developing quantitative tools to access the quality of T 
cell responses generated by vaccines or live infections. We 
have developed novel mathematical models to quantify 
the efficacy at which T cells induced after infection with 
viruses kill virus-infected cells. Using these models, we 

have shown that killing of targets by T cells follows the 
law of mass-action, which states that the death rate of 
targets is simply proportional to the magnitude of the T 
cell response. This result forms the basis for a prediction of 
the level of memory T cells needed to provide protection 
following infection with a virus. We have also shown that 
CD8 T cells play an important role in regulating replication 
of HIV during the acute phase of the infection by selecting 
variants that are not recognized by the T cell response. This 
work provides a compelling argument for the development 
of T-cell based vaccines again HIV infection.
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Introduction
Electrokinetic phenomena, such as electrophoresis and 
electroosmosis, were discovered nearly 200 years ago, 
and have had a wide range of applications in many fields 
since then. However, simulation and analysis of these 
phenomena is a great challenge because of the multi-
physics nature of the problem. This problem will be 
further complicated if chemical reactions occur in the 
bulk fluid or at the fluid-solid interface. In this project, 
we will develop a comprehensive numerical framework 
to investigate electrokinetic flow coupled with reactive 
transport in porous media. We will approach this 
problem in three stages by:

Developing an innovative model for coupled 1. 
electrokinetic flow and reactive transport in porous 
media, accounting for multi-physical transport 
processes, including fluid flow, electric potential 
distribution, ion convection and diffusion, as well as 
chemical reaction; 

Performing nano to micro upscaling analysis of these 2. 
multi-physical transport processes; and 

Validating the numerical model through theoretical 3. 
analysis and available experimental data.

The successful accomplishment of the proposed 
research will provide 1) an improved understanding of 
the multi-physical electrokinetic transport phenomena 
coupled with chemical reaction in micro/nanofluidic 
devices, 2) innovative techniques to bridge atomistic 
modeling based on first principals with mesoscale 
modeling based on statistical-analysis, and 3) a better 
understanding of the effect of nanoscale structures on 
the microscale devices.

This research will have direct implications in a 
broad spectrum of research highly relevant to LANL 
missions, including new energy exploitation (fuel 
cells and biofuels), fossil energy prospecting (oil and 
gas), environmental protection (decontamination 
of radionuclides in solids),  biological applications 
(enzymatic analysis, DNA analysis, and proteomics), 

and biomedical applications (clinical pathology and bio-
smoke alarm).

Benefit to National Security Missions
This project will support the DOE/NNSA missions in 
Energy Security, Environmental Quality, and the missions 
of the Office of Science by enhancing our understanding 
of multi-physical (hydro-, thermo-, and electro-dynamic) 
transport processes of electroosmosis in natural porous 
media.

Progress
In the past year, we have been working on developing 
numerical frameworks for simulating electrokinetic 
transport in microfluidic and nanofluidic channels.

A multi-LBM framework to solve the highly coupled 
nonlinear partial differential equations
At the pore scale (from microns to centimeters), the 
Poisson-Boltzmann model can be used to describe 
electrokinetic transports within the electric double layer 
(EDL) for most slow flows. However, when the scale 
goes down to submicrons or even to nanometers, the 
Boltzmann distribution assumption may break down 
due to the overlap of EDLs. The applicability of the 
Poisson-Boltzmann model is not only a fundamental 
problem in physics but also of significant importance for 
engineering applications. To investigate this problem, 
we have introduced a more fundamental model, 
the Poisson-Nernst-Planck model, without any ion 
distribution hypothesis. In this model, the fluid flow, 
electric transport, ion diffusion and convection, chemical 
regulation and energy transports are highly coupled 
together. This model brings big challenges to numerical 
solutions, especially at micro- and nanoscales and for 
complex geometries. We have developed a coupled 
LBM framework to solve the problem. The governing 
equation for each transport process is solved by a LBM 
and the entire process is simulated through an iteration 
procedure. After validation, this method is used to study 
the applicability of the Poisson-Boltzmann model for 
electrokinetic flows in microchannels. We have not only 
clarified some ambiguities in the applicability of the 

Multi-scale Analysis of Multi-physical Transport Processes of Electroosmosis in 
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Poisson-Boltzmann model, but also for the first time, have 
revealed some interesting phenomena in electrokinetic 
transport in microchannels. A paper on this work will 
appear in the Journal of Computational Physics.

Electrokinetic transport in rough microchannels
Since almost all solid surfaces have certain degree of 
roughness, either incurred during fabrication process or 
due to the adsorption/adhesion of other species such as 
macromolecules, it is imperative to better analyze and 
model electrokinetic transport in rough microchannels. 
However, there does not exist an effective way to do so 
because of the complexity of the problem, especially when 
the surface roughness is random. We have developed a 
numerical framework to model electrokinetic transport 
in microchannels with random roughness. The three-
dimensional microstructure of the rough channel is 
generated by a random generation-growth method based 
on statistical macroscopic parameters and a highly efficient 
lattice Poisson-Boltzmann method in complex geometries 
solves the governing equations for the electrokinetic 
transport. The effects from the geometric characteristics of 
roughness on the electrokinetic transport in microchannels 
are modeled and analyzed. This work has been published 
on Analytical Chemistry in April, 2009.

Electrokinetic Transport in Nanofluidic Channels
Nanofluidics is an emerging field of interest because of 
its potential applications in controlling and manipulating 
fluids and inclusions (particles and ions) exquisitely, and in 
biochemomedical analysis and energy conversion systems. 
We have performed theoretical and numerical modeling 
of ionic distribution and transport in silica nanochannels 
based on a new counter-ion enrichment model. Our 
results have revealed some very interesting phenomena in 
electrokinetic transport in nanofluidic channels for the first 
time. This work has been submitted to Langmuir.

Optimization of electrochemicomechanical energy 
conversion in nanofluidic channels
When an electrolyte solution flows in a channel, the 
channel wall surfaces will be charged because of the 
physical and chemical interactions between ions and 
surfaces. A pressure-driven flow through a narrow 
channel therefore carries a net electrical charge with it, 
inducing both a current and a potential. These so-called 
streaming currents and streaming potentials can drive 
an external load and therefore represent a means of 
converting hydrostatic energy into electrical power. Such 
an electrokinetic effect in energy conversion devices has 
received much attention in the context of microfluidic 
and nanofluidic devices because of its potential attractive 
conversion efficiency and clean process of power 
generation. Physical modeling of electrokinetic energy 
conversion is needed to guide the design and optimization 
of these properties. Our work in this area is focusing on 1) 
analyzing the multiphysicochemical transport mechanisms 
in the microfludic and nanofluidic energy conversion using 

theoretical and numerical tools; 2) predicting the energy 
conversion efficiency and identify the key factors that limit 
the efficiency; 3) proposing new design and optimization 
schemes to improve the energy conversion efficiency. This 
work is to be submitted to the Journal of Power Sources.

Future Work
Electroosmosis is the motion of polar liquid through a 
porous material or a biological membrane under the 
influence of an applied electric field. Since its discovery, 
this phenomenon has had a wide range of applications 
in many fields. Therefore, a better understanding of 
multi-physical (hydro-, thermo-, and electro-dynamic) 
transport processes of electroosmosis in porous media is 
critical to a wide range of fields. However, this problem is 
notoriously difficult and none of the existing (macroscopic, 
mesoscopic, or microscopic) methods can individually 
solve this multi-scale multi-physical transport phenomena 
accurately with present-day computers. Therefore it is 
critical to develop multi-scale modeling and analysis 
tools to capture the effects of microscale geometry on 
the macroscale multi-physical transport processes of 
electroosmosis in porous media.

This project will involve 1) developing innovative models 
for reproducing the multi-scale random microstructures 
of porous media through new numerical models to 
reflect the macroscale statistical information obtained 
from measurements; 2) performing micro->meso->macro 
upscaling analysis of multi-physical transport processes 
of electroosmosis in the porous structures, including 
fluid flow, electric potential distribution, ion convection 
and diffusion; and 3) developing a novel hybrid model 
to integrate the models for different scales so that 
the important information at the small scale can be 
captured without resolving the small scale in the entire 
computational domain.

The successful accomplishment of the proposed research 
will provide 1) an improved understanding of multi-
physical transport phenomena of electroosmosis through 
multi-scale structures of porous media, and 2) innovative 
techniques to bridge atomistic modeling with mesoscale 
modeling based on statistical-analysis and continuum 
modeling. This approach will have direct implications in 
a broad spectrum of energy and environmental research, 
including new energy exploitation (fuel cells and biofuels), 
fossil energy prospecting (oil and gas), environmental 
protection (decontamination of radionuclides in solids), 
biomedical engineering applications, and novel materials 
design.

Conclusion
This project will enable a science-based understanding 
of  electroosmosis, a phenomenon discovered 200 years 
ago, and having had a wide range of applications in many 
fields since then. However, a better understanding of 
it is still lacking. In this project, an advanced numerical 
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method will be developed and research results will be 
published in leading journals. This approach will have 
direct applications in a broad spectrum of energy and 
environmental research, including new energy exploitation 
(fuel cells and biofuels), fossil energy prospecting (oil 
and gas), environmental protection (decontamination 
of radionuclides in solids), biomedical engineering 
applications, and novel materials design.
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Introduction
This project aims to determine how arctic river channel 
processes will be impacted by climate change and 
permafrost melting of floodplain sediments, and how 
changes in the rate of arctic floodplain erosion and 
sedimentation will enhance or reduce CO2 and methane 
fluxes into the atmosphere as permafrost melts.  Rapid 
scour8hg of unfrozen arctic floodplains could release 
large amounts of nutrients into the pacific and arctic 
oceans, dramatically changing the global ocean oxygen 
levels and biogeochemistry. Freshwater inputs to these 
oceans will also be altered.

Benefit to National Security Missions
The DOE office of Science Climate Change program seeks 
to provide fundamental understanding of the processes 
driving global carbon budgets.  This project directly 
impacts a core program of the DOE Office of Science. 
In addition, outcomes from this project can be used to 
assess transportation infrastructure vulnerabilities in the 
arctic, will result in new tools for feature extraction from 
remote sensing data sets, and new models for planetary 
hydrology.

Progress
In 2009 the research has had two primary focuses: 1) 
the detection of changes in river position over time 
using remotely sensed data, and 2) the development/
adaptation of a numerical model to quantify the 
influence of groundwater and surface water interactions 
on the thawing of permafrost. The remote sensing 
analysis has relied heavily on the application of LANL’s 
GeniePro software to extract river channel locations 
from remote sensing data collected over several 
decades. Changes in channel location between image 
time periods has been perform and both the total 
change and the rates of change have been analyzed 
in detail for one primary study area (the Yukon River 
in central Alaska) and preliminary analysis of other 
arctic rivers has begun. Although this work has relied 
principally on the use of remote sensing datasets it also 
included a field reconnaissance in Alaska in June and July 
of 2009. The primary study area for the remote sensing 

and the location of the field reconnaissance has been 
the Yukon Flats portion of the Yukon River. Additional 
study areas include: the lower Yukon River, the McKenzie 
River in Canada, the Kolyma, Lena and Indigirka Rivers in 
Siberia. Results from this work have been presented at 
the CCSM Polar Climate and Land Model working group 
meetings; European Geosciences Union, and the Arctic 
Watershed Evolution Workshop at the International 
Arctic Research Center at the University of Alaska, 
Fairbanks.  A manuscript is currently under preparation 
focusing on the Yukon River work and the work will be 
presented in a talk at the Fall meeting of the AGU. 

On the modeling front, the primary effort has been on 
the adaptation and testing the Bryan Travis’ MAGHNUM 
code to permafrost settings. Initial runs indicate that 
incorporation of groundwater flow into predictions of 
arctic lake thawing accelerates the rate of thawing by 
an order of magnitude compared to purely conductive 
heat transport. Ongoing model development includes 
incorporation of topography and predicting thermal 
erosion of river banks.

Based on our research efforts in this past year, we have 
submitted three proposals for funding to expand the 
scope of research to larger Arctic hydrological responses 
to climate change. This work has involved both internal 
(Bryan Travis, EES-16, Steven Brumby, ISR-2, and Paul 
Pope, ISR-2) and external collaborations (US Fish and 
Wildlife Service Fairbanks, AK and the International 
Arctic Research Center, UAF).

Future Work

Scientific Issue
In many river systems flowing through permafrost much 
of the bank stability is derived in part from frozen banks. 
As permafrost warms and the upper few meters of 
arctic floodplains begin to thaw, bank erosion rates are 
likely to increase significantly, resulting in more rapid 
channel migration rates and altering river morphologies. 
Increased river mobility will erode and mobilize carbon 
presently trapped in floodplains and potentially 
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accelerate the thawing of deeper permafrost below the 
active river channels. In addition, changes in permafrost 
will drive changes in fluxes of water to rivers, changing the 
timing and magnitude of fresh water fluxes to cold oceans.

Future work includes
Perform hydrograph analysis on Yukon River Basin to 1. 
quantify change in timing and amount of water inputs 
into the river system due to changes in permafrost. 
Run subsurface permafrost flow and heat transport 2. 
model to predict changes in river hydrographs 
expected from permafrost thawing.
Apply SDSU HRR river runoff and routing model to a 3. 
large basin with permafrost thawing algorithm and 
predict flood volume and timing and river mobility for 
large basin.

Conclusion
This project will result in new models that will enable 
predictions of the rate of CO2 release from arctic regions 
due to geomorphic processes that are set in motion by 
increased arctic temperatures. It will also result in models 
to predict the fluxes of nutrients into oceans in arctic 
regions. These models will help us to better understand 
the complex interrelationship between the many 
components that impact our global climate.
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Introduction
Understanding the structure of proteins and how they 
work is central to designing new drugs.  Most modern-
day medicines are small organic molecules that block 
the activity of a specific enzyme that is essential for the 
infectious agent’s proliferation. These medicines bind to 
a site in the enzyme that blocks the molecule involved in 
the infectious process from binding, or that prevents the 
reaction from proceeding. X-ray crystallography provides 
information on structure for drug design but less on 
the reaction mechanism. Most mechanisms involve 
the transfer of hydrogen (H), but mobile H atoms are 
invisible to X-rays. Neutrons can be used to determine 
the location and movement of H during a reaction.  I 
propose to develop neutron crystallography techniques 
to derive the mechanisms of the enzyme D-xylose 
isomerase (XI) and apply those techniques to determine 
the mechanism and design more effective drugs for 
HIV-1 protease PR. I expect to established strategies 
for using this information in drug design. Modern-day 
drug design relies on a collection of different tools 
and the impact of generating a new tool and new 
ideas for structure-assisted drug design efforts would 
undoubtedly by great.

Benefit to National Security Missions
The enzymes involved in this project are important for 
bioenergy and energy security. Rational drug design 
is important for biothreat reduction. Understanding 
enzyme mechanism is an important fundamental science 
mission.

Progress
The first major goal of determining the catalytic 
mechanism of XI has been achieved with the help of 
determining five neutron structures of XI representing 
stages along the enzyme’s catalyzed reaction and a 
number of X-ray structures [1,2].  The following neutron 
structures were obtained:

 apo-XI containing no metal cations or a substrate; 
XI complexed with two Co2+ co-factors; XI complexed 
with two Ni2+ co-factors and cyclic deuterated glucose; 

XI complexed with two Cd2+ co-factors and linear 
deuterated glucose; XI complexed with two Mg2+ co-
factors and linear deuterated xylulose product.

A series of X-ray crystallographic data sets have been 
collected from crystals grown in both D2O and H2O, and 
the putative movement of H during the reaction has 
been mapped out.  The X-ray and neutron structures 
have been solved, and a new reaction mechanism 
has been proposed.  Because such a large number 
of neutron data sets were required we had to collect 
data not only at the PCS at LANL, but also at the ILL 
in France.  A crystallization robot and the deuteration 
laboratory in B division were used to optimize crystal 
size for neutron crystallography.  The X-ray data sets 
were collected through collaborations with Toledo 
University.  A paper describing the results has been 
submitted to journal Structure and Andrey Kovalevsky 
has presented his results at the Annual Meeting of the 
American Crystallographic Association held in Toronto 
in July, 2009, and at the International Conference on 
Neutrons in Biology in Santa Fe in October 2009.  For the 
first time neutron protein crystallography has been used 
to look at the stages of an enzyme-catalyzed reaction 
with the ability of directly determining the positions of 
H atoms.  We expect that the results of this work will 
be seen as highly significant.  XI is an important enzyme 
for increasing the efficiency of xylose conversion to 
biofuels and we expect to use our results for improving 
its performance through protein engineering efforts.  
We have also started quantum chemical calculations 
to provide theoretical evidence for the proposed 
mechanism.  Slower but constant progress has been 
made toward our second goal of determining the 
positions of H atoms in the active site of PR.  We have 
deuterated PR and obtained initial crystals.  Our focus for 
the remainder of this project will now turn to obtaining 
large enough crystals of PR for neutron studies.  We fully 
anticipate achieving this over the next year.

Future Work
XI catalyzes a reversible conversion of aldo-sugars 
D-xylose or D-glucose to the keto-sugars D-xylulose 
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and D-fructose, respectively, by using two divalent metal 
co-factors, such as Mg2+, Mn2+ or Co2+.  The reaction 
proceeds through several H transfer stages that we already 
mapped by using neutron structures.  I plan to build on my 
current results and to obtain evidence for the proposed 
mechanism by performing site-directed mutagenesis in the 
XI active site, utilizing quantum chemical calculations, and 
determining X-ray and neutron structures of XI in complex 
with inhibitors, such as D-sorbitol which is a derivative of 
D-glucose.  A key strategy in making XI a better protein 
for biofuels production is making mutant libraries and 
choosing a mutant with altered substrate selectivity, non-
sensitivity to changes in ambient solution acidity and faster 
turn-over rate.  The positions of H atoms in the active site 
of PR are believed to be crucial for its mechanism and drug 
binding.  My goal is to exploit the strategies developed 
above to deuterate PR, obtain crystals and determine 
neutron structures for a) ligand-free (native) PR; b) PR 
complexed with an engineered substrate that could be 
trapped as a reaction intermediate; c) PR complexed with 
clinical drugs.  I already have considerable experience with 
PR and drug design. I will express, purify and crystallize 
wild-type and mutant enzyme in the native and substrate- 
or inhibitor-complexed forms, collect neutron diffraction 
data at PCS, refine and analyze structures. I will then 
develop a strategy for exploiting this new information on 
mechanism and H location in drug design. 

Conclusion
I have obtained detailed information on the mechanism 
of XI and expect to do the same for PR within the next 
year – a leap forward in our understanding of how 
enzymes work on the molecular level.  I also expect to 
established strategies for using this information in drug 
design.  Contemporary drug design relies on a collection of 
different tools and the impact of generating a new tool and 
new ideas for structure-assisted drug design efforts would 
undoubtedly be great. 
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Introduction
The proposal originally submitted by Dr. Koglin to apply 
for a Director’s postdoctoral fellowship at the Los Alamos 
National Laboratory describes the synthesis of specifically 
13C isotopic enriched, selectively perdeuterated amino 
acids and metabolic amino acid precursors for in vitro 
transcription/translation (cell-free protein biosynthesis) 
and bacterial overexpression of selectively labeled 
proteins. His research interests are mainly focused on 
development of biophysical methods to investigate 
structures of biological molecules and dynamic 
interaction events in the molecular communication 
between these molecules this will allow studies of highly 
complex systems. Examples of these complex biological 
systems are (1) proteins involved in the biosynthesis of 
natural products, so called secondary metabolites like 
non-ribosomal peptide bond-forming condensation 
domains (C-domains), proteins that are essential for the 
biosynthesis of antibiotics (erythromycin, vancomycin, 
daptomycin and penicillin), fungal and bacterial toxins and 
virulence factors (aflatoxin, vibriobactin, enterobactin, 
mycolic acid in M. tuberculosis), chemotherapeutics, 
antiviral and antifungal compounds in Non-ribosomal 
Peptide Synthetases (NRPSs; Figure 1); (2) membrane 
proteins responsible for the export of these secondary 
metabolites, that show a very high peptide sequence 
homology to proteins responsible for the import of 
carbohydrates, but with inversed transport direction 
and (3) G-protein coupled receptors (GPCRs), membrane 
proteins responsible for signal transduction in mammalian 
cells and their malfunction plays a major role in diabetes 
type II, Alzheimer disease and Multiple Sclerosis. The 
challenge for studying protein structures, their complexes 
and the structural dynamic of these proteins by Nuclear 
Magnetic Resonance (NMR) spectroscopy is the protein 
size-dependent relaxation behavior of the NMR signal. 
With an increasing size of the proteins, not only the signal 
overlap increases, also the signal intensity and the line-
width of a signal decrease. To solve or at least reduce 
this problem, other relaxation effects, like the exchange 
with NMR active nuclei of the solvent, can be prevented 
by perdeuteration. The number of NMR signals can be 
reduced by amino acid type specific perdeuteration 

and 13C-depletion or vice versa the specific 13C and 1H 
enrichment of a limited number of spins systems in an 
otherwise fully perdeuterated and 13C depleted protein.

Figure 1. Natural Product Biosynthetic Clusters

Dr. Koglin has solved in collaboration with Prof. Gerhard 
Wagner and Prof. Christopher T Walsh of Harvard 
University, the Francis Bitter Magnet Lab of Harvard and 
MIT and the European excellence center for High-field NMR 
spectroscopy at Goethe University, Frankfurt, Germany 
the largest single solution protein structure of a protein 
essential for the maturation of a virulent iron chelator by 
NMR spectroscopy using advanced NMR technologies he 
helped to develop.  This record achievement has held for 
several years and resulted in publications demonstrating 
slow-motion two-state dynamic of proteins essential for 
their biosynthetic function and showing the capabilities 
of in vitro translation/transcription for cell-free protein 
biosynthesis of very large and toxic proteins in sufficient 
amounts for structural studies.  Dr. Koglin is applying novel 
methods in structural biology by combining selectively 
stable isotopes enriched proteins and new pulse sequences 
and strategies in NMR spectroscopy at LANL to further 
push the current technology to enable larger biological 
macromolecular assemblies to surrender their structures 
and the significance of their structural dynamic to his new 
methods. The successful result of this project will be used, 
in collaboration with Harvard Medical School, to play a 
key role in a center for membrane proteins, structure and 
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function funded by NIH.

Benefit to National Security Missions
This project will support the DOE mission in biology by 
enhancing our understanding of how cellular processes work 
in general, how the formation of large protein assemblies is 
initiated, how the substrate-protein recognition is affecting 
the basic structural dynamic of proteins, and in tandem to 
form and manipulate the biosynthesis of natural products 
with high biomedical value.

Progress
Dr. Koglin has been here just over six months and has 
made good progress toward completing phase one.  Phase 
one involves the chemical synthesis of selectively stable 
isotope enriched amino acids.  There are four amino acids 
constructed so far.  Dr. Koglin has completed three of the four. 
The remaining amino acid involves the use of a commercially 
available starting substance which is expensive.  The standard 
chemical routines to convert available and prior synthesized 
starting material to amino acids were developed on the 
other three amino acids.  With support of his mentor L.A. 
‘Pete’ Silks new synthetic routines have been developed to 
increase the yield of the fourth amino acid. He incorporated 
already the synthesized amino acids into a relatively large 
didomainal protein. He validated the incorporation of the 
amino acids into the protein for future work and used those 
specific labels to develop and adapt new pulse programs 
and resonance assignment strategies for very large proteins. 
The development of new pulse sequences and assignment 
strategies is in collaboration with Dr. Dominique Frueh and 
Prof. Gerhard Wagner at Harvard Medical School. The novel 
NMR resonance assignment strategies and pulse sequences 
are specifically adopted for very large and membrane 
proteins with selectively labeled amino acids. Dr. Koglin 
could already proof his concept and advances studying the 
structure and structural dynamic of very large proteins and 
protein complexes with selectively stable isotope enriched 
amino acids and new NMR methods. This new concept 
developed by collaboration with Dominique Frueh, Gerhard 
Wagner and L.A. ‘Pete’ Silks opens new avenues for size 
limitation for 3-dimensional protein structure and structural 
dynamic determination by NMR spectroscopy. This work is 
already published in two manuscripts in the peer-review 
journals JBNMR (Journal of biomolecular NMR) and JACS 
(Journal of the American Chemical Society) (Figure 2). The 
approximate time usually spent to record necessary data 
and to assign all significant backbone resonances of a 35 
kDa is around four months. Applying the newly developed 
technique the entire backbone of this protein could be 
assigned in less than one week. This enabled us to finish 
the work and prepare a planned back-to-back publication 
describing the selectivity substrate recognition and protein-
protein interactions in non-ribosomal peptide synthetases. 
It further allows us to pursue the structure elucidation of 
an enzymatic active protein complex of 74 kDa, a functional 
condensation domain (C domain) of an NRPS system with 

its two adjacent carrier proteins (T domain). Dr. Koglin was 
further able to clone all three permeases in expression 
systems for the protein over production in E. coli strains 
(Figure 3). The genetic construct needed to be alternated 
since tag, essential for the protein purification was 
interfering with the micelle formation. Detergent micelles 
are commonly used to mimic a membrane environment 
in vitro. The new construct includes a TEV (tobacco virus 
envelope protein) protease cleavage site. He is able to over 
produce all three membrane-inserted permeases, isolate 
them from the E. coli bacterial membrane and transfer them 
into micelles. The first NMR spectra are already recorded.

Figure 3. A Membrane Inserted Transport Protein for NMR Solution 
Structure Determination: Genetic Organization, Localization in the 
Cell, and Purification of the Permease and Associated Proteins.

 Future Work
The development of methods for the elucidation of 
protein structures, to study their interactions with ligands 
and other proteins, to analyze complex inter-domain 
communications, is accelerating. As a result, research that 
employs biophysical methods to investigate biological 
molecules and dynamic interaction events has dramatically 
evolved and allows studies of highly complex systems. 
These are biological systems like (1) non-ribosomal peptide 
bond-forming condensation domains (C-domains), proteins 
that are essential for the biosynthesis of antibiotics 

Figure 2. Schematic Presentation of NMR Pulse Sequence and 
Assignment Strategy for Very Large Proteins
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(erythromycin, vancomycin, daptomycin and penicillin), 
fungal and bacterial toxins and virulence factors (aflatoxin, 
vibriobactin, enterobactin, mycolic acid in M. tuberculosis), 
chemotherapeutics, antiviral and antifungal compounds; 
(2) membrane proteins responsible for the export of 
these secondary metabolites, that show a high homology 
to proteins responsible for the import of carbohydrates 
and (3) G-protein coupled receptors (GPCRs), membrane 
proteins responsible for signal transduction in mammalian 
cells. The challenge for studying protein structures, their 
complexes and the structural dynamic of these proteins by 
Nuclear Magnetic Resonance (NMR) spectroscopy is the 
protein size-dependent relaxation behavior of the NMR 
signal. With an increasing size of the proteins, not only the 
signal overlap increases, also the signal intensity and the 
line-width of a signal decrease. To solve this problem, other 
relaxation effects, like the exchange with NMR active nuclei 
of the solvent, can be prevented by perdeuteration. The 
number of NMR signals can be reduced by amino acid type 
specific perdeuteration and 13C-depletion or vice versa 
the specific 13C and 1H enrichment of a limited number of 
spins systems in an otherwise fully perdeuterated and 13C 
depleted protein. In collaboration with L. A “Pete” Silks (B8) 
and Ryszard Michalczyk (B8) specifically isotopic enriched 
amino acids and amino acid precursor for the cell-free and 
bacterial expression of selectively labeled proteins and 
perdeuterated detergents for NMR spectroscopic analysis 
of membrane proteins will be synthesized.

Conclusion
Dr. Koglin will accomplish (1) obtain the structure of the 
C-domain by NMR spectroscopy.  This is important to 
gain insight into the biosynthetic processes this structure 
performs and this directly wimpacts the ability to design 
and effective antibiotics.  In addition, it should possible to 
block the biosynthesis of bacterial and fungal toxins, (2) 
to understand a family of proteins in the development of 
antibiotic resistance, (3) and to understand the drug niacin 
and its binding to a membrane inserted receptor belonging 
to the group of G-protein coupled receptors (GPCRs).  This 
could give rise to alternative treatment of type II diabetes. 
Since the general knowledge about GPCRs is very limited, 
every new aspect of knowledge about their fold and 
function will give rise to knowledge to understand diseases 
like Alzheimer and Multiple Sclerosis.
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Introduction
Nearly one-third of the world’s total land area is arid 
or semi-arid and ecosystems in these regions are 
among the most vulnerable to changes in precipitation, 
temperature, human and natural disturbance as a 
consequence of global climate change.  Such changes 
may impact ecosystem structure and viability, as well as 
regional carbon storage, hydrological partitioning and 
water resources. High resolution paleoclimate records 
are useful to understand environmental and ecosystem 
response to climate change, however, arid regions lack 
the usual biological and geological proxy archives of 
climate, such as tree rings, bog or lake sediments, and 
speleothems (cave deposits).  A new proxy, sensitive to 
environmental variability in arid and semi-arid regions, 
would represent a breakthrough in our understanding 
of past and future climate trends in these vulnerable 
regions of the world.  The stable carbon and oxygen 
isotope variations in spines grown by long-lived cactus 
species may provide a novel and valuable archive of 
climate in arid regions.  Succulent cactuses and euphorbs 
are vital to the functioning of their ecosystems by 
providing reliable sources of water, nutrients and energy 
in times of drought. Stable isotope variations in their 
spines record time-series evidence of changing climate 
and environment over a range of timescales (days to 
decades). These spines are retained for decades to 
centuries, grown in series along the stems of long-lived 
cactuses, and potentially provide the highest resolution 
proxy record of past environmental variability in arid 
regions.  Little is known, however, about the relative 
importance of different environmental parameters in 
controlling isotopic compositions in cactus spines. The 
principal goal of this study is to understand the influence 
of important environmental parameters (e.g., light, 
temperature, relative humidity) on controlling stable 
isotope variability in cactus spines. Growth experiments 
under controlled conditions will provide a quantitative 
understanding of how to interpret isotope variations 
preserved in spines.  The project will make use of 
two cutting-edge technologies available at LANL for 
high temporal (tunable diode laser) and spatial (laser 
volatilization IRMS) resolution stable isotope analysis of 

cactus response to environmental parameters. 

Benefit to National Security Missions
This project will support the DOE Office of Science 
mission in Biological and Environmental Research (BER) 
to understand relationships between climate change and 
Earth’ ecosystems. New arid region climate proxies will 
improve the scientific basis for assessing the potential 
impacts of future changes in temperature, precipitation 
and pest infestations on arid ecosystems and the 
mortality of Western US forests. 

Progress
The post-doc, Dr. Nathan English, has assembled a 
preparation laboratory for processing wood and other 
plant materials to alpha- cellulose and for preparing, 
processing and storing other geologic or biologic 
materials (minerals, feathers, etc.) useful in climate 
proxy studies. These changes allow us to carry out 
cellulose extraction using a less hazardous and wasteful 
process (the modified-Brendel process) than we 
previously utilized.  Stable carbon and oxygen isotope 
ratios in spines of South American altiplano species of 
cactus were analyzed to evaluate the portability of the 
cactus spine proxy to new environments and species. 
We observe that isotopic variability in these spines 
respond to environmental controls similarly to spines in 
North American saguaros, suggesting more widespread 
development of cactus spine proxies for studies of 
terrestrial climate change is possible. Tropical South 
America is one of three main centers of the Walker cell 
(tropospheric, equatorial and zonal circulation of the 
atmosphere) and is therefore extremely sensitive to 
changes in global climate systems. Very high resolution 
paleoclimate data, such as preserved in cactus spine 
records, will provide a novel and valuable measure 
of changes in this circulation over the past three 
centuries. We were assisted in this project by a summer 
student, Samantha Stutz, who Dr. English trained and 
mentored and who is now pursuing related research at 
the University of Wyoming. A collaborative study with 
the University of Wyoming was initiated to address 
the impact of light, temperature and relative humidity 

Carbon and Oxygen Isotopic Variability in Succulent Plants and Their Spines:  
A New Tool for Climate and Ecosystem Studies in Desert Regions

Claudia Mora
20090526PRD2



489

on stable isotope values of cactus and other succulent 
plants.  Dustin Bronson at University of Wyoming has 
completed a rudimentary gas exchange chamber for cactus 
that can be connected to the tunable diode laser IRMS 
(TDL-IRMS) at LANL. Growth experiments are scheduled 
to begin December of 2009. As the capabilities of the 
lab have expanded, we have expanded our exploration 
of stable isotope ratios to wood from semi-arid Western 
US forests that exhibit higher than normal mortality. We 
are evaluating stable carbon and oxygen isotope ratios 
of living and dead wood, to test the hypothesis that 
microorganisms (fungi) translocate material in wood 
after tree death, confounding the significance of isotope 
variations in these materials. A better understanding and 
diagnosis of tree death will be useful in managing US 
forests as well as modeling their carbon budgets.

Future Work
A deeper understanding of environmental parameters 
controlling isotopic variability in cactus spines and rare, 
woody species in arid to semi-arid regions will allow us 
to better predict how future climate change or human 
disturbance may affect these foundation species and 
their ecosystems. To develop a quantitative basis for 
interpretation of stable isotope variations in these species, 
we will intensively monitor and sample columnar cactuses 
and spiny succulents euphorbs grown in environmentally 
controlled greenhouse and growth chambers. We will: 

Evaluate the impact of different parameters (e.g., light, 1. 
relative humidity and temperature) on the isotopic 
variability of succulent water and stem tissue using 
(a) established IRMS analytical methodologies and (b) 
by developing new laser volatilization techniques for 
higher resolution, in situ, analysis of spine material; 

Use gas exchange measurements and online isotope 2. 
analysis of respired CO2 and H2O using the TDL-IRMS 
to examine real-time response by cacti to drought or 
rainfall; and

Develop a robust numeric model to (a) reconstruct 3. 
past environmental variables based on stable isotopes 
in cactus spines and to (b) quantify the uncertainty 
associated with these reconstructions. 

We will continue to examine the portability of the cactus 
spine proxy to new species and field locations. To extend 
our work to Western US forests, we will employ multiple 
isotope studies (C,O) of trees experiencing high rates of 
mortality. Studies of the “last gasps” of dying trees may 
reveal the proximal causes of their demise and help to 
define how future temperature, precipitation and pest 
infestation will alter forest mortality. This work will include:

A comparison of isotopic systematic in live and dead 1. 
wood from arid forest trees; 

Retrospective isotopic studies of forests and trees 2. 

that have experienced higher than normal mortality 
within the context of recent climatic changes and pest 
infestations; and 

Development of isotopic tools for the diagnosis, 3. 
modeling and carbon budgeting of imminent tree/
forest mortality as it relates to drought, pest invasion 
and future changes in temperature and precipitation. 

Conclusion
Arid and semi-arid lands represent almost 45% of global 
land area and are vulnerable to changes in global climate 
and attendant human and natural disturbance. This 
project will develop a new climate proxy utilizing stable 
isotope ratios in cactus spines as chemical records of past 
environments and climate change. Such a tool would allow 
us to quantify past changes in arid climate and ecosystem 
response, and therefore to better predict future impacts of 
climate change on arid ecosystems. 

Publications
English, N. B., D. L. Dettman, D. R. Sandquist, and D. G. 
Williams. An easy path from precipitation amount to d18O 
values in the spines of columnar cactuses, Carnegiea 
gigantea. Presented at Geological Society of America 
Annual Meeting. (Portland, OR, 18-21 Oct. 2009).
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Introduction
Functioning of living cells requires selective transport 
of molecules into and out of the cell nucleus. This 
transport is also important in the replication of certain 
viruses, such as influenza, that replicate in the nucleus. 
Transport occurs through channels that are able to 
selectively move only certain molecular species while 
effectively filtering out others, even very similar ones.  
Moreover, such channels can selectively transport their 
specific molecules in the presence of vast amounts of 
non-specific competitors.  In many biological channels, 
efficient and selective transport occurs without direct 
input of metabolic energy and without transitions 
from an ‘open’ to a ‘closed’ state during the transport 
event. Examples include selective permeability of porins 
and transport through the nuclear pore complex in 
eukaryotes.  Mechanisms of selectivity operational in 
such channels hold a great potential for applications in 
nano-technology and nano-medicine, which recently 
has lead to design artificial selective nano-channels, 
which mimic the selective biological channels and are 
built on the principles operational in those.  Another 
subject of high practical and fundamental interest is the 
mechanism of entry of viruses into to the cell nucleus. 
Survival of the virus depends on its ability to deliver its 
genetic material to the cell nucleus and replicate before 
the infected cell is destroyed by the immune system.  
This process is inherently stochastic, as it depends on 
the transport of a single protein-DNA complex into the 
nucleus and the computational modeling is crucial for 
further progress.

Benefit to National Security Missions
This project will support the DOE mission in Promoting 
Science by enhancing our understanding of basics 
biophysics involved in the nuclear-cytoplasmic particle 
exchange. The work also provides the foundational 
understanding of cell processes that enable 
development of strategies to combat both natural 
disease and bio-WMDs. In this way, this work supports 

missions of Threat Reduction by understanding the 
mechanisms of host -- viral pathogens interactions.

Progress
Precise mechanisms and conditions of selective 
transport through such nano-channels are still unknown.  
I have been developing a theoretical model to explain 
the mechanisms of selectivity of transport through nano-
channels, which contains only two essential ingredients: 
- i) transient trapping of the cargoes inside the channel 
(e.g. due to transient binding to moieties inside the 
channel) ii) competition between the transported 
molecules for the limited space inside the channel 
[2] - Figure 1. Parts of the work have been done in a 
close collaboration with the experimental colleagues 
at Rockefeller University who have been working on 
implementation of the concepts in a real nano-molecular 
filter [1,3]. 

The theory provides a mechanism for selectivity 
based on the differences in the kinetics of transport 
through the channel between different molecules. The 
theory  explains how the specific molecules are able to 

Probing Molecular Physics of Biological Nano-channels: from Viruses to 
Biosensors

Benjamin H. Mcmahon
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Figure 1. Representation of the transport through a channel in 
terms of random hopping with exclusion.
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efficiently filter out the non-specific competitors – and 
proposes a mechanism for sharp molecular discrimination. 
The theory also provides a blueprint for future creation 
of ever more selective artificial nano-channels. The 
theoretical predictions explain well previous experimental 
results when only single species of transported molecules 
are present (Figure 2) and have led to the creation of 
artificial nano-channel that mimics the NPC function [1] - 
Figure 3. 

Figure 2. Comparison of the theoretical predictions with the 
experimental data in the single species case.  Dots - experimental 
results on the flux of single stranded DNA through nano-channels 
functionalized with DNA hairpins (Kohli et al. Science, 2004).  
Lines - theoretical prediction.

Figure 3. Comparison with the experimental results in the 
multi-species case. Panel A: schematic illustration of the 
experimental setup of [1]. The filamentous proteins (FG nups) 
naturally lining the NPC are grafted to the gold layer at the 
channel opening, thus creating a trapping region, where the 
specific (NTF2-GST) and non-specific (BSA) molecules compete 
for space. Approximate diameter of the channel is 33 nm or 
50 nm or 100 nm in different experimenst, the radius of the 
molecules of both species is ~3 nm. The length of the trapping 
region is either ~15 or ~25 nm.  Panel B: schematic mapping 
of the actual channel onto a theoretical model. Panel C: Brief 
summary of the experimental findings of [1]. This panel shows 
the ratio of the transport efficiency of the non-binding control 
protein (BSA) to the transport efficiency of the tranpsort factor 
NTF2  (that bind the FG nup filaments) for different widths and 
lengths of the trapping region (normalized by their flux through 
a non-fucntinoalized channel). In accord with the theoretical 
predictions, the presence of the specific transport factor inhibits 
the transport of the non-specific protein and  the magnitude of 
this inhibition decreases with the channel width and increases 
with the length of the trapping region.

Future Work
In a nutshell, one may view the NPC as a tube of ~35 nm 
in diameter whose walls are composed of essentially fixed 
structural proteins. The tube is lined by unstructured 
unfolded polypeptide filaments that are grafted to the walls 
and protrude to the tube lumen. Small molecules (<6-7 nm) 
in size can diffuse freely through the NPC. Larger molecules 
have to be shuttled through by special transport proteins. 
The major challenge is to understand how the basic kinetic 
mechanisms of stochastic transport describe above interplay 
with other effects, related to the  filament conformation 
and dynamics.  Accumulating experimental evidence shows 
that the conformation of the filament layer and its dynamic 
transitions during the particle passage play an important 
role in the transport mechanism.

Conformation of the filaments  
The current thrust of the research is to develop coarse-
grained physical models of the filament conformation of 
the NPC (the current molecular dynamics simulations are 
still years away from being able to model the NPC in full 
atomistic details). The approach involves methods polymer 
physics and Brownian dynamics simulations that model the 
FG nups on a coarse-grained level as unstructured polymers 
with functional residues that can cross-link different chain 
and bind the transport factors.  Parts of the work are 
performed by a GRA, Mr. Michael Opferman, who is working 
towards his Ph. D. at Pittsburgh University.

Single molecule level  
Eventually, transport through the NPC has to be understood 
on a single molecule level. Novel fluorescence microscopy 
techniques allow following movement of single particle 
inside the channel and show that it is highly stochastic. 
These experiments contain a wealth of information about 
the transport mechanism. We are working on extending 
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the existing techniques to include crowding in order to 
understand single molecule experiments [3]. 

Conclusion
We expect to understand the biophysics of a selectivity of 
nuclear-cytoplasmic exchange through the nuclear pore 
and, as a result, some important aspects of the dynamics 
of a viral entry into a nucleus of a eukaryotic cell. It is 
expected that, in the future, this understanding may lead 
the way for a design of potent anti-viral vaccines and 
therapies.

Publications
Jovanovic-Talisman, T., J. Tetenbaum-Novatt, A. S. 
McKenney, A. Zilman, R. Peters, M. P. Rout, and B. T. Chait. 
Artificial nanopores that mimic the transport selectivity of 
the nuclear pore complex. 2009. Nature. : 457.

Zilman, A.. Effects of multiple occupancy and inter-particle 
interactions on selective       transport through narrow 
channels: theory versus experiment . 2009. Biophysical 
Journal. 96: 1235.

Zilman, A., J. Pearson, and G. Bel. Effects of jamming on 
non-equilibrium transport times      through nano-channels 
. 2009. Physical Review Letters. 103: 128103.

Zilman, A., S. Di Talia, T. Jovanovic-Talisman, B. T. Chait, and 
M. P. Rout. Enhancement of transport selectivity through 
narrow channels by      non-specific competition: a novel 
kinetic mechanism . To appear in PLoS Computational 
Biology.
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Abstract
A better understanding of influenza’s potential for 
human-to-human transmission and severity of disease 
is crucial. Such knowledge will allow better preparation 
and deployment of countermeasures during epidemics 
or pandemics. Unfortunately, the knowledge to make 
these predictions based on robust experimental 
assays does not exist. We addressed this deficiency 
by innovatively combining experimental analyses of 
molecular markers with new computational tools. Our 
objective was to ascertain the differences in virulence 
among diverse types of influenza (“strains”).

We developed a full program of study of influenza 
infection, comparing the host (human) response to 
infection with many different strains. We used both 
seasonal and high pathogenic avian influenza strains. 
We found that there are important differences in 
the response against these diverse strains. These 
responses should allow the prediction of differences 
in pathogenesis. We developed both experiments and 
theoretical analyses with the objective of extracting 
a small set of robust features that will allow the 
development of an assay for virulence prediction. This 
research was possible through the collaborative work 
of a multidisciplinary team of scientists. This novel 
approach also afforded important biological insights into 
influenza virulence and evolution. 

This project implemented the capabilities for a new area 
of study at the Laboratory, in the field of viral respiratory 
infections. These new capabilities open the doors for 
opportunities of external funding. The investment 
made was also crucial in attracting new funding for 
the Laboratory and one of the project’s postdoctoral 
researchers was converted to technical staff member. 
LANL now has a team of interdisciplinary scientists 
committed to influenza research.

Background and Research Objectives
As the recent outbreak of novel H1N1 influenza has 
shown, we are not well prepared to quickly identify 
and characterize new influenza viruses that enter the 
population. In addition, there are still ongoing cases of 
avian (H5N1) influenza with high mortality. Thus, we 
need to understand influenza’s potential for human-
to-human transmission and severity of disease [1]. 
Unfortunately, the knowledge to make these predictions 
based on robust experimental assays does not exist. We 
address this gap by innovatively combining experimental 
analyses of molecular markers with new computational 
tools (“the functional profile”). Our objective is to 
ascertain the basis of differences in virulence among 
diverse influenza strains. 

Many research groups are trying to address similar 
issues by focusing on individual virulence factors or 
animal experiments with limited numbers of strains [2, 
3]. Our approach, studying multiple influenza strains, is 
innovative because we are combining theoretical and 
experimental tools to the problem of predicting, in a 
complex system, the outcome of infection. We have 
worked on an in vitro assay to identify predictive host 
responses. The potential to develop the knowledge 
and tools necessary to predict the pandemic potential 
of any influenza virus is a crucial scientific objective. 
Moreover, our results have significant implications for 
understanding genomic-virulence relationships [2].

Scientific Approach and Accomplishments
Our objective was to find out what differentiates highly 
pathogenic strains (those that cause severe disease in 
humans) from less pathogenic ones (typically, strains 
responsible for yearly seasonal influenza epidemics). We 
used select avian H5N1 strains as prototypes of highly 
pathogenic strains, and select H3N2 and H1N1 seasonal 
strains as prototypes of less pathogenic strains. We 
also availed ourselves of a specific H5N1 avian strain 
with demonstrated low virulence in humans. We then 
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infected in vitro normal human lung epithelial (NHBE) cells 
or a lung epithelial cell line (A459 cells) with those strains. 
We measured the response of the cells to infection using 
two methodologies: 

Full genome microarrays, i.e., we measured • 
qualitatively the response to infection of every gene in 
the human genome. 

Quantitative real-time polymerase chain reaction • 
(qRT-PCR), i.e., we measured quantitatively the 
gene expression of a select number of genes during 
response to infection. 

The objective was to analyze by computational tools the 
massive amounts of data generated to distinguish the 
responses to high and low pathogenic infection. The assay 
thus developed could be used to analyze and characterize 
future outbreaks of influenza with unknown strains. 
Thus, in the last two months of the project, we started 
characterizing the novel H1N1 flu strain, responsible for 
the current pandemic [4].

The experimental plan involved preparing >400 flu-treated 
airway cell samples for real-time and microarray analyses, 
at LANL. These samples encompass airway cell lines (A549) 
treated with four different low- and medium-virulence 
influenza strains at eight different time points, with two 
different multiplicities of infection and three controls. The 
response to infection has been analyzed by real-time PCR 
of 28 different genes. This produced >33,000 data points 
for analysis of cellular response to different strains. In 
addition, H5N1 infections were done by our collaborators 
at Lovelace Respiratory Research Institute, under bio-
safety level 3 conditions. These experiments generated 
an additional 160 flu-treated airway cell samples. These 
samples encompass airway cell lines treated with three 
different high and low H5N1 strains at eight different 
time points, with two different multiplicities of infection 
and three controls. We then extracted and prepared the 
RNA for real-time PCR and microarray analyses, at LANL. 
This produced >13,000 data points for analysis of cellular 
response to H5N1. On the other hand, from the microarray 
measurements in NHBE cells, we obtained 54 sets of 
full human genome expression data. These experiments 
measure the level of “activation” of each of the >30,000 
human genes at 0, 8h and 24h post-infection. Thus, in this 
project we generated massive amounts of data, detailing 
the human cellular response to flu infection.

Representation and analysis of such large datasets are a 
challenge. How to distill the data into important results 
that can be understood and further analyzed? Instead of 
approaching this as an arbitrary clustering problem, we 

sought to take advantage of the time course aspect of 
the data. We did this by applying techniques of molecular 
phylogeny (a.k.a. evolutionary trees) reconstruction under 
an appropriate model. Since the dimensionality of the 
space is large (30,000+) and noise and random changes 
are significant, trajectories in time can be described as a 
diffusion process. Dimensions (i.e., genes) dominated by 
biological processes, rather than random drift or noise, 
are expected to reveal their relationships in the tree. 
Figure 1 shows a tree generated from the expression 
data for virus infected and mock infected cells. There are 
several features of Figure 1 that should be noted: most 
replicates (e.g., 1-3) of the same experiment are grouped; 
24-hour experiments appear to diverge from the 8 hour 
experiments, particularly for seasonal strains (Sydney and 
Beijing samples); seasonal flu and the associated mock 
infections cluster separately from H5N1 strains.

Figure 1. Photo of experimental setup showing solar simulator 
and quartz chamber.

We can now focus the analysis on specific branches in 
the tree.  Experiments in the neighborhood of branches 
of interest can be averaged. Subtracting those averages 
reveals the major changes between the branches. The 
genes are then sorted based on magnitude of change 
relative to noise. Complete lists of genes significantly 
up or down regulated as determined by these analyses 
are available on the internal wiki website set-up for this 
project. As a summary, we can indicate that this and other 
analyses suggest the following genes as putative markers 
for early and high pathogenic H5N1-specific infection: 
genes induced by interferons, which are molecules 
involved in the immune response (e.g., IFI, G1P, MX, OAS); 
chemokine genes (e.g., CXCL, CCL); inflammatory cytokines 
(e.g., IL1α/β, IL6); and anti-viral serum amyloid proteins 
(e.g., SAA1-4). To better understand the biology of high 
pathogenic infection, we mapped the cellular pathways 
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involving genes identified by our analyses. For example, 
Figure 2 shows a comparison of the activation of the 
interferon pathway 24h after infection. Dissecting the steps 
in the cellular response where the differences are most 
pronounced will improve the reliability of our markers and 
also lead to better understanding of this response.

Figure 2. Iin panel A, the peak in CO2 at ~2.5 seconds is 
accompanied by an increase in the precision of both the 13C 
(panel B) and 18O (panel C) precision.

We have also taken a complementary approach to identify 
and validate markers of virulence. Gene expression 
measured using RT-PCR was performed for different flu 
strains infecting a robust cell line (A549). The analysis 
goals were to (i) identify clusters in the data, i.e. similarly 
responding genes and similar viruses as seen by changes 
in gene expression, and (ii) seek gene expression 
characteristics that distinguish low and high virulence 
strains. Gene expression data were collected at multiple 
time points post-infection. An initial clustering analysis 
shows that the gene expression at all time points of the 
highly pathogenic strain clusters with the early time 
points of the low virulence strains (Figure 3). Does a signal 
exists in the gene expression data that discriminates 

low pathogenic from high pathogenic strains? We are 
employing a “decision tree” methodology to address this 
issue. Preliminary analyses found that decisions based 
on the genes FasR, IL-18 and IL-8 predicted virulence 
with some statistical support. FasR is involved in the 
apoptosis pathway, while IL-18 and IL-8 are involved in the 
inflammation pathway.

Figure 3. The CO2 production rates for the various species 
analyzed.

We are interested in developing an assay that will predict 
virulence. Thus, we also need to understand the function 
of identified proteins and to look for proteins with similar 
function. We, therefore, developed a collection of software 
tools and database resources, called BIOGRAM (BIOlogical 
GRaph Metrics). BIOGRAM uses the mathematical 
structure underlying the Gene Ontology (GO) to measure 
protein/gene similarity based upon annotations assigned 
to nodes of the GO [5]. The method is “fuzzy” in nature, 
accounting for near misses and more distant relationships 
within the ontology. In addition to generating hierarchical 
comparison metrics for the annotation sets of pairs of 
proteins, BIOGRAM produces a detailed “explanation” of 
the similarities and differences between them. BIOGRAM 
has been designed as a tool to help guide the expert in an 
exploration of functional similarity.

Most of our work was focused on understanding the 
host (i.e., human) response to infection. However, we 
also developed research to understand viral properties 
responsible for virulence. In this area, we developed 
several successful studies: 

We expanded earlier bioinformatics methods to study • 
the evolution of highly pathogenic avian influenza 
A virus (HPAIV). Thus, we analyzed the evolution of 
HPAIV by the dual processes of re-assortment and 
point mutation [6]. Re-assortment allows the HPAIV 
to make long jumps in sequence space creating 
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discontinuous evolution. Point mutation operates on 
a finer scale, occurs more frequently, and leads to 
relatively smooth evolution. Surprisingly, we found 
that the early evolution of HPAIV was dominated 
by re-assortment, while more recent evolution has 
been largely in the absence of re-assortment. We 
also found that recent HPAIV have diverged into 
three different sub-lineages by point mutation and 
selection. Analyzing evolution on these two different 
scales allowed the identification of specific molecular 
signatures of the three sub-lineages. Some changes 
are extremely rare in the viral population as a whole, 
and yet are maintained within the respective HPAIV 
sub-lineages. By evaluating the prevalence of each 
signature change, we have identified 5 amino acid 
changes that we hypothesize are essential for the 
fitness of the virus. These will be tested experimentally 
by collaborators at the University of Wisconsin (since 
they have animal laboratories with the appropriate 
bio-safety level).

We also studied the humanization of a well-• 
characterized mouse antibody. This antibody 
recognizes domains of the viral M2 protein. M2 is a 
conserved protein crucial in the viral lifecycle. The 
antibody has shown protective activity in mouse 
models of influenza infection. Antibody humanization 
involved making the antibody sequence more 
human, an approach that has been used before. For 
therapeutics this is important as human antibodies 
elicit immune responses far weaker than mouse 
antibodies, making them far more effective. Our 
humanized antibody showed the same reactivity 
profile as the original antibody. And it was also able 
to reduce viral spread in an in vitro model [7]. The 
antibody recognized different forms of M2. Further 
work has been funded recently by the NIH.

We studied the viral NS1 protein, which is crucial for • 
viral replication and for preventing the host antiviral 
responses. Thus, NS1 is considered an important 
virulence factor for influenza. We developed models 
of this protein’s structure and interactions with host 
molecules. Among others, as an example, we show 
in Figure 4 our predictions for the way NS1 may 
activate the human protein PI3K. This human protein 
is involved in regulating signaling cascades that control 
diverse cellular processes: cell survival, metabolism, 
proliferation, and inflammation/ immunity. Models of 
the interactions between NS1 and PI3K can lead to a 
better understanding of virulence (i.e., how virus can 
defeat host immunity).

Figure 4. Carbon 13 results of UV exposure as discussed in the 
text.

One of our objectives was to develop mathematical • 
models of infection, which help in analyzing the 
results and in biological prediction. We worked on 
models [8] describing both the in vitro and in vivo 
(with mouse model data from our collaborators at St. 
Jude’s Children’s Hospital) progression of infection 
(Figure 5). These models allowed us to estimate critical 
parameters of infection, such as viral clearance and 
infected cell loss rates. We also used these models 
to analyze in vitro drug treatment data. In the future, 
they should help evaluate the effect of different 
therapies.

The project already generated 15 (published or about to 
be submitted) papers with 4 more in preparation and lead 
to 9 external collaborations. Our work was instrumental in 
successful competition for >$3,900,000 in external funding 
from spin-off projects. Team members have also made 
presentations (>10) of the results at international meetings 
and at invited talk at multiple institutions (USA, Austria, 
Canada, Australia). Finally, to engage the community, the 
principal investigator has given several lectures for the 
public.

Impact on National Missions
From a general perspective, this project supports the 
DOE mission in Threat Reduction and also the mission 
of Harnessing the Power of the Living World, by defining 
and predicting what makes (influenza) viruses pathogenic. 
In terms of actual near-term impact, with important 
strategic implications for the Laboratory, we created new 
experimental and theoretical capabilities in influenza 
research. At the start of this project, there were no 
scientists or laboratories at LANL capable of studying 
viral respiratory infections. We developed the necessary 
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institutional bio-safety board authorizations, experimental 
protocols, and technical skills to carry this influenza 
work. These new capabilities open novel opportunities 
of external funding from many sponsoring agencies in 
important national security missions. The investment 
made was also crucial in attracting new funding for the 
Laboratory. Importantly, one of the project’s postdoctoral 
researchers was converted to technical staff member. LANL 
now has a team of interdisciplinary scientists committed 
to influenza research from multiple, complementary 
approaches.
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Abstract
During the immune response to intracellular pathogens, 
the cells of the immune system (lymphocytes) undergo 
dramatic changes in their population size. Quantitative 
understanding of the kinetics of lymphocyte 
proliferation and death in response to infection  is crucial 
for elucidating factors determining the magnitude, 
duration and efficiency of the immune response. Recent 
advances in quantitative experimental techniques, 
in particular intracellular labeling and multi-channel 
flow cytometry, allow one to measure the population 
structure of proliferating and dying lymphocytes for 
several generations with high precision. These new 
experimental techniques require novel quantitative 
methods of analysis. In collaboration with experimental 
colleagues, we have developed new mathematical 
tools and quantitative experimental protocols in order 
to quantitatively assess the kinetics of lymphocyte 
populations  during the immune response to pathogens 
in experimental animals.

Background and Research Objectives
The immune system protects higher organisms 
from infection by pathogenic microorganisms.  For 
intracellular pathogens, such as viruses and certain 
types of bacteria, cytotoxic T lymphocytes (CTL), which 
kill infected cells, are the primary means of defense. The 
defense relies on T encountering ‘antigen’, e.g., a cell 
that appears to be infected because it is carrying non-
self molecules, like the dendritic cell in Figure 1. Next, 
naive T cells become activated, proliferate at a  rapid 
rate (undergo expansion) and differentiate into CTL 
which then kill infected cells. Normally, several days to 
weeks after initial infection the number of activated T 
cells reaches a maximum, then undergoes a reduction 
(called a contraction), in which most of the T cells rapidly 
die. The T cells that survive become `memory’ cells that 
rapidly respond to subsequent infections by the same 
pathogen, as illustrated in Figure 1 [1, 2]. 

T cell

Dendritic cell
Recognition and 

activation T cell proliferation

Activated T cells recognize
and destroy infected cells

Kill

Pathogen
organisms

Rough scheme of the immune response

Infected 
cells

Uptake

Figure 1. Schematic illustration of the T cell immune response. 
Dendritic cells take up antigen, degrade it and present peptide 
fragments to T cells.  The T cells respond by proliferating and 
differentiating into cytotoxic (killer) T lymphocytes (CTL) that 
can then kill infected cells.

The kinetics of lymphocyte expansion and contraction 
affect the speed of antigen clearance and the clinical 
course of disease. At present, only some of the 
factors that regulate the differentiation, expansion 
and contraction of populations of activated T cells 
are known, and the picture of the dynamics of their 
proliferation and death is incomplete. In particular, 
recent experiments suggest that both the expansion 
and the contraction of antigen-specific T cells depend 
neither on the number of infected cells nor on their 
rate of clearance [1]. This has suggested that the T cell 
response is “programmed” and once started continues 
unabated irrespective of the antigen level. This makes 
some sense as a strategy:  if the immune system 
constantly monitored the level of antigen and shut off 
expansion when it sensed that antigen was eliminated, 
it could make mistakes since it may be impossible to 
find a few infected cells in a trillion uninfected ones 
in some reasonable time [1, 3].  On the other hand, 
other experiments suggest that T cell response is 
not ‘fully programmed’ but is partially regulated by 
molecules (cytokines) that the T cells themselves and 
other immune system cells secrete during the immune 
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response [3, 4]. 

Understanding the mechanisms of regulation of the T cell 
response requires a  quantitative approach both on the 
theoretical and experimental fronts. Validating or rejecting 
hypotheses necessitates development of quantitative 
mathematical models.  Many prior models describe T cell 
dynamics in terms of ordinary differential equations [5, 
6].  The predictions of such models do not agree well with 
existing experimental data in many circumstances [7]. One 
reason for this discrepancy is that the immune response is 
highly variable on the cellular level. In particular, the length 
of time a cell needs to divide as well as to die, is stochastic 
and change from one cell to another, from one  division 
to the next, and with the time elapsed from the moment 
of infection [8].  More recent works put more realistic 
details into models. However, so far, the application to 
experimental data has been only involved in vitro (that is in 
isolated cell populations outside the animal) data and the 
mathematical approach has not been systematic [5-13].

Our goals were:

Systematically develop a new generation of models • 
of programmed and partially programmed responses 
that take into account the cell-to-cell and temporal 
variability of the immune response. Systematize and 
order existing empirical models within one rigorous 
framework.

To develop quantitative experimental assays to • 
measure in vivo various characteristics of the kinetics 
of the T cell populations. These include the division 
and death times as well as their dependence on the 
factors involved in regulation of lymphocyte kinetics, 
e.g. the precursor cell frequency, the availability of 
antigen, the rate of antigen presentation, and its 
affinity for the T cell receptor.

Leverage the results of goals 1 and 2 in order • 
to validate or reject hypotheses regarding the 
mechanisms of the regulation of the T cell response 
by comparing the model predictions with data, and 
determine to what extent immune responses are 
programmed and to what extent the program can be 
manipulated.  

Scientific Approach and Accomplishments

Goal 1
 In order to compare the estimates obtained using 
different models and make meaningful inference, it is 
important to understand the differences and similarities 
in the mathematical structures of different models. It is 

also important to understand how the estimates obtained 
using different models are sensitive to the choice of model 
characteristics, such as the shape of the inter-division time 
distribution. All current models are similar in the sense 
that they describe the potentially complicated underlying 
biological processes of cellular proliferation and death in 
terms of effective birth and death parameters. However, 
at the first glance, such models are substantially different 
in some aspects.  While many types of models have been 
used to describe lymphocyte proliferation and death 
and to estimate the birth and death rates, it still remains 
unclear to what extent the models are inter-changeable. 
Also, it is unclear to what extent the estimates of 
parameters depend on the choice of a specific model and 
on the choice of the inter-division and death distributions. 

We have developed a general model based on the theory 
of age- and generation-structured branching processes. We 
have shown that other formulations are mathematically 
identical to it.  A unique feature of our model is that 
in many cases it allows one to obtain an analytical 
description of the population behavior. An advantage of 
such an analytical description is that it greatly reduces the 
computational cost of   estimating the parameters from 
the experimental data. Currently used approaches rely on 
the use of either simple models with analytical solutions 
(e.g., ODE models) or numerical solutions or simulations 
of more complex models. By contrast, we obtain analytical 
solutions for the number of cells that have undergone 
a given number of divisions for different distributions 
of inter-division times, such as the gamma distribution. 
Once the analytical solution has been obtained, there is 
no need of further numerical solutions or simulations in 
order to analyze each particular set of experimental data. 
This results in large savings of computational time, and 
higher precision of the estimates. The brief description of 
the model development is illustrated in Figure 2. Based 
on the general theory, we have developed an agent-
based simulation describing the proliferation and death of 
lymphocyte populations. The simulation can be used in the 
regime where the analytical theory cannot be extended 
and also serves as a tool in planning experiments.

Further, we systematically explored the computational 
feasibility and numerical accuracy of our approach for 
estimation of model parameters and compared the 
estimates obtained using different models. When dealing 
with experimental data, three important questions arise. 
First, what distribution of inter-division times to choose? 
Second, how do estimates of the parameters of the cell 
division and death depend on the chosen distribution of 
inter-division times? Third, to what extent different models 
can be distinguished from the fit to the experimental data?
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To test the feasibility of our approach, we first examined 
these questions in well controlled conditions, using 
simulated data generated by our agent based simulation.  
We then used our model to estimate the known 
parameters. As a further validation step, after calibration 
of the parameter estimation tools on simulated data, we 
applied the model to existing in vitro data that has been 
previously analyzed using other models.

time

{
{

{Time to first 
division

Time to  second
division

Time to death

This branch develops into eight cells by time t
Division classes range from three to six

This branch develops 
into zero cells by time t

A

B

Figure 2. Schematic illustration of the dynamics of a population 
of proliferating and dying cells, represented as a branching 
process. Each node represents a division, and each branch 
represents a cell lifetime - see text for details.

The major conclusion was that the analytical solutions we 
developed during this project fit artificial and experimental 
data with reasonable quality providing a parameter 
estimation tool complementary to existing ones. 

Goal 2
The main rationale for developing the methods described 
above was to estimate the kinetic parameters of 
lymphocyte dynamics under real conditions, for real 
infections in live animals. Ultimately, the usefulness of 
the approach can only be effectively tested in animal 
experiments.  

In collaboration with the group of Dr. Eric Pamer at the 
Sloan-Kettering Cancer Center, NY we performed pilot 
experiments to test the feasibility of our approach.  
Recent advances in experimental techniques allowed us 
to follow the dynamics of lymphocyte populations during 
an immune response with much higher precision than 
before [1-3, 14]. A commonly used tool is cell labeling with 
carboxyfluorescein succinimidyl ester (CFSE). CSFE is an 
intracellular fluorescent dye that dilutes approximately 
two-fold each time a cell divides. By measuring the 
CSFE content of cells one can quantitatively follow the 
proliferation and death of large numbers of T cells over 

6—8 divisions [6, 15].

In collaboration with Dr. Alena Gallegos in Pamer’s group, 
we performed the following experiments. We obtained 
naïve T cells from a donor transgenic mouse whose T cells 
are all specific to one particular foreign peptide called 
ESAT. The extracted T cells were then labeled with CFSE 
and transferred into several different host mice. The host 
mouse was then infected with the intracellular bacterium 
Listeria monocytogenes. These bacteria were engineered 
to express the foreign peptide, ESAT, which the transferred 
T cells recognize. At successive times after the infection, 
the mice were sacrificed. T cells were extracted from the 
mice and their CSFE content measured. From this we could 
deduce the number of divisions each cell had undergone. 
The experimental procedure is illustrated in Figure 3 and 
Figure 4.

Transgenic mouse on B6 Thy 1.1 background: 

CD4 T cells specific  for ESAT (TB antigen)

Transfer transgenic  CFSE labeled CD4 T cells

Day  -1

Day 0

Day x after infection

Infect the mice i.v. with the ESAT  expressing bacteria

Sacrifice the mice

Extract the T cells from the spleen 

Put on the flow cytomete to detemine the distribution of levels of CFSE

Transferred cells are pre sorted to narrow the CFSE peaks

Data is collected every 12 hours from 12 to 96 hours post-infection 

Experimental procedure

Figure 3. Experimental design.

Estimation  procedure

From flow cytometry data obtain the numbers of cells that have undergone
                       a given number of divisions, k, at time t, Nk (t)

Fit the N  (t)’s to the model predictions.

  From the fit extract the relevant kinetic parameters, such as
                division linked birth and death rates

k

Figure 4. Diagram of the algorithm used in the estimation of 
parameters from the experimental data.
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Interpreting the results from CFSE labeling experiments poses 
a number of conceptual and methodological challenges, 
which were addressed in this project.  To interpret the data 
one needs models and computational tools for extracting 
the parameters that characterize the rates of cell activation, 
proliferation and death. One particular problem with the in 
vivo data is that it is noisy compared to in vitro data. Thus it is 
crucial to have a model that incorporates variability of inter-
division and death times. It is also important to incorporate 
the effects of variation and noise. 

Using the agent based simulations we determined that the 
main factor in generating the high noise levels in the in vivo 
CFSE data was the initial wide distribution in the amount of 
CFSE within the transferred cells.  We were able to correct for 
this factor by sorting the cells based on the amount of CFSE 
they contained and only transferring cells that had a similar 
amount of CSFE. Finally, we used the methods developed 
on the artificial datasets to fit the measured number of cells 
that had undergone a given number of divisions by a given 
time after infection. We thus obtained estimates of the birth 
and death times of the proliferating T cells. To the best of 
our knowledge, this is the first time that such quantitative 
analysis of CFSE experiments in vivo has been performed.  
The results are summarized in Figure 5. 

Experimental results

Figure 5. Summary of the experimental results. Each row of 
figures shows the flow cytometry data for different times post-
infection – 48, 72 and 84 hours. The last column in each row 
is the resulting distribution of CFSE levels in the activated and 
proliferating transferred  T cells. The last row shows the fit of the 
data to the mathematical model and the estimated parameter 
values.

Goal 3 
For this in vivo data set we found that the T cell response 
was consistent with a model of a fully programmed 
response. We found that after T cells were stimulated it 
took a surprisingly long time until they began dividing. 
On average, the time to the first division was 33.2 hours.  
After this first division, cells divided much more rapidly 
with an average division time of 9.3 hours.  If these results 
hold true for other pathogens they have important health 
related implications. First, the results suggest that the T 
cell response is initially very slow.  This gives a pathogen 
time to grow and establish itself before the immune 
response gets going.  Thus, antibiotics and antiviral drugs 
might be very important in helping to slow pathogen 
growth early after infection.  This is consistent with the 
current recommendation of taking antivirals, such as 
Tamiflu, for  influenza infection within the first 48 hours of 
infection.  Second, it suggests that vaccines based solely 
on generating T cell responses might not be able to protect 
a person from initial infection.  So far this has been true 
of the various experimental T cell vaccines developed and 
tested to fight HIV/AIDS.  The T cell response that develops 
after vaccination has been characterized as “too little too 
late”, and in animal models as well as human trials, such as 
Merck STEP trial, protection from infection has not been 
established. Third, the results suggest that once the T cell 
response does get going, T cells can expand rapidly and 
potentially provide protection from ongoing disease. Our 
experiments and theory do not address this later stage of 
the immune response.  Follow-up work will be needed to 
explore this important aspect.

In summary, we have developed a handy, robust and 
useful computational tool for analysis of experimental 
data on lymphocyte dynamics. We are working on a user-
friendly software implementation of the tool that will be 
distributed to experimental colleagues in a pilot release. 
The results of this project are reported in [16].

Impact on the Laboratory/DOE
This project supports the DOE mission in threat reduction 
by enhancing our understanding of the body’s ability 
to fight natural and engineered pathogens. It has also 
resulted in the establishment of important collaborations 
with experimental colleagues. It is important to support 
other missions of the Laboratory as well (e.g., Homeland 
Security), but not to the exclusion of the DOE/NNSA 
missions.
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Abstract
We are building instrumentation to follow individual 
molecular motion in three dimensions inside living 
cells.  Cellular, tissue, and neural disease are often 
caused by a miss-communication in cellular signaling 
networks or protein interaction networks. Our efforts to 
directly follow individual signaling molecules are geared, 
ultimately, to better understanding the molecular basis 
of certain diseases, such as cancer and anaphylactic 
shock.  To better understand these diseases, we have 
built and have refined methods for following individual 
molecules moving in 3 dimensions at biologically 
relevant transport rates.

Background and Research Objectives
It has become possible to follow the motion of individual 
molecules in live cells. Such studies have revealed details 
about cellular membrane structure and motor protein 
kinetics that would otherwise be hidden in ensemble-
averaged measurements.  While powerful, these single 
molecule tracking methods and techniques have been 
confined and constrained to examining two dimensional 
dynamics. Our laboratory has been developing methods 
to observe individual molecular transport over an entire 
3 dimensional cell.  Our primary research objective in 
the current proposal was to demonstrate 3D molecular 
tracking was possible with a potentially more benign 
means of laser excitation: two photon excitation, 
where two photons of near infrared light are used for 
molecular excitation rather than a single visible laser 
beam.

Scientific Approach and Accomplishments
Our approach consisted of equipping our 3D tracking 
microscope with the right components for two-photon 
microscopy (e.g. lasers, filters, detectors) and testing the 
tracking ability under two-photon excitation conditions. 
We also tested various fluorescent indicators and probes 
that might be useful for two-photon molecular tracking, 
including semiconductor nanocrystals (quantum dots), 

green fluorescent proteins, and organic dye molecules.  
Our accomplishments were a demonstration of 3D 
tracking of individual quantum dot labeled signaling 
molecules in live cells, a demonstration of 2-photon 3D 
tracking of quantum dots, and a demonstration of 3D 
tracking of individual GFPs. Our work on cellular tracking 
was presented at a Photonics Conference (Photonics 
West, in San Jose) and published in the Proceedings of 
the SPIE. The citation information for this manuscript is 
: Wells, N.P., Lessard G.A., Phipps M.E., Goodwin P.M., 
Lidke D.S., Wilson B.S., Werner J.H., “Going beyond 2D: 
Following membrane diffusion and topography in the 
IgE–Fc[epsilon]RI system using 3-dimensional tracking 
microscopy,” Proceedings of the SPIE v.7185 2009 7185-1 
to 7185-13. This paper was awarded a 1/3 share of the 
best paper award for the single molecule session of 
Photonics West.

Impact on National Missions
This work has substantial impact on missions important 
for our laboratory and our nation, with a particular 
emphasis on biosecurity. This work advances the state of 
the art in molecular imaging and could be used to better 
understand emerging diseases of a natural or man-made 
origin.  This work keeps our laboratory at the forefront 
of ultra-sensitive bioanalytical methods and single 
molecule detection.  
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Introduction
The aim of this project is to identify meaningful changes 
in multiple images.  The images are taken of the same 
scene but at different times, possibly with different 
instruments, and inevitably under different conditions.  
As well as recording actual changes on the ground, the 
imagery will include uninteresting differences caused, 
for instance, by variations in illumination, calibration, or 
atmospheric distortion.  The central effort in this project 
is to develop tools for distinguishing these pervasive but 
incidental differences from the more interesting actual 
changes in the scene. 

The programmatic motivation for anomalous change 
detection (ACD) is the overwhelming quantity of image 
data, and the growing variety of image modalities, 
available for both remote sensing and intelligence 
applications.  These data potentially contain important 
nuggets of useful information, but those nuggets are 
hidden among the terabytes of background clutter.  Our 
approach is to combine recent advances in machine 
learning, particularly in anomaly detection [1], with 
ongoing efforts in remote sensing image analysis. We 
had previously proposed a machine-learning framework 
for anomalous change detection [2], and applied it to 
both Gaussian and non-Gaussian distributions; we also 
showed how existing algorithms could be generalized 
within this framework [3].

Benefit to National Security Missions
This project will support the DOE missions in 
nonproliferation and national security by developing the 
technology to enhance an analyst’s ability to identify 
new and/or altered sites from broad area imagery.  
Furthermore, our techniques rely on innovative 
statistical estimation tools, and this supports DOE’s 
broader scientific mission.

Progress
Progress on this project has been documented in articles 
that are already published [4-23], are in press [24-30], 
have been submitted [31-33], or are in preparation 
[34-37]. A broad overview of that work follows:

Validation of algorithms
The ultimate test of any detection algorithm is how 
well it detects what is really interesting in real imagery. 
Anomaly detection, however, is problematic on two 
counts: one, what is “really interesting” is in the eye 
of the beholder; and two, anomalies are by definition 
rare.  This makes it difficult to find enough of them to 
do statistical comparisons of algorithms, and that makes 
it is easy to be misdirected by anecdotal results. With 
a keen appreciation for the caveats and limitations of 
simulated data, we have been developing a simulation 
scheme that addresses some of these problems with 
anomalous change. This scheme draws a distinction 
between pervasive differences, which occur throughout 
the images, and anomalous changes which occur in 
only a few pixels. It is these anomalous changes that 
we want, in our operational scenarios, to draw to the 
attention of the analyst.

We initially developed a simulation framework for 
evaluating purely spectral ACD algorithms [4], and then 
extended this to both subpixel [7] and spatially extended 
[19] anomalous changes. We remark that none of these 
are “pure” ab initio simulations, but always start with 
real imagery so that the basic statistical properties of 
real imagery are incorporated into the simulations.  
Both as a starting point for our simulations, and as an 
ultimate sanity check in their own right, this project 
maintains a database of real imagery that (in some 
cases) includes markup identifying the “real” anomalies. 
This includes in-house hyperspectral longwave infrared 
(LWIR) data from the ORCAS sensor [6], some ground-
based LWIR data from a previous project, a collection 
of AVIRIS datasets [38], and a larger archive of Landsat 
data, with triples of images, taken many years apart. 
We also have some in-house RGB data from an ordinary 
digital camera, and we obtained some hyperspectral 
data from Eismann and Meola [39], that include images 
taken hours, days, and months apart, and which further 
includes real anomalous changes in the form of folded-
up tarps that were placed in the scene from time to 
time.

Automated Change Detection in Remote Sensing Imagery

James P. Theiler
20080040DR
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Purely spectral ACD algorithms
The framework initially developed in Ref. [2] essentially 
treated the image as a distribution of independent pixels, 
each one with a specific color or (for hyperspectral 
images) spectrum. The framework enables one to “plug 
in” different distributions for the data. For Gaussian 
distributions, the resulting algorithms are quadratic and 
depend on the covariance matrix of the data. Existing 
algorithms, such as the “chronochrome” [40], “multivariate 
alteration detection” [41], and “covariance equalization” 
[42] are also quadratic, but are based on finding linear fits 
of the two images to each other, and then identifying as 
anomalous changes those pixels with the largest after-fit 
residuals. A survey of these algorithms is provided in Ref. 
[4], but we have recently started to investigate a detector 
based on a “total least squares” fit of the two images [34]. 
Since all of these algorithms require accurate estimates of 
covariance matrices, we are also investigating better ways 
to estimate covariances from limited data [29].

The distribution-based framework invites the use of 
non-Gaussian distributions, and we have had success 
using elliptically contoured (EC) distributions [12,24]. 
Like Gaussians, these distributions are characterized 
by covariance matrices (and have elliptical contours), 
but unlike Gaussians and more like real data, they can 
have much fatter tails. It is relatively easy to use EC 
distributions for target detection [9], but we discovered 
that the anomalous change detection problem imposed 
further constraints and required the development of a 
consistent family of EC distributions. As a kind of spin-off, 
the properties of these consistent families were recognized 
as important for understanding a larger class of kernels in 
support vector machines [36].

In fact, because our framework effectively recasts 
change detection as a binary classification problem, 
we can employ support vector machines more directly 
[22,28,31,32], to produce new anomalous change 
detectors. To do this effectively, in the ACD setting, we 
have made some improvements to the basic support 
vector machine technology. This was driven by the need 
to work in a regime of very low false alarm rates and 
relatively large number of data samples. 

Although the notion of change detection is most easily 
understood when there are two images, the extension to 
multi-image change detection has also been explored [17].

Spatio-spectral ACD algorithms
Although we continue to develop algorithms that look for 
pixels that have changed in interesting ways, we ultimately 
want to find what objects have appeared or disappeared 
or changed in a scene. Since segmentation of imagery 
into actual discrete objects is a difficult and open-ended 
task, we have taken two approaches. One is to stick with 
the pixel-based representation of the imagery, but to use 
spatial operators (smooth, dilate, erode, etc.) as part of the 

change detection scheme [19]. The other is to explicitly 
partition the image into discrete patches and either 
treat these patches as if they were pixels in the change 
detection algorithms [20], or else use them as a starting 
point for hierarchical image segmentation [13-15,33], 
which is potentially valuable when the scale of the 
anomaly is not known beforehand. The efficiency of this 
segmentation depends on the quality of detected edges. 
To improve edge detection, we have investigated schemes 
for grouping oriented segments in highly cluttered images, 
and developed an iterative, multiscale tensor voting 
approach [16,18].

While purely spectral approaches are well suited for 
hyperspectral imagery, spatio-spectral methodology is an 
important part of our research into the utility of change 
detection in persistent surveillance with panchromatic 
video imagery [11,21].

Co-registration
Image misregistration is probably the greatest confound 
to accurate change detection. Corresponding pixels in a 
pair of images must correspond to the same point on the 
ground. To enforce this in an automated way requires a 
fast detector of corresponding interest points [26], and 
calibrating camera distortion [27] is an important part of 
that. More accurate co-registration will produce better 
change detection, but there will always be some residual 
misregistration. Thus, it is important to characterize 
(and optimize) the robustness of our algorithms to this 
inevitable misregistration [10]. Eventually, we seek a 
tighter “loop” between the co-registration and the change 
detection steps. To this end, we have recently been 
investigating a more pro-active way to make our algorithms 
robust to residual errors in registration by making local ad 
hoc registration adjustments and using those to improve 
the change detection [30,37].

Future Work
Refs. [34-37] represent ongoing work that has not been 
completed, and one of the medium-term goals of this 
project is to complete that work. In general, however, 
the final year of this project will emphasize adapting 
the theory to applications, communicating the concept 
to program managers, and pursuing funding for further 
research.  Because change detection is of broad interest in 
the remote sensing and intelligence communities, we have 
positioned this project so that follow-on research may be 
funded from outside the Laboratory. 

Conclusion
This project emphasizes the development of practical tools 
to implement innovative algorithms for detecting small 
but real changes in a scene, based on differences observed 
in remote sensing images taken of the scene.  These 
algorithms are designed to be insensitive to pervasive 
differences -- such as scene illumination or calibration 
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(brightness, focus, contrast) -- that do not correspond 
to actual or interesting changes in the scene.  What 
automated change detection can ultimately provide is a 
way to cull through a massive quantity of streaming or 
archival imagery, and chip out a small number of the most 
anomalous changes. A professional analyst can then decide 
which changes provide actionable information and/or 
merit further investigation.
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Introduction
Metagenomics is the science of sequencing and 
analyzing the DNA sequences from environmental 
samples consisting mostly of microbial communities.  
Traditional methods of genomic sequence analysis 
developed over the past twenty years analyze the 
DNA from a single organism focus on assembling the 
sequenced DNA fragments (reads) and annotating the 
genes. These methods fail for metagenomic samples 
because (1) many genes are not sequenced, (2) there 
are ambiguities in grouping the reads according to 
species, and (3) there are likely yet unknown species in 
the sample.   This project seeks to develop information 
sciences tools to enable the analysis of metagenomic 
data.  

Our effort is divided into two: the first efforts build upon 
twenty years of experience analyzing genomic data.   We 
extend existing tools and algorithms to compare, classify 
and organize reads and assembled contigs.  Specifically, 
(1) we seek to develop and implement algorithms to 
assign a phylogeny (genus, family, order, or phylum) to 
unknown 16S rRNA; and more generally (2) develop and 
implement algorithms for assigning phylogeny of reads.  
In either case, we wish to develop a secondary analysis 
pipeline to quantify the bio-diversity of a community and 
the sequencing coverage of that community.

The second approach seeks to develop de novo 
information sciences tools to seek to extract relevant 
information directly from unassembled reads by 
attributing phylogeny and function to each read.  To do 
this, we posit that functional pressure produces short 
sequences within genes that are highly conserved across 
the tree of life. An analysis of shared short sequences 
between phylogenetically distant species has the 
potential to uncover these sequences that must be 
associated to fundamental functions of the bacteria. 
Shared sequences between more closely related species 
provide insight into signatures that can potentially 

characterize phylum and species of bacteria. We propose 
to develop information science and technology tools 
based on these shared sequences. This involves (1) 
developing fast algorithms to identify all such sequences 
using the 690+ fully sequences bacterial and archeal 
genomes, (2) developing algorithms to separate the 
shared sequences into paragenomic sequences (that 
characterize phylogeny) and orthogenomic sequences 
(that characterize function) and to organize the 
orthogenomic sequences according to known phylogeny 
to derive signatures, (3) developing fast algorithms 
to find signatures in short sequence reads, possibly 
through a combination of both software and hardware 
developments; (4) developing statistical analyses 
to ascertain the uncertainty of the attribution, (5) 
developing statistical analysis tools of the signatures to 
perform comparative metagenomic analysis.   

To manage the complexity of the tasks, our methods will 
first be developed for Prokaryotic metagenomic data.  
Future efforts will seek to extend our approaches to 
Eukaryotes, as such extensions are both challenging and 
necessary to make these tools relevant to various DOE 
missions.

Benefit to National Security Mission
Developing metagenomic analysis tools for shotgun 
sequencing, and in particular k-mer based signatures 
of broadly preserved functions within the bacterial 
kingdom makes possible the analysis of the DNA 
potential of microbial communities. It enables : 

Monitoring of bacterial communities recovering 1. 
from environmental insults for (1.a) environmental 
remediation and (1.b) understand the fate of 
released biological agents. 

Phylogenetic signatures provide a novel tool to trace 2. 
the origin/provenance of objects and individuals based 
on the genetic profiles of accompanying microbes. 

Information Science and Technology: Metagenomics
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Designing community-specific DNA hybridization tags 3. 
based on observed functions tags to monitor the 
dynamic of communities associated with (3.a) bio-
fuels, (3.b) health status of individuals, (3.c) pathogen 
detection/characterization. 

Progress

Fragment recruitment
It is possible to organize metagenomic reads and 
(partially) assembled contigs from shotgun sequencers by 
comparing them to all existing fully sequenced reference 
genomes.  Such comparison, commonly called fragment 
recruiting, needs to take into account the possibility of 
small alterations in the DNA between individuals belonging 
to the same species, or genus, or order, or phylum.  The 
classical approach is to use BLAST, as sequence comparison 
tool developed in the late 70’s by two Los Alamos 
researchers that account for insertions, deletions and point 
mutation.  Our in silico experiments have revealed that this 
method gives good results provided that the origin of the 
DNA is essentially from the same species as the reference 
genomes.   To demonstrate the usefulness of fragment 
recruiting, Liu et al. [1] have used this tool to finish a 
genome of a bacteria commonly found in the ocean with 
metagenomic reads. 

Naïve Bayes classifier for 16S rRNA
Biodiversity, both in terms of abundance and 
compositional profiles, and in terms of species inventory, 
is an important parameter of a microbial community.  
Traditionally species composition has been assessed via 
targeted sequencing and classification of 16S rRNA.   The 
challenge with 16S rRNA surveys is that not all the species 
present in the survey have been inventoried, that is, it is 
likely that some of the sequences belong to novel species.  
For those new sequences, we wish to determine to what 
genus, family, order, and phylum they belong.   The RDP 
classifier from the Center for Microbial Ecology at the 
Michigan State University is the current state-of-the-art 
16S rRNA  classifier.  Our team has developed an improved 
classifier that takes advantage of the an improved model 
for the long range dependence of nucleotide frequencies 
in rRNA.   Figure 1 shows that our method consistently 
outperforms the classification of provided by the RDP 
classifier.  Preliminary work for that methodology was 
published in Liu et al. [2] and presented in a poster session 
at [3].  We are capitalizing on this success and have started 
a collaboration with the Center for Microbial Ecology at 
the Michigan State University, with the eventual goal of 
replacing their current algorithm with ours.

Figure 1. Relative performance of Markov Naive Bayes classifier 
and state-of-the-art RDP classifier for bacterial 16S rRNA.  
Observe that the Markov classifier dominates the RDP classifier 
at all levels of aggregation.

K-mer based signatures
Functional pressure and the need of proteins to bind to 
small molecules posits the existence of short sequences 
of peptides that are shared by distantly related species 
of bacteria that can not be explained by chance alone. 
It is known that a few genes, such as RNA polymeriase, 
are highly conserved across the bacterial kingdom. 
The surprising fact is that up to a third of all genes 
contained at least one shared 10-mer, indicative of 
functional conservation.  Empirical evidences, such as 
the length distribution of shared solid patterns displayed 
in Figure 2, confirms the existence end prevalence of 
shared solid k-mers between distant species.   Ideally, 
we want to couple known phylogeny of organisms with 
the k-mer they share to disambiguate between k-mers 
that are shared as a result of inheritance, and those 
that are shared because of functional pressure.  Our 
first approach to control for phylogeny was to focus on 
representative sets of organisms that are approximately 
equidistant in evolutionary distance.  We call these sets 
of organism isoperigenomic, and have constructed sets of 
representative isoperigenomic organisms for the bacterial 
kindom,  proteo-bacteria phylum and gamma proteo-
bacteria order.   We have searched the Global Ocean 
Survey (GOS) datasets of Craig Ventner and found that 
roughly 35% -- 40% of all the reads contained one of our 
signature tags. Figure 3 shows the recruitment fraction 
for the various GOS datasets.  This number is comparable 
with the fraction of recruited reads using traditional 
methods, such as blast.  However, our approach lends itself 
to quantifiable uncertainty analysis, and we expect that 
optimization of our algorithm can potentially double the 
fraction of identified reads.  
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Figure 2. Distribution of length of shared k-mers between 
Burkolderia strains.  The distribution is a mixture of an 
exponential and a powerlaw.  The first is associated with random 
mutations while the second is associated with conserved regions.  
The size of the “excess” from the exponential for small k is an 
indication of the prevalence and importance of the conserved 
regions.

Figure 3. Fraction of reads from the Global Ocean Survey that 
contained at least one curated shared k-mer.  The fraction, 35% 
is comparable with the fraction of reads recruited by BLAST. But 
our method allows for optimization that may double the reported 
fraction, and lends itself to formal uncertainty quantification.

A more refined approach places each shared k-mer within 
a known phylogenetic tree.  This results in functionalizing 
each k-mer depending on its assigned node in the tree: 
k-mers that are placed near the leaves are indicative 

of phylogeny, whereas k-mers that occur farther away 
from the leaf are though to be associated with common 
functions.  This approach allows us to use all the known 
genomes simultaneously without the need for us to 
construct an a priori isoperigenomic set of genomes.  

In practice,  searching a data sets for shared k-mers is 
fast because (1) shared are rare --- only about 1% of all 
10-mers of amino acid are shared beyond an order, (2) 
we use indexing and map-reduce to organize and split 
the search, (3) we can use specialized hardware to speed 
up the memory intensive algorithms.  In our numerical 
experiments, we have improved the search time of GOS by 
five orders of magnitude – a factor of 100,000 – over the 
classical BLAST type searches.

Future Work
In metagenomics, DNA is sequenced from environmental 
samples containing communities of interdependent 
organisms. The fundamental question is to identify what 
signal the sequencing data contains, and how to extract it. 
The information science challenge is on how to organize 
and structure the metagenomics data to enable us to 
leverage past knowledge on sequenced genomes and 
other metagenomics data. The information technology 
challenge is to make our endeavor computationally 
efficient, so that analysis can be run on a desktop instead 
of a supercomputer. Task 1: Develop a data management 
and organization tool for generating shared k-mers from 
all the fully sequenced genomes that is computationally 
tractable. Task 2: Validate information content of 
shared k-mers by comparing classification of genes/
organisms based on shared k-mers with classical bio-
informatics methods such as Blast and COG. Use results 
to quantify uncertainty. Task 3: Develop analysis tools 
for understanding genome organization and evolution 
based on shared k-mers using notions of paragenomic 
and orthogenomic sequence tags and position of joint 
occurrences of tags within multiple genomes. Task 4: 
Develop statistical methods and visualization tool to 
support scientific discoveries. Task 5: Develop binning tools 
that can be integrated with the JGI metagenomics toolbox. 

Conclusion
We will develop methods for extracting information and 
knowledge from massive amounts of data from sources 
that directly impact the mission of the DOE. We aim to 
develop a new paradigm for the analysis of metagenomic 
data that focus information extraction of unassembled 
DNA reads. To do so, we will develop data management 
and organization tools based that centers around short 
DNA sequence indexing, and develop statistical methods 
for information extraction and to support scientific 
discoveries and inferencing.
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Introduction
We solve information science problems with techniques 
and insights from statistical physics.  Statistical aspects, 
such as random, stochastic influences, correlation 
effects, constrained variation and large number 
limits play a role of increasing importance in today’s 
information infrastructure and its management.  
Descriptions of phase transitions, random distributions 
of connections and spin glass analogies find powerful 
applications in cyber security challenges, power grid 
models, social modeling and optimization.  

Driven by security concerns in communication, some 
of national importance, by new computing capabilities 
and by the availability of unprecedented data sets, 
the field of information science has witnessed a rapid 
growth spurt in the past decade with breakthroughs 
in graph and network theory.  Large scale computing 
and data processing requires new techniques for data 
management and searches.

Responding to these pressures, we capitalize on the 
scientific opportunities offered by the similarity of 
concepts between statistical physics and computer 
science.  We develop a powerful multi-disciplinary 
approach that draws strength from cross-fertilization 
and multiple interactions of postdocs, visitors and staff 
members with different backgrounds.  The work on 
this project takes advantage of the newly appreciated 
connection between computer science and statistics and 
addresses important problems in data storage, decoding, 
optimization, the information processing properties of 
the brain, the interface between quantum and classical 
information science, the verification of large software 
programs, modeling of complex systems including disease 
epidemiology, resource distribution issues, and the 
nature of highly fluctuating complex systems. The project 
emphasizes and connects themes such as (i) neural 
computation, (ii) network theory and its applications, and 
(iii) a statistical physics approach to information theory.  
These efforts are responsible for fruitful collaborations 
and the nucleation of science efforts that span multiple 
divisions such as EES, CCS, D, T, ISR and P.

Benefit to National Security Missions
This project will support the DOE mission in Energy 
Security and Nuclear Non-Proliferation by developing 
novel information science tools for communication, 
sensing, and interacting complex networks such as the 
internet or energy distribution systems.  It will also 
support programs in Threat Reduction and Homeland 
Security such as pathomics or situational awareness.

Progress
We apply mathematical methods and concepts of 
statistical physics to information science.  Based on the 
similarities of the mathematical structures that underpin 
the descriptions and the deep, conceptual connections 
that can be revealed by a proper formulation of 
the underlying questions, we address overarching 
information science issues that bridge a variety of 
disciplines such as quantum physics, data transmission 
and storage, computer science, and neural computation.  
Statistics and the descriptions of correlations, phase 
transitions and randomness provide a unifying thread 
and an organizational structure.

Optimal strategies for search algorithms, for biological 
responses, for computer data management and for 
quantum communication can be described from the 
perspective of correlations: the influence of one unit on 
other units with which it communicates.  CNLS postdocs 
Vadas Gintautas, Peter Loxley, Marko Rodriguez, 
Spyridon Machalakis and Jon Yard have exploited 
correlation aspects.  Even when connections between 
the units are probabilistic (distributed according to 
specified probability distributions), quantitative and 
mathematically exact statements can be made about 
the average of the large system behavior.  Depending 
on the parameters of the units and the distributions 
of the connections, the predictions for the large 
system averages can change abruptly, possibly varying 
discontinuously as parameters are altered by a tiny 
amount: the system undergoes a phase transition.  
Postdoc Lenka Zdeborova has explored phase transition 
behavior and the formulation of general optimization 
problems in terms of computing a partition function.  

Statistical Physics of Networks, Information and Complex Systems
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The behavior of a large number of units that influence each 
other through probabilistically distributed connections 
is at the core of many applications and is well described 
by network theory. Postdocs Jason Johnson and Milan 
Bradonjic developed underlying theoretical frameworks.  
They established the mathematical descriptions of random 
graphs and of the problem of ‘inference’ as summations 
over random walks and loops in such networks.  Below we 
describe a representative sample of research results.

Correlations 
Marko Rodriguez developed an algebra for mapping 
multi-relationship (relationship representing, for instance, 
friendship”, “kinship”, or “collaboration”) networks into 
networks with single-relationship edge labels for which 
most of the analysis methods have been developed.  It 
is not sufficient to execute a single-relational network 
analysis algorithm on a multi-relational network simply 
by ignoring edge labels [1].  Marko has also proposed 
novel methods to optimize the use of the web of data, 
the recently introduced set of standards and technologies 
for representing, querying, and manipulating globally 
distributed data structures.  The Resource Description 
framework (RDF) used to interrelate data would be 
more generally useful if it can support other models 
of computing. To realize the Web of Data as a general-
purpose medium for storing and processing the world’s 
data, Marko pointed out it would be necessary to separate 
RDF from its logic language legacy and frame it as a data 
model [2]. 

Quantum architectures provide a new environment to 
realize information protocols.  How robust quantum 
communication methods can be against fluctuation errors 
and how efficiency  can be quantified are questions that 
necessitate a generalization of information theory to 
accommodate the laws of quantum physics.  Jon Yard has 
proven the existence of an optimal quantum protocol 
for performing quantum data compression when the 
sender and receiver each have quantum information.   
Entanglement, the inability of a quantum state to be 
represented as a product state, is associated with a specific 
kind of correlations, and can, under the proper conditions 
be used to perform quantum computations.  Postdoc 
Spyridon (Spiros) Michalakis has developed novel, non-
local descriptions of highly entangled states in a ‘gapped’ 
quantum spin system (a system that requires a finite 
energy to excite the lowest energy excitation) [3].

Social computation, whether in the form of searches 
performed by swarms of agents or collective predictions 
of markets can supply remarkably good solutions to 
complex problems. Individuals trying to solve a problem 
can locally aggregate their information and work together 
to arrive at a superior global solution. This suggests 
that there may be general principles of information 

aggregation and coordination that can transcend particular 
applications. Vadas Gintautas (T-5/CNLS) has shown that 
the general structure of this strategy can be cast in terms 
of information theory and he has derived mathematical 
conditions that lead to optimal multi-agent searches.  
He illustrated the opportunities in terms of local search 
algorithms for autonomous agents looking for the spatial 
location of a stochastic source [4,5].  Cooperating nodes 
may also be at the heart of our unusually fast ability to 
discover salient features of images. Exploring the idea that 
this ability may be hard-wired in the visual cortex, postdocs 
Vadas Gintautas, Mike Ham, Marko Rodriguez have 
revealed a density-dependence in neural network data 
that indicates such cooperation mechanism [6]. Postdoc 
Peter Loxley is developing a neural network description in 
which nearby neurons share the relevant information to 
identify saliency features.

Phase Transitions 
Network theory and spin glass physics provide a powerful 
framework to attack combinatorial problems in information 
science. Lenka Zdeborova showed that structural phase 
transitions, and the easy/hard/easy pattern in the average 
computational complexity persist in the ‘planted’ random 
ensembles.  She also discussed the finite temperature 
phase diagram, finding a close connection with the liquid/
glass/solid phenomenology [7,8].

Random Graphs 
In random graphs, nodes are distributed randomly on a 
grid and possibly assigned different statistical weights.  
The edges connecting the nodes are established according 
to specific rules.  Such systems can model real-world 
networks such as the wireless network and the internet.  
Postdoc Milan Bradonjic has revealed the timescales and 
efficiency with which information can be broadcast in 
networks of this type [9,10].  Postdoc Jason Johnson has 
developed a new method for calculating the partition 
function by randomly selecting and computing walks and 
loops, including methods to avoid double counting and 
backtracking [11,12].

Future Work
We capitalize on similarities of statistical physics and 
computer science challenges. This project takes advantage 
of the newly-appreciated connections to address key 
problems in data transmission and storage, decoding, 
optimization, information-processing of the brain, the 
interface between quantum and classical information, 
verification of large software programs, modeling of 
complex systems including disease epidemiology, resource 
distribution issues, and the nature of highly fluctuating 
complex systems.
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We develop theoretical and computational methods to 
address important problems of national interest:

Develop systematic approaches to finding computationally 
efficient methods that optimize the performance of classes 
of problems such as data transmission. We optimize 
the efficiency of data transmission, requiring reliability 
and minimal energy cost for a network of generalized 
transmitter/receiver units with information processing at 
each node.

Explore concepts of classical information theory 1. 
applied to the coupling of quantum information 
systems.

Investigate optimal methods for relating images, either 2. 
because neural connections can reveal salient features 
at the early stages of visual cortex signal processing, 
or because the images possess common features, e.g., 
showing groups of particles such as in fluid tracking 
methods or in feature recognition systems.

Coordinate workshops and working groups on 3. 
connections between data acquisition, processing, 
analysis and prediction applied to complex systems.

Investigate network concepts applied to problems 4. 
in social behavior, population dynamics, image 
recognition, optimization problems and power grid 
problems.

Conclusion
The ability to organize, manipulate and optimize the 
transmission, reception and processing of information 
underpins much of the national infrastructure, the 
information-based economy and many features of 
national security.  Our research efforts address problems 
in the organization and processing of information applied 
to efficient communication under constraints of error 
tolerance, bandwidth, or power consumption (as in 
distributed sensor systems and power grid problems). Our 
research also reveals how the brain processes visual stimuli 
to do sophisticated image processing and recognition.
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Introduction
A key challenge in Information Science and Technology 
(IS&T) is extracting information from massive streams 
of data that are arriving in real-time.  This project’s 
contribution is to perform the research necessary to 
enable visualization, analysis, and storage solutions for 
massive streaming data.

To that end, we are developing: (1) methods for using 
emerging microparallelism, e.g. Cell processors and 
GPUs, for real-time and near-real-time pipelining and 
processing; (2) statistical and signal processing methods 
for real-time or near-real-time baselining, anomaly 
detection and signal detection of high-dimensional data; 
and (3) novel file system architectures for real-time data 
ingest and writing out of data identified to be of interest. 
The overarching research challenge presented by this 
work is the combination of the amount and intricacy of 
the data that must be processed with the complexity 
of the algorithms required for processing it.  In many 
cases, a further challenge is that of data fusion: multiple 
streams of data must be acted on simultaneously in real-
time in order to accomplish the necessary processing.

While this work is motivated by the astronomical 
problem of real-time detection of radio transients, the 
methods are general and more broadly applicable.

Benefit to National Security Missions
The general problem of real-time detection of 
anomalous events has broad applicability including 
to cyber security, threat reduction, data from sensor 
networks, and systems data (biological or otherwise) in 
which a vector of data is recorded at every time step.  In 
addition, much laboratory work involves streaming data.   
Many, if not most, emerging programs at the laboratory 
include some aspect of streaming data. In short, the 
proliferation of inexpensive sensors of all kinds makes 
streaming data capability one of the most important 
capabilities for the laboratory in the next decade.

Progress
Significant progress has been made in four areas:

Processing (Correlation) of Incoming Data:  This 1. 
work is motivated by the Long Wavelength Array 
(LWA), which could be enhanced by a data streaming 
capability that uses the measurements from 256 
antennas to search the visible sky in real-time to 
detect transient events.  Accomplishing this requires 
real-time calculations on the measurements from 
all of the 32,640 different antenna pairs that derive 
from the 256 antennas.  At full scale and with 
antenna signal bandwidths of ~67 MHz, the problem 
requires ~70 Tflops of continuous processing and 
256 GB/s of sustained bandwidth.  Methods for 
achieving this real-time processing rate via standard 
processors (Opterons) and Cell processors were 
investigated.  A major research challenge was 
efficiently exploiting the spatial and temporal locality 
of the data to generate an effective algorithm given 
Cell’s architecture. In a performance study, a Cell-
based solution outperforms a dual-core Opteron 
by ~21X and outperforms a quad-socket, dual-core 
Opteron node by ~6X. Moreover, the Cell-based 
solution requires ~1/19 of the power and ~1/5 of the 
space of the Opteron solution.  Power and space are 
important considerations in radio astronomy since 
the available power and space are frequently limited 
for compute equipment that must be kept in the 
field.  These results have been detailed in a technical 
report [1], and a proposal has been developed and 
hardware procured to use this work as the basis for 
a Prototype All-Sky Imager at the LWA site.

Ring Buffer with Write-Out Capability for Temporary 2. 
Storage of Incoming Data:  Two complementary 
and novel approaches that use a ring buffer model 
in order to capture data continuously, but normally 
only retain it for brief periods (minutes to hours, 
since the large majority of data is not needed for 
analysis) are being developed. (A ring buffer offers 
temporary storage for data in which by default the 
oldest data are overwritten once the ring buffer’s 
capacity is filled.) Our first approach is a hardware-
based system. Specifically, we have designed and 
implemented a ring buffer system prototype that 
is capable of maintaining data capture speeds 
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near the limit of the underlying hardware, and 
yet still transfer “important” data to other storage 
without compromising the accumulation of incoming 
data.  These quality-of-service guarantees ensure 
that the system can maintain steady operation up 
to the endurance of the hardware while reliability 
mechanisms protect against data loss in the event 
of hardware failure.   Results have been submitted 
for publication [2]. Second, an easy-to-implement 
FUSE Ring Buffer File System based on File System in 
User Space (FUSE) is under development.  While this 
system lacks hard quality-of-service guarantees, it 
can be architected to the specifications of a scientific 
application of interest and quickly implemented.  

RFI Mitigation and Transient Detection: Working jointly 3. 
with researchers at UC-Berkeley, we are investigating 
methods of mitigating radio-frequency interference 
(RFI) from data collected by the Allen Telescope Array.   
We have applied a statistical approach to mitigate 
the effects of outliers, 60 Hz signals and wandering 
power levels on the detection of chirps.  These 
mitigations, combined with estimation of antenna 
sensitivities and subsequent antenna weighting, 
produced an event stream that was much better at 
differentiating signal from noise than the methods 
previously used.  Giant pulses from the Crab pulsar 
were detected with stronger signal-to-noise ratios 
even as the false alarm rate was reduced by a factor 
of 26.  Furthermore, signal-to-noise ratios reported in 
the event stream were well-calibrated to a reference 
Gaussian distribution demonstrating that the false 
alarm rate was being well-managed, even in the face 
of multiple types of interference.  A simulation study 
to further explore these methods when known signals 
are embedded into a noisy background has been 
undertaken.

Visualization of Images of the Sky: Acceleration of 4. 
the CLEAN algorithm via GPUs has been investigated.  
The CLEAN algorithm has two parts: a sort and a 
series of convolutions via FFTs. The FFTs were easily 
implemented and fast on the GPU, as there is now 
CUDA support for this. The sort was a greater research 
challenge, due to the small shared memory on the 
GPU. A full sort is not truly required, but instead only 
an unsorted top-N point algorithm. We implemented 
this by doing a partial histogram, binning points 
into buckets and using random sampling to select 
pivot points giving balance to the “histogram.” We 
achieved a 10x speedup from the partial sort we 
had implemented, and the sort now takes time 
commensurate to the FFT.

Future Work
We are performing the research necessary to develop key 
pieces of a real-time radio-transient detection system that 
includes:  1) processing of the incoming data; 2) temporary 

storage of the data that permits writing of the data 
identified to be of interest to long-term storage; 3) novel 
algorithms for excision of radio-frequency interference 
(RFI) and identification of signals of interest; and 4) 
creation of images of the sky.

Real-time and near-real-time data pipelining, data 
processing, and image processing are being facilitated by 
the use of emerging micro-parallelism, specifically GPUs 
and Cell processors.  A key research challenge in gaining 
maximum performance from GPUs and Cell processors 
is that of efficiently exploiting the spatial and temporal 
locality of the data.  Cell processors have been applied to 
the challenge of processing the incoming data, referred to 
as “correlation”, while GPUs are being used to increase the 
rate of image processing using the CLEAN algorithm.

Two complementary ring buffer file systems are being 
developed to permit real-time data ingest with some 
processing of the data, which could include writing of 
the data identified to be of interest to long-term storage.  
Research challenges include architecting ring buffers to 
the specifications of the scientific application of interest, 
i.e. its rate of data inflow, frequency with which interesting 
chunks of data arrive, and the sizes of the interesting 
chunks of data that should be saved for later analysis.

Finally, statistical and signal processing methods for RFI 
mitigation and transient detection are being investigated.  
These methods aim to reduce RFI so that false positive 
detection rates are decreased and true positive detection 
rates are increased.

The remainder of the project will be devoted to completing 
the key research required to enable real-time detection 
of radio transients.  First, the RFI excision and transient 
detection algorithms under development are being 
tested to ensure that they remove interfering signals 
while still permitting signals of interest to be detected, 
with the results to be submitted for publication.  Next a 
subset of these algorithms will be ported to appropriate 
hardware for investigation and publication of their real-
time characteristics.  Use of IBM’s InfoSphere Streams for 
this work is also under exploration.  Second, the CLEAN 
work, which is nearing completion, will be submitted 
for publication.   Finally, we anticipate that a protoype 
FUSE ring buffer system will be completed by the end of 
November 2009.  Following additional work, we anticipate 
publication of related results.  The hardware-based ring 
buffer work will continue as part of thesis research at 
UCSC and possibly at LANL during summer 2010, with 
publication of additional results forthcoming.  

Conclusion
We are developing methods for extracting information 
from massive amounts of data, specifically novel methods 
designed for real-time and near-real-time visualization 
and analysis of massive streaming data.  The capabilities 
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developed will have application across LANL’s threat 
reduction and global security mission.  Many important 
threat detection problems, from those in cyber security 
domains to near-space object tracking, can be greatly 
facilitated by our research.  These new techniques can 
drastically decrease the amount of time require to identify 
anomalies within massive streams of data, with an 
ultimate goal of enabling real-time detection.
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Introduction
Understanding how the human brain performs 
computation, especially how it interprets the world 
around us through our senses remains one of the most 
exciting open scientific problems. Synthetic systems that 
can exploit some of the brains cognitive abilities would 
also revolutionize many aspects of technology central to 
the US Department of Energy’s missions.

This project seeks to understand and implement the 
computational principles that enable high-level sensory 
processing and other forms of cognition in the human 
brain. Though the basic principles of neurons and 
synapses (their connections) have been known for some 
time, very little is understood about how they work in 
large networks to produce effective computation (of 
10-100 billion cells in the human brain). To address 
these issues we are creating synthetic cognition systems 
(models and simulations) that emulate the functional 
architecture of the primate visual cortex, the best 
understood part of the brain.  A quick calculation reveals 
that the human visual cortex is a petaflop computer, 
performing about a quadrillion operations per second. 
This computational scale has just been reached by a 
new generation of supercomputers at US Department 
of Energy Laboratories (Los Alamos and Oak Ridge). In 
this sense understanding the brain as a computational 
network is starting to shift from a problem that was 
technically unfeasible to one of determining the 
fundamental organization and dynamics that enable the 
extraordinary cognitive capabilities of the human brain.

In this project, by using petascale computational 
resources, combined with our growing knowledge of 
the structure and function of biological neural systems, 
we will match, for the first time, the size and functional 
complexity necessary to reproduce the information 
processing capabilities of cortical circuits. Several 
major scientific and technological breakthroughs are 
anticipated. First, the hypothesis pervading much of 
Artificial Intelligence for the last 50 years, that synthetic 
cognition approaching human levels of performance 
can be achieved simply by matching the scale of the 
human brain, can finally be tested. Second, more 

complex neural processing mechanisms, such as spiking 
dynamics, synaptic plasticity (learning), and lateral and 
feedback connections between cortical neurons, will 
be assessed quantitatively with respect to the resulting 
performance gains in real time cognitive tasks.  

Benefit to National Security Missions
The project supports the Department of Energy Office 
of Science by creating a new generation of powerful 
petascale computational systems that approach human 
visual cognition. It supports applied science missions 
by providing state of the art synthetic visual cognition 
for remote sensing, battlefield awareness, nuclear 
threat detection, while addressing one of the deepest 
questions of fundamental science.

Progress
The project is divided into four objectives. We briefly 
describe progress towards each:

Test limits of feed forward models1. 

We have now built mathematical models and their 
computational implementations that demonstrate state 
of the art performance (or slightly above it) in visual 
cognition, in classical problems of object identification, 
for example the presence of an animal (or not) in a 
natural scene. We have also determined the conditions 
under which the systems will be scaled up with more 
supervised and unsupervised learning. This involves 
two main strategies which we have now developed 
and are implementing: 1) the learning of visual 
representations and invariances in the connectivity of 
simple and complex cells in each layer of the model. This 
is achieved via exposing the system to large image data 
sets and video and using learning rules to update cells’ 
representations over their receptive field [1,2], Figure 1. 
The learning is unsupervised so that the system needs 
not know which objects are present in visual scenes. To 
learn to discriminate objects the system must be taught 
via 2) large scale supervised learning. This consists of 
labeled image sets that expose the system to the same 
object in a variety of points of view and conditions. This 
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allows the system to build invariant representations of 
classes of objects and situations. We have collected most 
labeled datasets available in computer vision and have 
now also started to create our own, via large photographic 
collections and 3D image rendering [2]. Figure 2 shows 
the result of combining both unsupervised and supervised 
learning. The system shows systematic improvement 
with greater visual experience. This also exposes the 
fact that much larger image collections are necessary, 
commensurate with human visual experience (about 1012 
Pixel/day, or several 1015 pixels – petapixels – in a lifetime). 
We are currently taking steps to scaling up training of 
the system via large collections of images and video, and 
to understand resulting representations via principles of 
information and computational theory.

Figure 1. Results of unsupervised learning of simple V1 cells. The 
left panel shows neuron receptive fields obtained via imprinting 
(the simplest form of learning, where the first image patch seen 
is retained). The right panel shows the resulting receptive fields 
after Hebbian learning with 18 million 5x5 pixel image patches. 
These show receptive fields that are compatible with sampling 
in vivo via electrophysiology. The lower left graph show the 
frequency of activation of prototypes, while the figure on  lower 
right shows how learning creates higher entropy distributions, 
which are associated with optimal representation.

Figure 2. Scaling of classification performance (animal/ no 
animal in natural scenes) with the size of the supervised training 
set. Left panel show the results with imprinted features and the 
right as the result of Hebbian learning. The extrapolation to 
perfect accuracy would require training sets of size 3000-4000 
and suggests an advantage to learned features.

Identify and Incorporate functional physiological 2. 
elements

We have build detailed spiking neuron and mean field 
models of primary visual cortex and used these to explore 
the hypothesis that lateral (within layer) excitatory and 
inhibitory connection can enhance the ability to find large, 
topologically non-trivial objects amidst the confusion 
of visual clutter. We have results that show that this 
happens through the firing rate and persistence time of 
the activity of neural populations that are tuned to larger 
objects. These dynamical within-layer properties are not 
included in the original architecture of objective one. 
However when included they contribute performance 
gains in object recognition tasks.  We are also studying 
the role of different learning rules in creating invariant 
representations of visual scenes.

Experimental Validation and Performance Evaluation3. 

We have acquired permission from LANL’s human subjects 
commission to perform experiments on human visual 
performance and brain imaging (EEG, MEG), We have 
performed several psychophysics experiments Figure 3, 
testing human performance in object categorization tasks 
- that is, testing human subjects the same way we are 
testing computers in objectives one and two. We are also 
studying the effects of masking (exposure to a second image 
after the original image) in degrading that performance. 
The original image is shown for only a tiny fraction of a 
second, and our ability to understand this image changes 
dramatically, depending on the masking image that is shown 
next. We measured the change in performance by varying 
the object and mask images [3], Figure 3. In this way we are 
elaborating a theory of optimal masking. This theory points 
to the importance of feature occlusion but also on a set 
of similarity transformations in image properties that may 
result in effective masking - that is, what it is that makes two 
images “similar” to our brain. We will continue to explore 
these hypotheses with a variety of rendered image and have 
started writing results up for publication.
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Figure 3. Human visual performance in object recognition tasks 
(presence or absence of an animal in a visual scene) as a function 
of masking images. The left panel shows that natural scene 
masks are effective at decreasing human visual performance 
whereas pixel maps and gray screens are not. The right panel 
show individual subjects performance. We are currently 
determining which elements of the mask make it effective, via 
more detailed experiments that include electro-encephalograms 
and eye tracking.

Experimental Validation and Performance Evaluation4. 

We have now written object oriented versions of the codes 
developed under objective 1) and 2) and ported them to 
Bambino at the Center for Non-Linear Science, a small cell 
architecture machine similar to Cerrillos and Roadrunner.

We have also benchmarked our codes on different 
image sizes with the objective of building a system that 
can process High Definition video (which has a similar 
resolution as the human visual system) in real time. We 
anticipate having such a system running over the next few 
months, as we also continue to experiment with other 
computational platforms such as GPU (graphical processing 
units).

Future Work
Having set up the basic architecture of visual cortex 
in model and computer codes and established several 
key features of human  visual cognition through 
psychophysics experiments the project is now entering 
a crucial stage. First we will expose the model to an 
unprecedented quantity of visual imagery in order to 
create simple and complex features that represent the 
visual world accurately. We expect to establish stationary 
representations in primary visual cortex, where our current 
indications Figure 1, are that some optimality principles 
are at play, ensuring an efficient coding of information. 
We will then investigate whether representations with 
similar properties arise further up the visual cortical 
hierarchy. We will also study the role of supervised 
learning over large sets of labeled images in creating 
high-level representations of categories of objects and 
events. Our objective over the next year is to built a 
mathematical model and computational implementation 
that processes streaming visual experience (High Definition 
video) continuously, and that uses it to improve its 
internal representation of the visual world via learning. 
Such a system will integrate theory, computation and 
objective measures of visual performance in real time 

and provides a standard for further improvements via 
connectivity patterns that include lateral connections and 
feedback for example. In this respect we are also pursuing 
statistical model that make explicit the role of feedback 
connections in reducing object recognition uncertainty, via 
subjecting incoming sensory information to expectations 
in the for of Bayesian priors, We are also in the process of 
improving our visual cognition experiments via Electro-
Encephalogram (EEG) recordings and eye tracking, 
which we expect will greatly reduce uncertainty in the 
observations of human subjects and help establish the role 
and locus of feedback in visual cognitive processes.

Conclusion
Our objective is to deliver new synthetic cognition systems 
that match or surpass human visual performance in real-
time object identification tasks. The project comprises four 
tasks: 1) to scale up hierarchical feed-forward networks to 
match the number of elements, connectivity and diversity 
of the visual cortex; 2) to include physiological elements 
such as spiking dynamics, lateral and feedback interactions, 
and time-dependent synaptic plasticity; 3) to measure 
brain activity, at both the single cell and systems levels, 
along with behavioral performance, on visual detection 
tasks; and 4) to develop full-scale real time models of the 
visual cortex. We are currently implementing such a system 
and in the process of unveiling the essential principles that 
allow the brain its extraordinary visual cognitive powers.
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Introduction
Today’s explosive growth in the quality and quantity 
of satellite imagery calls for the automation of tedious 
and time-consuming image analysis tasks for timely 
Intelligence gathering. Image Intelligence analysts are 
overwhelmed with this flood of data. This has often 
resulted in lapses and delays in intelligence assessment. 
Automated tools that can detect and identify objects in 
these images reliably and at a rate faster than human 
experts are nonexistent.  Today’s computer-based 
image analysis largely relies on classifying image pixels 
based on color (spectral information) into features. 
This is a time-consuming operation as each satellite 
image typically contains hundreds of millions of pixels. 
Further, uniformity of color alone is not sufficient 
for identifying complex features on the ground. Our 
project addresses this limitation by taking a radically 
new approach to image analysis that is both efficient 
as well as perceptually meaningful. Rather than look 
at all pixels in an image, we focus only on those image 
pixels that lie on boundaries between image features. 
These edge pixels provide valuable shape information 
about objects and features. The main scientific goal 
of our project is to model human visual perception 
by computer programs in order to obtain meaningful 
completions of edges by ‘joining the dots (edge pixels)’. 
Doing so will outline shapes in images, enabling their 
detection and recognition.  Computing with a small 
subset of image pixels will result in rapid analysis, while 
the use of boundary pixels assures meaningful feature 
extraction. To ensure very high throughput, the project 
will realize these methods on multiprocessor computers. 
This high-risk scientific undertaking of computationally 
mimicking human visual perception has the high payoff 
of developing much-needed fast and powerful tools that 
speed up image analysis to assist Intelligence gathering 
for national security and defense applications.

Benefit to National Security Missions
This project addresses the DOE mission of Threat 
Reduction by developing a critical capability of timely 
and reliable information extraction from imagery for 
national security applications. Additionally it supports 

the DOE Office of Science mission by addressing the 
computational modeling and simulation of human 
visual perception for advancing information science and 
technology. The generality of the problem addressed, 
namely image feature extraction, also supports other 
mission applications including environmental monitoring 
for remediation and restoration and space and materials 
image data analysis.

Progress
In the first year of the project we developed a highly 
efficient and flexible computational architecture 
to facilitate rapid development of image analysis 
algorithms. The anatomy of this software architecture 
consists of a C program that efficiently performs 
computationally intensive tasks on images based on 
directions from algorithms written in the rapid prototype 
environment of Matlab. This architecture is designed 
to reflect and support the two overarching goals of 
the project, namely, 1) the development of advanced 
algorithms that extract meaningful information from 
images towards their understanding, and 2) the rapid 
processing of large image datasets to facilitate the timely 
utility of the steady stream of imagery from today’s 
sensors. The purpose of this architecture is to enable 
simultaneous progress on both these fronts, namely 
algorithm innovation and acceleration.

It is critical that our approach to image analysis scales 
efficiently to utilize the available processing power to 
accommodate large images. We have designed efficient 
algorithms whose processing time is proportional to 
the number of pixels in an image. To ensure similar 
scalability with processors, we have developed parallel-
processing versions of these algorithms, wherein a large 
image is divided up among multiple processors and all 
of the processors compute results for their individual 
allocations simultaneously. Key to achieving efficient 
scalability is ensuring that the individual processors’ 
results are integrated with minimal overhead. Using 
a message-passing interface (MPI) to communicate 
between processors, we have been able to achieve 
processing rates of eighteen million pixels per second 

RADIUS: Rapid Automated Decomposition of Images for Ubiquitous Sensing
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(~1.5 terapixels/day) on a sixteen-core desktop computer. 
This early benchmark has already put us within reach of 
our target rate of 8 terapixels/day on a few such machines 
for coping with typical dataflow from modern satellites.

Our project exploits structural (e.g., shape) and spectral 
(e.g., color) cues in imagery to delineate features of interest. 
Contours in images form a starting set of feature primitives. 
An initial set of polygons is constructed from these contours. 
These polygons are then hierarchically grouped into larger 
polygons that result in objects and features at multiple 
scales. To obtain polygons faithful to image features, we 
have formulated several new criteria that characterize 
elementary perceptual rules. These are based on individual 
feature characteristics such as contour saliency and polygon 
shape, as well as ensemble properties that measure the 
distribution of color, texture, granularity, anomaly, etc of 
image polygons at each stage of the hierarchy. Further, 
using these criteria, we have developed polygon grouping 
rules that have yielded useful segmentations of images 
into features. This is a first and major step towards search 
and identification of features with a generic quality, such 
as man-made features, textures, etc., and also of specific 
features such as roads, rivers, buildings, forestry, etc. This 
is key to making robust categorical judgments to assist the 
image Intelligence analyst.

Three potential sponsors were briefed on the project 
showcasing the potential of the ongoing work to their 
areas of application/interest:

The National Geospatial-Intelligence Agency (NGA) 1. 
was briefed on the project’s goals and value to the 
Intelligence Community.

Digital Globe Inc., the worlds leading satellite-2. 
imaging company, was briefed on our use of high 
performance computing in large-scale image analysis. 
This has resulted in a new Cooperative Research and 
Development Agreement (CRADA) partnership for 
studying underwater terrain (optical bathymetry).

Collaborators on an ongoing NOAA environmental 3. 
monitoring project NEBO (http://nebo.whoi.edu/ ) 
were briefed to showcase the significant improvements 
over what NEBO has been using for image analysis 
of the ocean floor. As an outcome of this briefing, 
NOAA will seek follow-on funding for leveraging LANL’s 
capabilities for oceanic environmental impact studies.

A proposal to DOE NA-42, titled “Stabilization 4. 
Radiography Tool”, using methods developed in the 
project to analyze radiographic imagery for application 
to stabilization of clandestine nuclear devices was 
submitted. This proposal was funded to start in FY 
2010.

A patent application was filed based on algorithms 5. 
developed so far in the project.

Future Work
In the subsequent year of the project we will develop to 
detect and identify specific features obtained from our 
hierarchical decomposition of images into features. In 
particular, we will develop methods that can compare two 
features in terms of their shape and color characteristics 
and decide if they are similar enough. This will give us 
a method of searching for objects with known/desired 
characteristics in images. We will then develop methods 
to relate objects and features in their vicinity to form 
contextual feature scenarios. This will help identify 
complex targets such as a nuclear power plant, an urban 
locality, or a storage facility.

In the final year, we develop methods for assigning 
confidence measures to detections and identifications 
of targets in images. This will enable the matching and 
recognition of complex feature scenarios and multiple 
related targets. We will test the methods developed in the 
project against commercial satellite imagery and make 
improvements to performance efficacy and efficiency.

Conclusion
Scientifically, the project will provide computational 
insights into human-centric image understanding. 
Technologically, the project will develop a capability to 
rapidly extract and assess information from satellite 
and aerial imagery. Specifically, the project will deliver 
efficient computer algorithms and software that will scale 
in performance on single processor and multiprocessor 
platforms. This will enable the extraction of manmade 
and natural features and contextually relate them to 
identify complex and composite scenarios such as 
urban infrastructure, nuclear facilities and lines of 
communication. These identifications will be responses to 
analyst queries for features of interest, thus facilitating and 
expediting Intelligence assessment. The project will result 
in novel computer codes that can be used by US Defense,  
Intelligence and other government agencies for timely 
image exploitation.
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Abstract
Many problems in information processing that are 
important for Los Alamos are computationally complex 
at a fundamental level.  Algorithms guaranteed to 
find the best solution to these problems require an 
exponentially large amount of time, making them 
completely impractical. We have applied methods 
from statistical physics to develop efficient heuristic 
methods that rapidly find good approximate solutions. 
By providing a solid theoretical basis for these heuristics, 
statistical physics allows us to mathematically quantify 
the performance of these algorithms for high-reliability 
applications, and to systematically design improvements.  
Key tasks have included solving complex statistical 
inference problems such as motion tracking in videos, 
designing distributed network algorithms for routing and 
community detection, and developing multi-objective 
optimization schemes to minimize path length and 
energy consumed.  Many of these algorithmic problems 
are central to a wide array of data-intensive challenges, 
including understanding the spread of epidemics and 
identifying adversary social networks.

The broader and more ambitious objective of our 
project was to develop a new interdisciplinary field 
that has been emerging over the past five years in the 
international scientific arena, and to establish a long-
term capability at LANL in this area.  Our research 
contributions, supporting DOE missions in threat 
reduction, nuclear weapons, and renewable energy, 
have helped the Laboratory merge information theory, 
statistical physics and computer science while building 
an internationally-recognized community of experts in a 
new branch of Information Science and Technology.  

Background and Research Objectives
Current and future national security applications 
at Los Alamos National Laboratory depend on a 
fundamental set of computer science problems, 
involving manipulation of large collections of interacting 

components and analysis of large data sets. Solving 
these requires effective algorithms that can operate 
in reasonable time spans. Additionally, many of the 
applications, such as organizing a communication 
network among distributed sensors, have constraints 
such as physical size, energy consumption, and the 
specific type of information that can be processed; we 
need efficient algorithms to optimize the systems under 
such constraints. Due to the scale of the data sets and 
the importance of the results, proposed methods must 
meet higher standards than those required in most 
industrial and commercial settings.

Faced with the need for better algorithms for large-
scale discrete computational problems, scientists 
have increasingly turned to techniques from statistical 
physics, used to analyze large-scale complex systems 
and produce system-level predictions. Error probabilities 
in efficient, nearly optimal, error-correcting codes have 
been quantified by a mapping to studies of disordered 
magnets. Predictive models for computational 
tractability in constraint satisfaction problems draw 
upon the phase transition between order and disorder. 
These connections have led to novel techniques, such 
as message-passing algorithms, that vastly outperform 
previously suggested methods.

Our project aimed at developing a broad capability at 
LANL in the physics of algorithms, applicable to modern 
challenges in information technology.  We proposed to 
use a unified set of approaches, drawn from statistical 
physics, information theory and computer science, to 
develop general algorithms benefit LANL applications 
ranging from network monitoring to data reconstruction 
to logistical problems. Furthermore, the algorithmic 
problems studied, such as community detection, are 
essential to a wide array of challenges in network 
science, including biological networks and adversary 
social networks.

The Physics of Algorithms

Michael Chertkov
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Scientific Approach and Accomplishments
Broadly speaking, our research approach consisted of three 
key steps: (a) State the problem in terms of optimization 
and/or inference and/or learning,   (b) Develop and extend 
a heuristic algorithm, and (c) Analyze the algorithm.  
This approach was applied to problems ranging from 
community detection, to spread of epidemics, to tracking 
of particles in turbulent fluids.  Some of our main 
accomplishments are outlined below.

Statistical inference
A substantial part of our scientific contributions concerned 
message-passing algorithms, a powerful technique in 
probabilistic inference that has become the focus of 
intense study in the past few years.  One of the most 
well-studied algorithms of this kind, belief propagation, is 
extremely successful on problems where variables can be 
modeled as nodes on a graph or network, and the graph 
contains few or no cycles. 
 
We developed a general framework, called Loop Calculus, 
for expressing exact statistical inference problems using 
a specific form of the belief propagation algorithm that is 
computationally tractable, i.e., whose running time grows 
linearly in the number of variables in the problem, or at 
worst as some low power of the number of variables.  
A significant result was the discovery of a new class of 
graphical models that, in spite of containing many loops, 
are nevertheless solved exactly by an algorithm of the 
Belief Propagation type. This approach was then adapted 
to count solutions in graphical models, including in a 
number of combinatorial optimization problems where 
finding the optimum is already considered computationally 
hard (and counting optimal solutions is considerably 
harder). 
 
Among the many applications of belief propagation, 
we considered the problems of community detection 
and clustering.  We developed a novel algorithm that, 
in practice, runs in nearly linear time on graphs with 
the small-world structure characteristic of social and 
technological networks.  In the standard “four groups” 
accuracy test for community detection methods, it 
outperformed all other polynomial-time algorithms and 
its performance is in many cases comparable to the best 
exponential-time algorithm tested there. 
 
We also used belief propagation to track moving objects in 
a video sequence.  We developed algorithms that input a 
video of stochastic particle motion, such as in a turbulent 
fluid, and efficiently track small identical particles in it.  
This is an enormous computational challenge, as it requires 
finding the most likely matches within a graphical model 

with billions of variables (corresponding to gigabyte-size 
video frames).  An extension of the algorithm also allows 
efficient learning of the environment (diffusivity) and the 
flow (local velocity gradient). 
 
Additional contributions included the development of a 
ranking algorithm that allows inference based on data that 
can contain systematic errors, such as upsets that occur 
in competitions. Statistical physics methods including 
scaling techniques, random-walk analysis, and Monte 
Carlo simulations were used to establish the algorithm and 
test its performance. The algorithm, which uses a gradual 
elimination schedule, has a running time that is polynomial 
in the number of ranked elements. 
 
Finally, we developed a generalized hybrid Monte 
Carlo (GHMC) algorithm that solves the problem of 
reconstructing a contaminant release history, in both a fast 
and statistically optimal way.  The approach is applicable 
in general to large-scale, strongly nonlinear systems 
with parametric uncertainties and data corrupted by 
measurement errors.

Network problems
We studied numerous algorithmic problems whose 
natural definitions involve networks, and can be described 
mathematically using the language of graph theory. 
 
We developed routing algorithms for effective information 
diffusion in ad hoc networks and sensor networks, where 
communication between nodes is determined locally (and 
often though “selfish” decisions by each node) rather 
than through any centralized authority.  These algorithms 
included a class of probabilistic, locally congestion-aware 
routing protocols.  We developed a protocol called the 
Locally Minimum Cost Forwarding method where one 
finds, through the study of game-theoretic equilibria, 
that in practice the solution costs are within a constant 
factor of the optimum.  We studied the problem of placing 
additional nodes owned by a single profit-maximizing 
entity into an existing network of nodes that pay each 
other according to standard mechanism design rules for 
forwarding each other’s traffic.   A number of polynomial-
time heuristic algorithms were proposed for finding 
acceptable approximate solutions.  Finally, we developed 
an end-to-end routing metric, ETOP, that accurately 
captures the expected number of link layer transmissions 
in wireless mesh networks, and we tested our network 
routing schemes against standard testbed cases. 
 
We studied a number of structural properties of networks 
under addition and deletion of nodes.  Using kinetic 
theory, we obtained analytical solutions for properties 
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that include the number of dangling nodes and the 
network diameter.  We also developed and studied a set 
of graph reduction algorithms that took network data 
and generated an ensemble of smaller graphs that were 
statistically similar. Applied to real historical data on 
internet connections at the router level, this approach 
produced networks with features closely resembling 
snapshots of the (smaller) internet from several years 
earlier.  Furthermore, we studied how synchronization of 
a network of identical oscillators is affected when adding, 
removing, and moving single edges in the network.  This 
suggested specific strategic rewiring schemes. 
 
For the problem of multi-objective optimization on 
different classes of networks with randomly assigned 
edge weights, we considered the growth in the number 
of pareto-optimal paths.  We found the distribution of the 
number of paths to be independent of the distribution of 
weights under certain conditions, and we established new 
scaling properties. 
 
Finally, merging our work on network analysis and 
probabilistic inference, we used additional data on the 
Swedish Transmission Network of HIV virus, together with 
an analysis based on coalescent theory, to improve our 
understanding of the connection between phylogenetic 
trees and transmission networks.  We found that the 
coalescent theory made very definite predictions as to 
when the transmission network could or could not be 
reconstructed, and that these predictions were consistent 
with both the original and more recent data. 

Theoretical and mathematical underpinnings
A number of more basic theoretical discoveries enabled 
many of our algorithmic results. 
 
We developed a novel approach, called quantum belief 
propagation, for performing calculations in quantum 
systems and in classical systems in continuous time.  In 
particular, this led to a new algorithmic technique for 
implementing belief propagation with high accuracy in 
systems with time dependence. 
 
We recast the framework of Gaussian belief propagation 
(GaBP) based on a representation of a matrix’s 
determinant as a product over orbits of a graph. This new 
perspective resulted in a new algorithm that evaluates 
determinants of sparse matrices in time scaling linearly 
with the system size. 
 
We investigated the graph bisection problem, where a 
network must be cut into two pieces of equal size while 
minimizing the number of cut edges.  A study of the 

physical “phase structure” of this problem on random 
graphs revealed a surprising clustering phase transition in 
the problem’s solution space, and an associated algorithm 
that optimizes typical instances of the problem much more 
rapidly than was previously believed possible.  A further 
study on a different (geometric) random model revealed 
a novel methodology for applying belief propagation 
to optimization problems with global constraints.  This 
methodology in turn suggests efficient approximation 
algorithms for a large range of optimization problems 
with global constraints, including the notorious traveling 
salesman problem.

Impact on National Missions
The aim of this project was to develop a Laboratory-wide 
capability in a new interdisciplinary field that impacts both 
science and security.  An understanding of the behavior of 
large-scale computational algorithms is becoming central 
to data-intensive challenges.  This challenge encompasses 
problems as diverse as community detection in adversary 
social networks and particle tracking in fluid mechanics 
experiments.  Our results highlighted above, together with 
the longer-term capabilities we have developed, support 
Laboratory missions in Threat Reduction and Nuclear 
Weapons.  Specific programs benefiting from these new 
capabilities include the Laboratory’s Information Science & 
Technology Center, the National Infrastructure Simulation 
and Analysis Center (NISAC) and initiatives in interdiction 
analysis and power grid modeling.  New work brought 
to the Laboratory includes a DOE/ASCR-funded project 
on “Algorithms for Large-Scale Network Interdiction 
Problems” and an NSF-funded project (through the New 
Mexico Consortium) on “Harnessing Statistical Physics in 
Computing and Communications.”  Additional external 
funding attracted by our project includes an NSF Focused 
Research Group grant on “Quantum Spin Systems” and a 
Marie Curie Reintegration grant from the European Union 
on “Phase Transitions in Combinatorial Optimization.”

Furthermore, our project’s scientific contributions have 
helped attract new staff of an extraordinary high caliber, 
helped the Laboratory build a recognized algorithmic 
strength in research on the DOE priority area of renewable 
energy, and established at Los Alamos an internationally-
recognized community of experts on the Physics of 
Algorithms.  We recruited six postdocs, including one 
Oppenheimer Fellow (Konstantin Turitsyn) and two 
Director-Funded Fellows (Lenka Zdeborova and Jason 
Johnson), and more than 10 graduate students worked 
on the project.  Our work has led to an LDRD/DR new 
start in “Optimization and Control Theory for Smart 
Grids” and an LDRD/ER project on “Network Interdiction.”  
The DR project will bring our novel tools to a national 
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challenge: the Smart Electrical Grid, capable of ingesting 
intermittent renewable sources. Our research within the 
broader context of the international scientific community 
has been anchored by a large number of productive 
collaborations, with institutions including MIT, Claremont 
Graduate University, the Institute Pasteur, Université 
Paris-Sud and CNRS in France, and the Landau Institute in 
Moscow.  The first two of these have given rise to large-
scale collaborations: a significant fraction of our recruited 
students and postdocs have come from the MIT Laboratory 
for Information and Decision Systems; the Claremont 
collaboration offers numerous future opportunities for 
student recruitment through the joint Mathematics 
Clinic that we have just initiated with  the Claremont 
Colleges.  Finally, these collaborations and our scientific 
recognition have been solidified by three workshops we 
have organized, in May 2007, March 2008 and September 
2009, each attracting 40-60 participants including some of 
the most distinguished scientists worldwide in information 
theory, statistical physics and computer science.
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Introduction
The project will develop techniques that allow images or 
other signals to be reconstructed from much fewer data 
than are currently regarded as necessary.  Whenever 
measurements are expensive, dangerous, or simply 
unavailable in large quantities, what would seem to 
be an impossible reconstruction task can become 
completely feasible.  Examples being developed include 
image reconstruction from limited radar assets, imaging 
from sonar data where transmission or processing is 
difficult, replacing X-ray CT with a handful of X-rays 
that can be collected more quickly and with less dose, 
and rendering the much safer MRI scan more feasible 
by shortening scan time and increasing hospital 
throughput.  The success of the project depends on 
fundamental advances in mathematics, in particular 
relating to difficult optimization problems that are 
widely regarded as intractable, yet this project has 
shown to be solvable using simple and highly efficient 
algorithms.  The theoretical developments will provide 
insights into how to more efficiently process the 
information content of data, and not the data itself, 
which is becoming increasingly important as data sets 
become increasingly unwieldy.

Benefit to National Security Missions
The ability to decrease data sizes while preserving 
information addresses a key challenge of DOE/SC.  The 
ability to reconstruct satellite images from extremely 
limited ground-based radar measurements can have 
major intelligence impact.  Remote sensing and sonar 
measurements can have operational bottlenecks 
removed by decreasing the amount of data that needs 
to be collected.  Neural activity can be reconstructed 
from EEG measurements in a novel way, permitting 
neuroscience advances.  These are just some of the 
benefits that arise from having algorithms that can 
successfully and efficiently reconstruct images and other 
signals from very few data.

Progress
The key to the accomplishments of this project is the 
nonconvexity of the underlying optimization problems.  
This is what allows the reconstruction of images and 
signals from so few data.  However, this flies in the face 
of typical optimization practice, where one often strives 
to make a problem convex, and thereby gain access to 
the many efficient algorithms available.  Efficiency is 
crucial for many applications, where the size of a typical 
problem may make many algorithms intolerably slow.  
Consequently, a crucial development this past year has 
been the development, in an important special case, 
of an algorithm that performs extremely efficiently 
for nonconvex compressive sensing, competitive 
with the fastest state-of-the-art convex algorithms 
[1].  Importantly, the scaling of the algorithm to larger 
problems is also desirable, having the O( N log N ) 
computational complexity of the fast Fourier transform.  
Additionally, the algorithm is inherently parallelizable, 
allowing even larger problems to be solved when many 
processors are available.

An additional development has been a family of 
techniques that allow the above algorithm approach 
to be very flexible, and applied to many different 
computational problems.  For example, one may 
wish to enforce a data constraint exactly when the 
measurements are of high quality.  If the data are noisy 
or the model inexact, a softer, inequality constraint will 
give better results.  One may also wish to impose other 
constraints, such as inequalities that dictate that the 
solution values cannot be negative, or exceed some 
maximum value.  Each of these cases corresponds 
to a different optimization problem, which ordinarily 
would be solved using a different approach.  However, 
the “operator splitting” approach used in this project 
decomposes the problem into simpler components, 
with the component corresponding to the constraints 
being one-dimensional (applied independently to each 
coordinate), and therefore very simple to adapt.  This 
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greatly increases the applicability of the approach.

Future Work
Our project addresses the issue of reconstructing signals 
(including images, network states, signals of any other 
form) from severely under-determined linear systems.  
The method is to exploit the sparsity or compressibility of 
essentially all useful signals.  This is currently done in the 
recent body of work known as “compressive sensing.”  This 
project explores the use of a nonconvex variant of these 
methods, which appears to allow successful reconstruction 
using even fewer measurements than the methods in the 
literature.  

We will develop algorithms that allow the techniques to 
be useful for various important applications.  For many 
imaging examples, the algorithms must be efficient 
enough to be feasible on high-resolution 3-D images.  
This requires cutting-edge optimization methods for 
maximizing efficiency and scalability, as well as allowing 
parallelization.  This is much more challenging when the 
optimization problems are nonconvex, as is required to 
obtain the benefits of reconstruction from the fewest 
possible measurements.  Other applications will require 
customizing algorithm performance, such as allowing noise 
tolerance to vary according to heterogeneous properties 
of the measurements.  Theoretical work will be needed to 
establish convergence properties of the algorithms.

Conclusion
The algorithms being developed will allow threats to be 
detected in contexts where traditional methods would have 
insufficient data.  CT scans can be made less hazardous 
by decreasing X-ray exposure.  MRI scans are often an 
alternative to CT that is completely safe, but under-utilized 
due to the high hospital cost that results from the long 
scan time required.  The methods being developed in this 
project can cut the scan time by as much as 80%, drastically 
increasing the feasibility of the procedure.
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Introduction
This project aims to provide a deeper understanding 
and better control of pattern recognition systems as 
they are used in practical environments. In practical 
environments the pattern recognition system is 
rarely used in isolation. Most of the time a human 
user is intimately involved in the data preparation, 
interpretation and validation. In recent years a firm 
theoretical base has been developed for large classes of 
pattern recognition systems. However, the main results 
have been for the standalone black-box type systems, 
and the main objective has been to remove the user 
from the design and validation as much as possible. 
This project will develop the theoretical base for the 
practical environment by focusing on the end-user. The 
first objective is to provide a theoretical foundation for 
a transparent pattern recognition approach, which will 
allow users to inspect and understand how the system 
makes its predictions. The second objective is to provide 
user-in-the-loop solutions to specific applications, and 
demonstrate complete pattern recognition systems, 
where the user and the computer work in partnership to 
solve complex data analysis problems.

Benefit to National Security Missions
This project will support the NNSA mission in 
Nonproliferation by increasing our understanding and 
improving performance of mission critical pattern 
recognition systems used, for example, in the detection 
and classification of electromagnetic pulses from space, 
and in the identification and classification of proliferation 
signatures in satellite imagery and video. It also supports 
DHS/DNDO needs in nuclear foreinsics, for example, 
by providing computational tools to assist knowledge 
capture and knowledge management of the nuclear fuel 
cycle.

Progress
The project initially focused on learning discrete 
classifiers for two-class classification with independent 

and identically distributed (IID) examples. Our first 
accomplishment was to investigate and develop new 
algorithms for optimal dyadic decision trees (DDT). 
Dyadic decision trees provide a solution method that 
exactly minimizes complexity-penalized misclassification 
loss. This loss can be linked to estimation error, which 
means the approach is consistent (with infinite samples 
the method approaches optimal) and provides better 
visibility and control than many other approaches. 
This project developed solutions that yield faster run 
times, use less memory, and simplify the user interface 
compared to existing methods. Specifically we have 
transformed the traditional bottom-up (dynamic 
programming) algorithm into a top-down (memorized) 
algorithm which allowed us to add a” look-ahead 
pruning” heuristic that significantly improved the run 
time and memory usage. We also replaced the typical 
“dynamic dictionary” data structure with a “universal 
hash table” which further improved the run time. Finally, 
we developed an efficient and automated algorithm for 
selecting the tuning parameters, which lead to a simpler 
user interface and low error rates. An article describing 
this work has been submitted to the Journal of Machine 
Learning Research.

Dyadic decision trees control representation, estimation, 
and computational errors through an efficient 
optimization of complexity penalized misclassification 
loss. While this appears to work well on general purpose 
computers for problem sizes up to fifteen to twenty 
dimensions, it does not explain the performance of 
other pattern classification tools which use a convex 
surrogate for misclassification loss and scale to much 
higher dimensions. Our second main accomplishment 
was to develop a framework for decision tree type 
classifiers that may address some of these questions. 
The approach is based on the Stack Filter model class 
from nonlinear signal processing. This model class 
commutes with thresholding and can be generalized to 
include all discrete mappings, e.g., the class of decision 
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trees. These properties provide a way to understand 
how a wide range of loss functions affect representation, 
estimation and computation errors for decision trees. 
We call this framework, Ordered Hypothesis Machines 
(OHM). We have developed a representation for the 
framework that increases the size of the model class 
(leading to arbitrarily low representation error) but does 
not increase the size of the optimization problem used in 
training (reduced computational error). We have applied 
OHM to several synthetic and benchmark datasets and 
have obtained promising results in reasonable time, e.g., 
comparable performance to the dyadic decision tree 
approach. An article describing this work was presented 
at the International Symposium on Mathematical 
Morphology. 

Our third main accomplishment has been to develop the 
application domains for our work. These included: 

Content-based search of images: we have shown that 
many instances of the ‘query by example’ problem can 
be cast as a particular two-class classification problem. 
This approach provides a new similarity measure, which 
quantifies the relative concentration of the query image 
distribution to the input image distribution,  and allows 
us to employ our previously developed computationally 
efficient solution methods. Figure 1 shows an example of 
this approach applied to image segmentation. This work 
was presented an the Asilomar Conference on Signals, 
Systems & Computers. 

Figure 1. Left) An input image and (insert) an example of a query 
image, Right) Predicted segmentation produced by the two-class 
classification approach.

User modeling: we are developing a novel experimental 
environment for capturing human-computer interactions 
relevant to image and video understanding. This interactive 
environment is shown in Figure 2, and it forces users to 
solve an image recognition problem in a way that exposes 
their sequential decision making process. Our objective is 
to build discrete classifiers using these observations, and 
thereby captures the user’s domain knowledge in a user-
model, which can then be used to simulate and predict the 
user’s interactions. There are a large number of potential 

applications for this novel use of pattern recognition. Our 
initial work contributed to several successful proposals 
where this approach is being developed for specific 
application domains e.g. nuclear forensics and geo-spatial 
situational awareness. 

Figure 2. An experimental environment for developing and 
demonstrating user-models. The user is forced to solve a 
sequential decision making process, which is captured by the 
environment, and then pattern recognition methods are used to 
model this process.

Future Work
Our main focus in the final year of the project is to expand 
and define how pattern recognition systems can be most 
effectively used within practical user environments. We 
will continue to develop new forms of interaction such as 
query by example, as well as active learning scenarios.  We 
will continue to develop our user modeling environment 
with the aim of demonstrating a unique capability in what 
we believe is an emerging area.  In addition to these new 
directions, we will also be finishing up theoretical work and 
submitting additional publications on our Dyadic Decision 
Tree and Ordered Hypothesis Machine research.

Conclusion
Advancing the state-of-the-art in pattern recognition 
will provide an ability to digest and analyze orders of 
magnitude more data than we currently can, and vastly 
reduce data storage and exploitation  costs. This project 
uniquely obtains these performance improvements by 
increasing the productivity of users in practical data 
analysis environments. By equipping users with pattern 
recognition tools they can understand and apply with 
confidence to tedious and labor intensive tasks, this 
project provides users with more time to concentrate on 
the more subtle and difficult data interpretation tasks.
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Introduction
Statistical inference, through the Bayesian framework, 
provides a powerful approach to characterizing the 
solution of inverse problems. The canonical inverse 
problem that we focus on is electrical impedance 
tomography (EIT).  The goal of EIT is to recover the 
spatially varying electrical conductivity of an object 
from measurements of the voltage and current on its 
boundary.  The mathematical model that maps the 
state (e.g., conductivity) to the measured data (e.g., 
voltage and current) is called the forward model.  The 
multiscale nature of the diffusion process described by 
this forward model makes advances here relevant to a 
wide variety of applications.  In the Bayesian framework, 
solving the inverse problem corresponds to quantifying 
statistics about the posterior distribution of the state 
(e.g., conductivities) conditioned on the measurements. 
Although this method is very flexible, the calculation 
of statistics over the posterior distribution is typically 
done through Monte Carlo sampling.  This sampling is a 
computational burden for complex multiscale forward 
models.  To avoid this burden applications often restrict 
their analysis to simplified forward models, in turn 
limiting the utility of their analysis. 

The multiscale nature of the forward model in EIT has 
been addressed in robust multilevel solvers. However, 
the potential synergy of multilevel solvers with Monte 
Carlo sampling has been overlooked. These solvers 
achieve optimal algorithmic scaling by combining coarse-
scale corrections with a simple smoothing iteration.  
The accuracy of the coarse-scale models is critical to 
this optimal scaling.  The best coarse-scale models 
are derived with general multiscale concepts, such as 
variational coarsening. We will build on these multiscale 
concepts to drive the development of new efficient 
multilevel sampling algorithms. 

Benefit to National Security Missions
For decision making a description of the uncertainty of 
the system state (e.g., contaminant plume boundary) 
is required, as opposed to a single “best estimate”, 
because decisions must account for a realistic range 

of plausible states.  Although methods in statistical 
inference provide a solid foundation for this analysis, 
they are too slow for large systems.  This research 
will greatly advance the efficiency of these methods, 
making them a viable tool. The areas of impact 
include the calculation of weather patterns, describing 
the subsurface environment, and medical imaging.  
This work is relevant to missions in DOE and other 
government agencies, such as nuclear weapons 
diagnostics and climate modeling. 

Progress
In this work we consider steady-state EIT as a canonical 
inverse problem in which the forward map is multiscale 
diffusion.  Here, the problem is to recover the spatially-
dependent conductivity inside an object given data 
on its boundary.  The data is the voltage that is 
measured on the boundary for a prescribed pattern 
of boundary currents.  In the Bayesian framework the 
solution is described by the statistics of the posterior 
distribution.  We draw samples from the posterior 
using a Markov chain Monte Carlo (MCMC) procedure.  
Then we calculate statistics over the posterior with 
these samples.  This indirect approach only requires 
the simulation of the forward map. However, due to 
the high cost of the forward model many practitioners 
do not consider the full Bayes formulation.  Instead 
their analysis is limited to computing the maximum a 
posterior (MAP) estimate, or they consider a linearized 
forward model.  The goal of this research is to design 
adaptive multilevel sampling techniques that facilitate 
the efficient analysis of the full forward model.  These 
techniques will impact the broad class of problems with 
complex multiscale forward models. 

We consider a stylized EIT problem on a two-dimensional 
square domain. We use an orthogonal grid to discretize 
the forward map with bilinear finite elements.  A binary 
conductivity representing the true state is discretized on 
the same grid.  To establish a baseline for comparison 
with more complex MCMC methods, we use a single-
site Metropolis MCMC sampler.  A gray-scale proposal 
distribution is used.  With this well known method 
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we computed a set of samples drawn from the high-
dimensional multimodal posterior distribution. Also, 
we computed various measures of efficiency.  Next we 
explored techniques that use components of a multilevel 
solver (e.g., multigrid) in the sampler. Specifically, we 
focused on two modified sampling strategies that support 
the use of approximations in the forward model.  These 
were the delayed acceptance Metropolis-Hastings [1,2] 
and an augmented posterior sampler [3].  In both cases, 
the forward map was approximated by limiting the number 
of V-cycles in the black box multigrid (BoxMG) solver [4], 
and significantly reduced the computational cost of the 
solution. 

However, in these advanced methods sampling and 
approximation are still driven at the finest scale.  This 
design leads to a fixed speedup, and not the algorithmic 
scalability needed for large three-dimensional inverse 
problems.  To obtain the scalability we need to integrate 
key concepts from multilevel solvers (e.g., multigrid) 
directly into an adaptive multilevel sampler.  A key 
challenge in this integration is that at coarser scales the 
conductivity may be anisotropic.  Hence, the solution 
at coarser scales may be unique only up to a coordinate 
transformation.  Fortunately, the discrete representation 
of the forward map is unique.  To explore the potential of 
sampling this discrete form, we used BoxMG to coarsen 
the set of forward maps that we created earlier.  At 
the fine-scale this set is described by the multi-modal 
posterior distribution.  With BoxMG we generated 
probability distributions for both the stencil weights and 
the anisotropic conductivities at coarser scales.  These 
distributions showed a rapid decrease in multi-modality, 
becoming uni-modal at coarser scales.  Thus, we are 
developing a sampling strategy that will work directly with 
the weights of the discrete forward model.  This approach 
will build the posterior up from coarser scales to provide 
the scalability needed by three-dimensional inverse 
problems. 

Significant progress on adaptive techniques for MCMC 
sampling has been made as well.  This aspect of sampling 
is key to the efficiency at each level of the multilevel 
sampler, as well as its overall efficiency.  In recent work 
we showed that the efficiency of MCMC sampling could 
be improved using a self-adaptive Differential Evolution 
learning strategy within a population based evolutionary 
framework. This scheme is dubbed DiffeRential Evolution 
Adaptive Metropolis or DREAM.  For global exploration 
it runs multiple different chains at the same time.  Also, 
DREAM automatically tunes the scale and orientation 
of the proposal distribution during the search.  We have 
proved the ergodicity of DREAM [5].  Using tests with 
nonlinearity and multi-modality we showed that DREAM 
is generally better than other adaptive MCMC sampling 
approaches. However, DREAM requires the number of 
chains to be greater than half the number of parameters.  
This trait is undesirable for high-dimensional problems, as 

each chain must evolve to the target distribution (burn in).  
Recent research has led to a modification of DREAM that 
reduces the required number of chains to three [6].  Thus, 
increasing its flexibility and practical applicability. 

Future Work
The partial integration of multigrid components 
with the MCMC sampling in EIT improves the overall 
computational efficiency.  However, at present sampling 
and approximation have only been driven at the finest 
scale.  This design limits gains in overall efficiency.  Now 
we are working on a multilevel sampling method that 
builds posterior distributions from the coarse scale to the 
finest scale.  In this research we are designing proposal 
distributions for the forward map on the coarsest scale.  
Specifically, we are comparing the efficacy of either using 
the weights of the discrete forward map, or using the 
parameters of a generalized anisotropic forward map.  We 
have the key advantage that at this scale, the posterior 
is uni-modal. Note that both samplers admit the most 
general model to ensure that the information we obtain 
may be interpreted at finer scales. To refine this solution 
we will use a hierarchical view of the forward map that 
is motivated by the coarsening in the BoxMG multigrid 
method. Repeating the refinement and sampling process 
will lead to a scalable algorithm.  In addition, we will study 
the efficiency of the new adaptive single-scale samplers in 
this multilevel setting. 

Conclusion
The overarching goal of this research is to deliver a 
new level of efficiency and scalability to the Bayesian 
framework.  We focus on using this framework for solving 
inverse problems.  However, these advances will greatly 
impact uncertainty quantification in general. Thus far, 
we have used a robust variational multigrid solver with 
two advanced MCMC samplers to solve a stylized EIT 
problem.  Both of these samplers can use approximations 
of the forward map.  The first sampler is based on delayed 
acceptance, while the second used a multi-resolution 
augmented posterior.  This partial integration of multigrid 
components with MCMC sampling has improved the 
performance of Bayesian inference for this class of high-
dimensional problems. In addition, we further advanced 
the theory supporting the DREAM sampling scheme.  A 
new variation of DREAM was developed that uses a smaller 
number of chains, making it even more flexible for parallel 
machines. 
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Introduction
Image data are ubiquitous, occurring in such diverse 
fields as experimental physics, biology, geosciences, non-
proliferation surveillance, and medical diagnosis. The 
family of problems including denoising, blur removal, 
resolution enhancement, and inpainting represent an 
important part of the analysis of such data. Solving 
such problems effectively requires some form of model 
of the data so that it can be distinguished from the 
degradation to be removed. These models are usually 
simplified representations designed by mathematical 
analysis, and cannot accurately represent all of the 
properties of complex data, such as images of natural 
scenes, radiological images, etc. In this project, in 
contrast, we learn appropriate data models from large 
sets of examples of the problem domain data, promising 
more accurate reconstructions and also the ability to 
adapt to new types of data (e.g. from a specialized 
scientific instrument), with unusual properties that 
are not compatible with the assumptions made by 
standard approaches for these kinds of problem. The 
general approach is motivated by a geometric view of 
the problem, distinguishing between the full space of 
all data that can possibly be represented, and the much 
smaller space of uncorrupted example data. Within this 
view, the desired reconstruction is achieved by finding 
a representation, which is close both to the measured 
data and the space of uncorrupted data. 

Benefit to National Security Missions
Image and related data play an important role of a 
number of DOE missions, including Nuclear Weapons 
(e.g., proton radiography of dynamics experiments) and 
Threat Reduction (e.g. satellite and airborne imagery). 
Such data also plays an important role in surveillance 
and reconnaissance, space science (e.g. astronomical 
imagery), medical and bioscience (e.g. diagnostic 
imagery), and has potential applications in numerous 
other fields. Advances in the analysis, including 
restoration and other inverse problems, of such data 
clearly advance the ability to extract useful information.

Progress
Research effort has been concentrated on the following 
main areas:

Manifold Geometry
 One of the significant goals of this project is to obtain 
an understanding of theoretical issues related to the 
geometry of the space of image blocks, which we 
assume, for some purposes, can be considered to be a 
manifold (a non-linear space with specific mathematical 
properties). A particularly important question is how 
to estimate the local properties of this manifold given 
only a (possibly small) set of samples on the manifold. 
Considerable progress has been made from an empirical 
approach, based on numerical experiments, but we 
still have a disappointingly small number of analytical 
results, which can be attributed to (i) the difficulty of 
the problem, and (ii) the unexpected departure from 
LANL of a postdoc with the specialized mathematical 
background required for addressing this problem. A staff 
member with an appropriate background has recently 
joined the project, promising renewed progress on these 
theoretical issues.

Non-Local Means
This is a recent denoising algorithm, which achieves 
state-of-the-art performance. This algorithm is 
particularly interesting since it makes use of exemplar 
image blocks, but it is not based on the explicit 
geometric view of the space of images underlying this 
project. We are working (in collaboration with Selim 
Esedoglu at the University of Michigan) on improving 
the performance of this algorithm, and also on building 
a theoretical connection between the choice of distance 
measure between image blocks used in this algorithm, 
and manifold curvature in the image space model. This 
work is ongoing, and has not yet delivered sufficient 
results to warrant publication.

Adaptive Algorithms for Inverse Problems in Imaging

Brendt E. Wohlberg
20080341ER
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Sparse Representations
In contrast to the well-known signal or image 
decompositions computed via a linear transform, sparse 
representations are a non-linear transform computed via 
an optimization algorithm. While the decomposition is 
non-linear, the representation is a linear combination of 
a set of basis vectors selected from the dictionary. We 
have found that this type of representation provides a 
very effective method for estimating projections into the 
manifold of image blocks, which is necessary to apply the 
geometric model of the space of image blocks to practical 
imaging inverse problems. While exploring this use of 
sparse representations,  we have discovered an interesting 
new approach to the use of “adaptive dictionaries”; while 
the standard approach is to use available training data to 
construct a problem-specific dictionary via an expensive 
optimization algorithm, we have found, motivated by 
the geometric model of the space of image blocks, that 
significantly improved performance can be achieved by 
simply searching the large data set for nearest neighbors 
to the vector of interest. A paper describing this results is 
currently in preparation.  

Inpainting
This is the process of estimating image content, which 
is missing due to sensor defects, transmission errors, or 
other factors. While the application area is primarily to 
consumer imaging, it is a very difficult inverse problem, 
and represents and excellent test case for the image 
modeling concepts explored in this project. We have 
developed new inpainting algorithm, based on sparse 
representations of image blocks on overlapping grids, 
which outperforms the competing algorithms with 
which we have been able to compare it. This work has 
presented at a major international conference in April 
2009. Since then, significant progress has been made, with 
the algorithm being extended to multi-band images, and 
improved to handle large regions of missing content. A 
paper describing these new results (Figure 1) is currently in 
preparation.

Variational Methods
While the primary focus of  this project is the approach 
to inverse problems via the geometric view, some work 
has been done on the more well established variational 
methods such as Total Variation regularization. This work 
has led to a full-length journal paper and two conference 
papers.

Software
One of the  stated deliverables of this project was the 
release of an open-source code distribution. Approval for 

this release (requiring significant effort) has been received, 
and code demonstrating published work is now publicly 
available.

Future Work
Research during the final year of the project will 
concentrate on the following issues:

Theory
Continuation of current work on theoretical aspects of 
the manifold model of image blocks, with emphasis on 
discovery of optimal methods for estimating local manifold 
properties given a set of samples on the manifold. 

(c) Original image crop(b) Test image crop

(e) Inpainted (new) image crop(d) Inpainted (prior) image crop

(a) Test image

Figure 1. Inpainting example. (a) Standard test image with 
region removed. (b) Crop of removed region in test image (c) 
Crop of original content removed in test image (d) Missing 
region inpainted by method of Criminisi et al. [1] (e) Missing 
region inpainted using method developed at LANL.
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Particular attention will be given to understanding the 
geometric implications of the NL-Means algorithm, in 
determining how the optimal estimate of the projection 
of a vector into the manifold should depend on the local 
manifold curvature, and on the promising results in sparse 
representation theory, described above.

Applications
Continuation of development of the new inpainting 
algorithm. Revisit the denoising problem, using insight 
gained over the course of the project. If time permits, 
consider the problem of image resolution enhancement. 

Software
Update the released version of the research software to 
reflect new published results, and ensure that it is a stable 
and useful release at the end of the project.

Future Funding
Discover applications of these ideas to problems (imaging 
problems to which the research can be directly applied, 
as well as those involving different types of data, to 
which the underlying abstract concepts can be applied) at 
LANL and externally, and explore corresponding funding 
opportunities for continuation of this research beyond the 
end of the three year term of the project.

Conclusion
This proposal promises to advance the state of the art in 
solving a wide variety of problems in the analysis of image 
and other data. First, by learning the models instead of 
constructing approximations by mathematical analysis, the 
increased accuracy of the models is expected to deliver 
better performance when applied to the removal of 
noise, blur, etc. Second, the availability of an automated 
procedure for deriving a data model provides flexibility in 
addressing new types of data, making it possible to rapidly 
address such problems in the context of niche data, which 
have not received much research attention. Progress 
after the first two years of this project, together with the 
rapid growth of related ideas in the external research 
community, provide evidence for the great potential of 
these methods.
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Introduction
The exponential growth of computational power 
experienced over the past few decades is leveling 
out. Physical space and temporal limitations will 
ultimately prevent technology from simply adding 
transistor density or increasing clock speed. Molecular 
self-assembly is often mentioned as the holy grail of 
nanotechnology, that could allow to easily and cheaply 
build systems of enormous complexity. The challenge 
is to use this functional and structural complexity for 
performing efficient communication and computations. 
If successful, we could expect a quantum leap in 
performance compared to today’s traditional computing 
machines.

Our goal is to engineer novel computer architectures 
based on self-assembled nano-components and through 
an integrated experimental, simulation-based, and 
theoretical approach. The bottom-up design approach is 
more fabrication-friendly, cheaper, and would eventually 
scale up to more complex systems compared to today’s 
top-down designs. We adopt a network and system-
on-chip-based approach and focus on the interconnect 
challenge because interconnects have become more 
important than the transistors as a limiting factor of 
performance on modern chips. We will (1) master 
the technology of self-assembling conductive silver 
nanowires that densely interconnect traditional silicon 
components, and (2) develop schemes of reliable 
communication in such an irregular, heterogeneous, and 
unreliable network. The research is guided by: (1) What 
connectivity graphs can we obtain, and what are the 
control parameters for the self-assembly process? (2) 
How can we reliably and efficiently communicate in such 
irregular networks?

Bottom-up self-assembled nano-electronics is the 
holy grail of molecular electronics, but to exploit the 
computational complexity that such a technology shift 
offers, novel transport, computing and programming 
paradigms are required. We will build realistic network-
on-chip interconnect models and leverage recent 
advances in sequential dynamical systems (SDS) to 

develop adaptive and robust communication schemes 
for such irregularly assembled, unreliable networks.

Benefit to National Security Missions
This project will develop science to support new 
computational paradigms and network communication. 
This science supports missions in high-performance 
computing that benefits the entire mission space of 
DOE. Network science also impacts a broad mission 
space including threat reduction, communication, and 
data mining relevant for DOE and other government 
agencies.

Progress
We have made significant progresses, experimental as 
well as theoretical, during last year.  The results can be 
summarized as follows:

Demonstrate the growth of Ag nanowires (AgNWs)1. 
with a wide range of morphologies and characterize 
the electrical properties of the wires. We have 
demonstrated the fabrication of AgNWs with a wide 
range of structure, size, and morphologies.   Our 
results show that the structure of these nanowires 
is dominated by the growth kinetics which is also 
associated with experimental parameters such 
as concentration and temperature.  We have also 
characterized their electrical properties and found 
that they are morphology dependent.  The electrical 
properties of AgNWs were measured by displacing 
nanowire onto an interdigitated gold electrodes 
supported on high-resistivity silicon substrate.  A 
perfect linear relationship between the current and 
voltage was found for all AgNWs as we measure 
the I-V responses between a low voltage range 
(-0.05 to 0.05 V) as shown in Figure 1. The electrical 
conductivity of a smooth AgNW with a diameter 
of 120 nm was 2.81 x 106 S/m, and that of a coarse 
AgNW with cubic cross-section was 1. 34 x 106 S/m, 
slightly lower than that of bulk silver (6.25 x 107 
S/m).  The electrical properties of these nanowires 
are crucial in defining underlying parameters of the 
random nanowire network. 

Designing Communication Methods for Bottom-Up Self-Assembled Nanowire 
Networks of Emerging Computer Architectures
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Figure 1.  SEM micrographs reveal Ag nanowires sit between two 
Au electrodes (a) and the break points after electrical properties 
measurements (b).  The I-V characteristic of an Ag nanowire 
measured between 0.05 V to -0.05 V (c) and a sudden drop of 
electric current corresponds to the melting of the nanowire on a 
defect site to form a break point (d).

Fabrication of Au electrode on various substrates and 2. 
polyaniline patterns. A whole variety of interdigitated 
electrodes on glass and silicon surfaces have been 
prepared with different spacings between two 
electrodes. Of particular importance is to develop 
a unique procedure to fabricate interdigitated 
polyaniline pattern using deep reactive ion etching 
(RIE) method as shown in Figure 2. To the best of our 
knowledge, this is the first time it was demonstrated 
that micrometer sized polyaniline patterns were 
prepared via RIE method.  These polyaniline patterns 
allows us to control growth of AgNWs and induce 
anisotroby between two specific polyaniline structures.

Figure 2. The fabrication of PANI patterns from PANI films 
pre-deposited on silicon or glass substrates. These patterns 
are necessary for inserting input, output, and control nodes in 
random networks, or  for the voltage controlled growth of self-
assembled nanowires. This figure shows PANI patterns after an 
all-dry-process used to etch the PANI film. Left panel: an array 
of squares with spacing distance a few microns. Right panel: 
PANI inter-digitated fingers for testing the guided growth when 
applying a voltage bias.

Using dimensional reduction techniques we have 3. 
shown that the effective input-output function 
implemented by the network  (the output node 
voltage as a function of the voltages applied to 
the input nodes)  depends only on a number 
of reduced matrices that describe the effective 
interactions between  input, output, and control 
nodes.  This analysis has enabled us to estimate how 
the complexity of the input-output function class 
implemented by the network depends on the number 
and location of its control nodes.  Moreover,  we 
have  designed and analyzed pattern classification 
algorithms in these random networks.  Assuming a 
given location for the control nodes, we have first 
analyzed an off-line learning algorithm that determines 
the optimal voltages that should be applied to the 
control nodes in order to  minimize the generalization 
error of the network in a binary classification task.  
Second, we have designed a simple on-line supervised 
learning algorithm that uses a teacher node in order 
to adaptively change the control node voltages as 
training input-output voltage patterns are applied to 
the input and teacher nodes.  We have shown that 
this algorithm approaches the optimal control node 
voltages as the number of training patterns increases.

Study the effect of short-circuits among wires on the 4. 
network, and develop network growth models.

Motivated by the fact that our nanwires will create short-
circuits, we have investigated such networks in simulation 
and have shown that possible short-circuits in the 
nanowire network does not need to be a drawback, on the 
contrary. Short-circuits establish shortcuts in the network 
connectivity graph, and therefore allow to propagate the 
information more efficiently. This can be exploited for an 
improved information processing capability.

Future Work
With the success of fabricating patterned polyaniline, we 
plan to demonstrate the growth of silver wire between 
speci c patterns. Of particular interest will be to determine 
how the spacing between polyaniline pattern and various 
experimental parameters impact the growth of silver 
nanowires. We plan to demonstrated guided growth of 
silver nanowire on a prefabricated polyaniline surface. The 
PANI surface has physical protrusions, which allow the Ag 
growth along specific directions. The above two methods 
are rely on self-assembly without exerting electric  field.

To achieve a precise control of the nanowire growth, 
we plan to demonstrate the growth of silver nanowires 
assisted by external electric field. The idea is to 
demonstrate the growth between specific patterns. This 
precise control in Ag nanowires growth can be used to 
validate our simulation results (prove of principle) that our 
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idea is feasible. Using the already developed fabrication 
methodology, we will be able to prepared a much more 
complicated patterns depends on the structure of the 
proposed network.

Our research approach is unique and tries to turn 
the tremendous efforts in nanomaterials into useful 
computing architectures that can be built cheaply and 
easily by using self-assembling processes. By addressing 
the interconnect problem only, we solve a major part of 
the grand challenge to go beyond Moore’s law, while at 
the same time keeping the research task realistic. We will 
use a combined experimental and theoretical approach to 
answer our research questions. What connectivity graphs 
can we obtain? What are the fabrication parameters? 
What is the distribution of wire-lengths? We will seek to 
obtain mostly local, but also long(er)-distance connections 
with a lower probability since this represents an ideal 
trade-off. What densities can we obtain while minimizing 
electrical contacts and crosstalk among the wires? What 
are the electrical properties? We will use the statistical 
connectivity data obtained from our experiments to build 
realistic graph classes for detailed simulations, where the 
processing and switch blocks will be simulated in detail as 
well.

Conclusion
The expected results are a combined experimental and 
theoretical framework. On the theoretical side, a set of 
communication and routing algorithms that are efficient 
and robust will be developed. The experimental part will 
be supported and guided by realistic computer models 
and simulations. On the practical side, we will produce 
prototypes of self-assembled nanowire assemblies and 
measure their properties (interconnect graphs, electrical, 
etc.). The experimental results, on the other hand, will be 
used in the simulations and the theoretical framework to 
make them more realistic.
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Introduction
A variety of problems of relevance to biosecurity, 
public health, and basic science research can be 
viewed as special cases of a general problem of 
studying stochastic transport on networks. Examples 
include: (a) epidemilogy, where diseases spread by 
random interaction events among humans and/or 
animals tied into social and/or agricultural networks, 
(b) basic biochemical processes, relevant for cancer 
and other molecular diseases, where the response 
of an organism to external stimuli, such as pathogen 
invasions, are governed by complex stochastic dynamics 
on cellular regulatory and metabolic networks, and 
(c) many others. Detailed computational study of 
such stochastic processes on networks is notoriously 
difficult. The best algorithms involve simulation of the 
underlying processes event by event, which becomes 
computationally prohibitive when the number of 
possible events is astronomically large, as it is for 
contacts among people in a general population, or for 
biochemical transformations. This project is designed to 
create novel algorithms, based on disparate tools from 
physics, computer science, and information theory, to 
simulate these stochastic interaction events fast and 
rigorously. The general idea being pursued revolves 
around coarse-graining stochastic events, so that entire 
spread of an epidemics or multiple chemical reactions 
can be modeled as a series of complex, macroscopic 
steps. 

Benefits to National Security
This project will support DOE and DHS missions in bio-
security by developing advanced tools for understanding 
of progression of epidemics, as well as early (stochastic) 
events in the interactions of a host and a pathogen. 
Furthermore, the project will support the DOE Energy 
security mission by enhancing the understanding of 
biochemical networks, an essential component for 
biofuels development. 

Progress
The second year of the project added a new player 
to the team, Dr. Golan Bel, who joined us from UCSB 
as a Postdoctoral Associate. The new extended, 
more diverse team has made substantial progress 
towards completion of the goals of the project. We 
have continued publishing a series of articles on 
characterization of signal processing properties of 
coarse-grained stochastic biochemical networks, 
having submitted the following article: A Mugler, E 
Ziv, I Nemenman, C Wiggins. Quantifying evolvability 
in small biological networks. IET Syst. Biol, 2009, in 
press. Methods for coarse-graining of small stochastic 
networks, and using mesoscopic experimental data to 
infer the microscopic structure of the network were 
put forward in: W de Ronde, B Daniels, A Mugler, N 
Sinitsyn, and I Nemenman. Statistical properties of 
multistep enzyme-mediated reactions. IET Syst. Biol, 
2009, in press. Very importantly, a large step towards 
the completion of the project’s final goals (namely, 
developing of coarse-grained numerical simulations 
algorithms) was taken with: A Sinitsyn, N Hengartner and 
I Nemenman. Adiabatic coarse-graining and simulations 
of stochastic biochemical networks. Proc. Natl. Acad. 
Sci. (USA), 2009, 106 (24). A publication in PNAS is a 
very uncommon result for a purely theoretical work 
and is a high point of the current research. A similar 
level of impact is expected for G Bel, B Munsky, and I 
Nemenman. Common complex biochemical processes 
exhibit simple completion time distributions. Submitted, 
PLoS Comp. Biol., 2009; which has been submitted to 
the highest impact journal in the field of computational 
biology. Importantly, this article opened an entirely 
new direction in the field of coarse-grained analysis 
of stochastic transport networks by noticing that the 
properties of the said transport for large networks may 
be independent of the network’s details and, therefore, 
simplify substantially, allowing detailed theoretical 
analysis. Similar results were achieved in: G Bel and 
I Nemenman. Anomalous diffusion and scaling in 

Stochastic Transport on Networks: Efficient Modeling And Applications to 
Epidemiology
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coupled stochastic processes. Submitted to New J. Phys, 
2009; where we argued that naive coarse-graining tools, 
employed by majority of researchers in the field, are 
bound to fail, and new methods are needed. This work 
was also the first one to discover ergodicity breaking in 
coupled stochastic processes, a result that, undoubtedly, 
will have a large impact. Addition of Dr. Bel to the team has 
brought even more expertise in the theory of stochastic 
single molecule kinetics, which underlies this project, 
resulting in publications: A. Zilman, J. Pearson and G. Bel, 
“Effects of jamming on transport times in nano channels”. 
Submitted to Phys. Rev. Lett., (2009); G. Bel, F. L. H. 
Brown, “Theory for wavelength-resolved photon emission 
statistics in single-molecule florescence spectroscopy”. 
Phys. Rev. Lett., 102, 018303 (2009). Finally, Dr. Sinitsyn, 
another Postdoctoral Associate on the project, has 
continued his work on deriving exact, topological results 
about stochastic transport on networks: V. Y. Chernyak, 
and N. A. Sinitsyn, “Pumping-Restriction Theorem for 
stochastic networks”, Phys. Rev. Lett. 101, 160601, 2008; 
N. A. Sinitsyn, and Avadh Saxena, “Geometric phase for 
non-Hermitian Hamiltonian evolution as anholonomy of a 
parallel transport along a curve”, J. Phys. A: Math. Theor. 
41, 392002, 2008; and N. A. Sinitsyn, “Stochastic pump 
effect and geometric phases in dissipative and stochastic 
systems”, invited review, J. Phys. A: Math.

Future Work
Modeling transport effects on networks is an essential part 
of biochemistry, epidemiology, and other diverse sciences. 
Unfortunately, no algorithm yet exists that can model the 
transport effectively (that is, correctly and in a manageable 
time for networks of realistic sizes), taking into the account 
stochastic properties of the transport and heterogeneity of 
kinetic parameters. Based on our recent work on stochastic 
properties of biochemical networks, we propose to bring 
tools from statistical field theory and adiabatic methods 
from quantum mechanics to analysis of stochastic network 
transport, specifically in the context of epidemiology, 
where transport leads to spreading infections. The goal 
of the proposed modeling is to perform physics-inspired 
“coarse-graining,” such that the properties of many of the 
microscopic nodes in a network are “integrated out,” and 
only large-scale observable dynamics is modeled. This will 
be achieved by relying on three properties of complex 
transport networks: time scale separation (adiabaticity), 
existence of standard building blocks (motifs), and modular 
and hierarchical architecture. Using these properties, we 
propose to derive stochastic corrections to deterministic 
dynamics for common network transport models using a 
variety of statistical field-theoretic techniques, implement 
them in terms of efficient computer simulation algorithms, 

and to apply them to Influenza epidemics, using the 
developed tools for efficient modeling of the disease. 

Conclusion
This project will develop advanced tools for understanding, 
computer simulations, and prediction of transport 
phenomena in complex network. These networks include 
biochemical networks (relevant for bioengineering and 
biomedicine), social networks (relevant for epidemiology), 
and infrastructure networks (relevant for Homeland 
Security applications). All of these fields are of critical 
importance to the nation. For example, understanding the 
spread of flu, to be specifically studied in the project by 
means of computer simulations, has been identified as a 
critical need during the recent bird flu outbreaks.
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Introduction
In this project we will develop a fundamental 
understanding of the jamming process in granular 
materials.  These seemingly simple materials, such as 
dry sand and powders, exhibit flow behavior far different 
from ordinary solids, liquids, and gases.  Understanding 
the peculiar behavior of granular materials is vital for 
predicting and controlling them under a variety of 
industrial, civil engineering and scientific conditions.  
Jamming plays an important role in determining the 
behavior of a granular medium.  When the grains are 
widely separated or slowly moving, they can flow in a 
manner similar to a fluid, but when the grain separation 
decreases or the grain speed increases, the grains 
suddenly jam and resist further motion in an abrupt 
transition to a solid state.  The fluid to solid transition 
associated with jamming is extremely poorly understood 
but is essential for any application of granular materials.  
For example, granular media forming a levy is normally 
in a solid state, but it can unjam in a catastrophic 
transition to a fluid state and cause the levy to fail.  In 
contrast, when granular media is flowing, such as when 
a mold for a highly-filled polymer-based explosive 
is filled, a sudden transition into the solid state can 
interfere with the filling process.  We are studying the 
jamming process and the transition between fluid and 
solid states and working to apply powerful concepts 
from statistical physics which have been successful in 
describing ordinary solids and liquids.  If we can identify 
universal behaviors associated with the jamming 
transition, this will permit us to control the failure of 
materials and will also enhance our understanding of 
how and when complex materials fail.  This would have 
a profound impact on the materials science, industrial, 
infrastructure, and national security needs of the nation.

Benefit to National Security Missions
Jamming underlies numerous physical problems 
including oil exploration, aging, material failure, 
pollutant propagation in porous media, solid waste 
transportation and storage, weapons manufacturing, 
plastic-based-explosives, and characterization of 
materials out of equilibrium. DOE missions relevant 

to this research include energy and environmental 
research, weapons physics, materials science, modeling 
and simulation.  If an underlying theoretical framework 
can be developed for all systems that exhibit jamming, 
it will provide a better understanding of how to control 
jamming and predict when it may occur.  This is 
important to ensuring undisrupted flow in infrastructure 
and information flow networks, both of which are crucial 
to national security.  The flow and jamming of materials 
is relevant to the geological stability of rock formations 
and the flow of toxic materials through porous media, 
both of which are important issues involved in designing 
future nuclear waste repositories.

Progress
We are performing both a computational and an 
experimental study of jamming, and have focused on 
the paradigmatic jamming system of a collection of 
grains.  Due to the complexity of granular systems, we 
are first studying the simplest granular models that 
exhibit jamming and are building towards more complex 
models.  A simple model that exhibits jamming is a two-
dimensional assembly of disordered disks.  We have 
previously proposed perturbing the granular packing 
with a single probe particle to study the jamming 
transition.  Below the jamming density, the probe 
particle can easily move within the packing, while as 
the jamming density is approached the probe moves 
with increasing difficulty.  We have used simulations to 
show that the nature of the probe particle fluctuations 
change as the jamming transition is approached and 
that the distributions of the fluctuations assume a 
power law form, which is a signature of criticality.  This 
indicates that close to jamming, even the smallest 
perturbation becomes relevant and spreads throughout 
the entire system.  Away from the jamming transition, 
the system is more robust and the perturbation 
remains localized.  Our results support the picture that 
the jamming transition in this system is a true phase 
transition similar to that observed at the transition 
from a liquid to a solid state.  These results have been 
confirmed in recent experiments by external groups.  In 
experiments here at LANL, we have found a tantalizing 
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possible connection between the behavior at jamming and 
earthquake dynamics.  It may be that the moving faults 
responsible for earthquakes exhibit critical behavior, and 
from our results we can speculate that the criticality of 
the earthquake faults may fall into the same class as the 
criticality found at jamming.  We have begun to study the 
next level of complexity in our model by adding friction, 
which makes the grains slightly sticky.  Our simulations and 
our experiments both indicate that the jamming transition 
becomes fragile in the presence of friction and that the 
single jamming transition observed in frictionless systems 
breaks into two separate jamming transition.  The new 
second jamming transition appears to be a percolation 
transition related to the frictional contacts in the system, 
and is a weaker transition than the true jamming transition 
found in both the frictional and frictionless systems.  In 
addition, we have begun to study jamming in a novel 
system of granular chains which model certain aspects of 
the behavior of polymers.  (See Figure 1.) Our simulations 
are in excellent agreement with recent experiments on 
this system.  We have found evidence that jamming in 
the chain system is distinct from the jamming of disks, 
suggesting that there are multiple types of jamming 
transitions rather than a single universal jamming 
transition.  The criticality that we observed in the jamming 
of the disks is lost in the chain system, and the behavior 
instead resembles that of a glassy system.

Figure 1. Image from a two-dimensional simulation of granular 
chains that are each eight monomers long.

Future Work
We will perform further studies with the frictional grain 
system to more fully characterize the second weak 
jamming transition that we have identified.  We will scale 
up the granular polymer simulations to consider much 
larger packings of grains in order to check for signs of 
criticality at this unique jamming transition.  It is possible 
that the larger systems will show behavior that is even 
more glasslike, further supporting the idea that there is 

more than one jamming transition, or it is also possible 
that the behavior of the large system will more closely 
resemble jamming in the disk system, suggesting that the 
two jamming transitions are not unique.  We will use both 
simulations and experiments to explore more fully the idea 
that earthquake behavior may be related to a jamming 
transition.

Conclusion
Using experiments and simulations, we have accumulated 
strong evidence that jamming of frictionless disks is a true 
phase transition and shows critical behavior similar to 
that found at a thermodynamic phase transitions.  Some 
of the ideas developed in the study of the frictionless 
system carry over into more complex systems, such as in 
the jamming of frictional disks; however, we also find that 
for a frictional system, a second fragile jamming transition 
can also occur.  For models of extended granular chains, 
termed granular polymers, we again find a jamming 
behavior, but the critical properties of the jamming 
transition are lost and the system exhibits features similar 
to those found in molecular glasses.  We are continuing 
to apply our results to the resolution of the question of 
whether certain signatures of the glass transition are 
similar to features found in jamming transitions.
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Introduction
Quantum mechanics was developed during a few 
years in the mid 1920’s. It can briefly be summarized 
by the Schrodinger equation with its special forms for 
Fermions and Bosons combined with a few recipes for 
obtaining measurable physical observables. Essentially 
all problems in chemistry, materials science, and 
biology should be possible to predict and understand 
directly from quantum mechanics if the constituent 
particles of the systems are known. Unfortunately, the 
computational complexity for solving even very small 
problems is enormous. Only by applying a hierarchy 
of approximations is it possible to make calculations 
of any realistic materials systems. Possibly one of the 
most important and well-tested simplifications includes 
the separation of the nuclear and electronic degrees 
of freedom in the Born-Oppenheimer approximation, 
where the fast electrons are assumed to be in a relaxed 
equilibrium around approximately stationary nuclei. 
Solving the Schrodinger equation and calculating 
the forces acting on the nuclei, within the Born-
Oppenheimer approximation, the dynamics of a system 
can be analyzed. In this way we can study, for example, 
chemical reactions, phase transitions, evolving protein 
structures, and elastic properties of condensed matter, 
even at temperatures and pressures that cannot be 
reached within normal laboratory conditions. Born-
Oppenheimer molecular dynamics has emerged as one 
of the most important theoretical tools in computational 
materials science and can be viewed as the gold 
standard of molecular dynamics simulations. However, 
challenges in nanoscience, biofuels and molecular 
biology, for example, require significant algorithmic 
improvements to allow simulations of much larger size 
and complexity than previously possible.

In this project we explore and develop general ab initio 
molecular dynamics technologies based on the new 
opportunities provided by the time-reversible loss-less 
integration approach to Born-Oppenheimer molecular 
dynamics that recently was invented at Los Alamos 
National Laboratory (LANL) by the proposal authors 
[1]. The time-reversible Born-Oppenheimer technique 

was originally only an invention to overcome some 
fundamental problems with long-term energy stability 
and accuracy of molecular dynamics simulations. 
Because of a required non-linear optimization or 
equilibrium relaxation of the electronic degrees 
of freedom for each new molecular configuration, 
the reversibility present in a true dynamical system 
was broken in Born-Oppenheimer simulations. The 
irreversibility leads to a systematic drift of the energy, 
i.e. the system is unintentionally heated or cooled down, 
which leads to uncontrollable errors and uncertainties. 
This serious shortcoming was considered an unsolvable 
problem that only partly could be avoided by a 
substantial increase of the computational effort. The 
time-reversible Born-Oppenheimer technique solved 
this problem and opened the door to a new generation 
of ab initio molecular dynamics simulation methods with 
unprecedented accuracy and speed. Figure 1 illustrates 
the ability of time-reversible Born-Oppenheimer 
molecular dynamics. The purpose of this project was 
to pursue this goal and explore and developed efficient 
Born-Oppenheimer molecular dynamics techniques 
enabled by the new time-reversible approach. Our 
findings may form the basis for high-performance ab 
initio molecular dynamics schemes that are significantly 
better suited to tackle present and future challenges 
in computational materials science, chemistry and 
biology. This research is at the very forefront of a highly 
competitive field of research that is expected to have 
a significant impact over a broad area of scientific 
disciplines.

Time-reversible Born-Oppenheimer Molecular Dynamics

Anders M. Niklasson
20080562ER
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Figure 1. Conventional Born-Oppenheimer molecular dynamics 
with an electronic propagation based on a linear interpolation 
between time steps vs. a time-reversible propagation. The time-
reversible dynamics requires only 1/3 of the computational cost, 
as measured by the number of optimization iterations per step 
(SCF/step), and it has no unphysical systematic drift in the total 
energy.

Benefit to National Security Missions
The direct or indirect applications of Born-Oppenheimer 
molecular dynamics range from the problem of high-
temperature stabilization of δ-Pu to the folding structures 
of protein molecules in human cells, all issues with close 
ties to the DOE missions in Nuclear Weapons, Threat 
Reduction, and Office of Science, which will benefit from 
enhancing our fundamental understanding of materials. 
Our work will provide molecular dynamics simulation tools 
that overcome some significant shortcomings of current 
ab initio molecular dynamics. These problems include a 
high computational cost, numerical instabilities, and a 
systematic drift in the total energy. We hope our work will 
evolve to a new generation of high-performance molecular 
dynamics simulation methods based on the first principles 
of quantum physics.

Progress
The first two years of this project have been highly 
successful. The key initial discovery was an extended 
Lagrangian generalization of time-reversible Born-
Oppenheimer molecular dynamics  [2]. This generalization 
gave our original time-reversibility invention a rigorous 
theoretical framework that allows not only a deeper 
physical understanding of the dynamics, but also enables 
extensions beyond the original concept. In particular, 
with the new formulation we can apply higher-order 
symplectic or geometric integration schemes that are 
stable and energy conserving even under approximately 
converged forces acting on the atoms [2,3]. A systematic 
study and optimization of a large class of geometric 
integration schemes was performed in collaboration with 
the Royal Institute of Technology in Stockholm. We were 
able to demonstrate how the accuracy in simulations 

can be improved by orders of magnitude compared to 
previous formulations at the same level of computational 
cost. Figure 2 shows how the accuracy is improved with 
the new geometric integration schemes, as measured 
by the amplitude of the energy oscillations, without any 
additional cost in the calculation. 
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Figure 2. The accuracy, as measured by the amplitude of the 
total energy oscillations for a small molecule. The extended 
Lagrangian Born-Oppenheimer molecular dynamics scheme 
(XL-BOMD) allows for higher order symplectic integration of the 
equations of motion that can improve the accuracy by orders 
of magnitude to no extra cost. This is of great importance when 
small energy differences have to be resolved.

During the second year of this project the new theoretical 
framework of Born-Oppenheimer molecular dynamics 
has been further explored. A free-energy molecular 
dynamics was developed, which allows for simulations 
at elevated electronic temperatures [4,5]. This is not 
only of importance for studies of materials at very high 
temperatures, but also enables simulations of metals 
under normal conditions at room temperature. Figure 3 
illustrates the new dynamics and the conservation of the 
free energy, which includes the electronic entropy (TS).
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Figure 3. Demonstration of the conservation of the free energy 
v.s. the total energy in extended Lagrangian free energy 
molecular dynamics for a simulation of a small Li cluster at an 
electronic temperature of 1000K.



556

Because of the loss-less nature of a time-reversible 
dynamics, any numerical error will also propagate and 
never disappear. Small numerical errors that are always 
present in numerical computer calculations may therefore 
eventually accumulate to large fluctuations that destroy 
the simulation. An important challenge during the first 
two years was to overcome this obstacle. By introducing 
small fictitious forces acting on the electronic degrees of 
freedom, the error accumulation can be removed through 
dissipation. The key problem we managed to solve was to 
achieve an efficient dissipation without introducing any 
instabilities or significant modifications of the dynamics 
[6]. Our new Born-Oppenheimer molecular dynamics 
with dissipation is of particular importance in reduced 
complexity calculations. Normally the computational 
cost of a Born-Oppenheimer simulation scales with the 
cube, O(N3), of the number of atoms, N. Conventional 
simulations based directly on quantum mechanics have 
therefore largely failed to utilize the rapid improvement 
of fast computing. Even if the processing power grows by 
a factor of 1000, the available system size that could be 
studied would only increase by a factor of 10. Because 
of this fundamental shortcoming a new computational 
paradigm has evolved in electronic structure theory, 
where no part of a calculation is allowed to increase more 
than linearly with system size. Linear scaling electronic 
structure theory allows us to take full advantage of 
increased computer power. An important problem with the 
numerical approximations in reduced complexity schemes 
is that they are typically less accurate. The numerical 
noise is therefore more significant in linear scaling Born-
Oppenheimer molecular dynamics simulations. Our new 
dynamics with dissipation is able to deal with this problem, 
though some minor problems still remain.

If wavefunctions are used to represent the propagation 
of the electronic degrees of freedom an arbitrary phase 
occurs, since the energy is invariant under rotations of 
the wavefunctions. We have managed to generalize the 
extended Lagrangian dynamics to overcome this problem. 
This enables implementation for a very broad class of 
electronic structure methods based on plane-wave or 
wavelet representations as well as methods based on some 
highly efficient direct energy minimization techniques with 
Wannier functions. The wavefunction propagation is still 
not fully developed and some practical problems, at first 
unnoticed, still remain.

In a generalization to a non-orthogonal representation for 
the electronic degrees of freedom we discovered a new 
form of fictitious ``Pulay force’’ that is driven by the change 
in the basis set that follows the evolution of the nuclear 
degrees of freedom. Instead of being caused by the 
gradient with respect to position of the basis set, as in the 
original Pulay force, the new force arises from the second-
order time derivative of the non-orthogonal electron 
representation.

Several implementations of our new extended Lagrangian 
Born-Oppenheimer molecular dynamics have been 
performed LANL and elsewhere, such as VASP, FreeON, 
Quickstep, LATTE, DFT-TB, and Quantum-Espresso. We 
have also been able to analyze and compare our extended 
Lagrangian Born-Oppenheimer molecular dynamics 
scheme to the famous and highly popular Car-Parrinello 
molecular dynamics method. Car-Parrinello molecular 
dynamics was invented over 20 years ago and as one 
of the first practical methods for performing molecular 
dynamics simulations based directly on the first principles 
of quantum mechanics it has had an enormous impact. 
The advantage with Car-Parrinello molecular dynamics 
compared to conventional Born-Oppenheimer molecular 
dynamics is a highly reduced computational cost but with 
the disadvantage of a less accurate dynamics, which is 
determined by the choice of certain fictitious electron 
mass parameters. Conventional Born-Oppenheimer has 
the disadvantage of a high computational cost, but the 
advantage of a high reliability without any adjustable 
fitting parameters. The new extended Lagrangian 
Born-Oppenheimer molecular dynamics formulation 
combines many of the best features of Car-Parrinello and 
conventional Born-Oppenheimer molecular dynamics, but 
without any of their most serious shortcomings.

During the last year we have tried to combine time-
reversible Born-Oppenheimer molecular dynamics with 
a hybrid Monte-Carlo scheme, for the calculation of 
thermodynamic properties of materials. Apart from simple 
model systems, this approach does not seem very fruitful.

Beyond the original extended Lagrangian generalization of 
time-reversible Born-Oppenheimer molecular dynamics we 
have been able to find new possibilities that may further 
improve the efficiency of the dynamics, including adaptive 
reversible time stepping, and a variety of potentials 
used in the extension of the original Born-Oppenheimer 
description of the dynamics. 

Future Work
We are currently performing several implementations of 
our recent findings in state-of-the-art electronic structure 
codes that are used at LANL. These codes include FreeON, 
Quickstep (part of CP2K), VASP, Quantum Espresso, Latte 
and DFT-TB.  Without a detailed in-house knowledge it 
has turned out to be very difficult to perform some of the 
implementations. Too many unknown unknowns seem 
to appear and cause trouble. However, with our in-house 
codes developed at LANL, i.e. FreeON and Latte, we have 
been able to achieve great results. During the final year 
of this project we will focus on some of the remaining 
issues on the propagation of the phase in plane-wave 
pseudo potential codes, dissipation in higher-order 
geometric integration schemes, as well as further analysis 
and dissemination of our new extended Lagrangian Born-
Oppenheimer molecular dynamics theory, which we 
hope will form the basis for the next generation of high-
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performance atomistic simulations.

Conclusion
We have made several important discoveries and 
developments for a new generation of high-performance 
Born-Oppenheimer molecular dynamics simulations that 
may become a standard tool for atomistic simulations 
based directly on the first principles of quantum 
mechanics. 
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Introduction
Turbulence is a common phenomenon in plasmas, 
which are ubiquitous from Galaxy and star formation, 
solar wind and space weather forecast, to the electron-
magnetic field in our daily life.  It is convenient to treat 
such turbulent plasmas in magneto-hydrodynamic 
(MHD) framework. MHD studies the dynamics of 
electrically conducting fluids. The idea of MHD is 
that magnetic fields can induce currents in a moving 
conductive fluid, which create forces on the fluid, and 
also change the magnetic field itself. The magnetic fields 
have a nice property called divergence-free condition, 
which means the divergence of the magnetic fields is 
always zero, to ensure the conservation of magnetic flux.

The MHD turbulence simulations demand methods with 
both high-order accuracy and divergence-free preserving 
property. The order of accuracy, which is also called the 
rate of convergence of simulation results to the true 
solutions, is one of main factors of the efficiency of the 
method. The low order method demands a much finer 
grid resolution than the high-order method to achieve 
the same accuracy.  Numerical experiments show that 
the eighth-order scheme can save by a factor of 85 in 
CPU time and a factor of 64 in data storage over the 
second-order scheme to achieve a comparable effect 
in turbulence simulations. The numerical methods that 
preserve the divergence-free condition are also essential 
for MHD simulations to produce the correct dynamics. 
Due to the lack of highly accurate simulation software, 
the research and development on compressible MHD 
turbulence is still in its infancy. We are aware no higher 
than second order divergence-free method thus far in 
MHD simulations.  

The goal of this project is to develop efficient, accurate, 
and robust high-order methods and software for 
unsteady MHD simulations, and use the software and 
simulations to study compressible MHD turbulence.  
The traditional numerical simulations use only one 
grid to cover the whole physical domain. The magnetic 
field at the cell boundaries can numerically become 
discontinuous due to the numerical interpolation.  The 
unphysical discontinuity of the magnetic field can trigger 

numerical instability [1] and crash the simulation. 

We propose a new methodology to develop numerical 
methods. Rather than using only one grid, we generate 
an overlapping dual grid from the primal grid. By solving 
the MHD equations on both the primal and dual grids, 
the cell boundaries of one grid naturally fall within the 
dual grid and the magnetic fields become continuous in 
the dual grid, and the flux is easy to calculate by using 
the dual grid information. The accuracy order of the 
method is equal to the order of the reconstruction on 
a cell, which can be of any high. The divergence-free 
condition can also be easily achieved by developing high-
order divergence-free reconstruction over a cell. 

With this highly accurate, divergence-free preserving 
numerical tool, we can study the MHD turbulence 
in various applications: star formation, molecular 
cloud in the inter-stellar medium, accretion disk, solar 
wind, and space weather forecast, etc. While most 
of available MHD turbulence research focuses on the 
spectrum properties of the energy cascade, we are 
more interested in how the energy is converted and 
transferred from one wave mode to another during 
the turbulence forming stage, which is an important 
issue in compressible MHD turbulence regime but none 
has done that yet due to the lack of proper numerical 
tools.  We will also apply the software for other MHD 
simulations, such as magnetic jet, magnetic reconnection 
in the solar atmosphere, and disruptive processes in 
Tokamaks.

Benefit to National Security Missions
This project will enhance broadly important 
computational methods that will impact a wide variety 
of mission areas including computing, fusion energy, 
high energy physics, and the NNSA weapons mission by 
addressing several needs in the new NNSA Astrophysics 
Initiative. These are important mission areas for DOE and 
other government agencies.

Progress
We first developed a third-order divergence-free 
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method for ideal magneto-hydrodynamics (MHD) in 
two-dimension. We have found a drawback in schemes 
currently used by numerical MHD community. With the 
help of a dual grid, which is generated from the primal 
grid, we get rid of the cell-centered magnetic field and 
the spatial averaging, which is needed by conventional 
method. We can compute the magnetic field with any 
high-order accuracy. Using the overlapping dual grid, we 
have constructed a compact third-order divergence-free 
scheme for MHD simulations [2]. To our knowledge, this 
is the first verified higher than second-order scheme with 
divergence-free property for MHD simulations.  

We have tested our third-order method using a suite 
of challenging examples. Our proposed methods show 
super low dissipation (10 times smaller) comparing with 
the conventional second-order method. We have verified 
the order of the accuracy using the examples with exact 
solutions and our method indeed achieves both the 
third-order accuracy and divergence-free of the magnetic 
field. We have developed a test suite for 2D magneto-
hydrodynamics (MHD) simulations.

For MHD flows that contain shock and contact 
discontinuity, we proposed an essentially non-oscillatory 
reconstruction to preserve the monotonicity of the fluid 
variables. This limited reconstruction uses only adjacent 
nearest neighbor via a hierarchical procedure to keep a 
compact stencil.  For multi-dimensional problem with 
strong shock, we have developed a new multi-dimensional 
limiter to preserve the monotonicity of the solutions near 
the shock.

For hypersonic flows and/or low-beta plasmas, where 
energy is dominated by either kinetic or magnetic energy, 
the internal energy can easily become negative as the 
difference of two large numbers. We have implemented an 
efficient dual-energy formulation to track the low-pressure 
more accurately [3]. This dual formulation uses available 
information and increases the computational cost  by only 
a few percent.

We have also developed a 4th-order method using the 
same framework as the 3rd-order method [4]. The 4th-order 
divergence-free reconstruction requires an additional 
constraint from the dual overlapping grid. Numerical 
verification using the test-suite shows that our method 
achieves both 4th-order accuracy and divergence-free for 
the magnetic fields.  We have found that the 4th-order 
method costs twice as much as the 3rd-order method. 
However, to achieve the same accuracy, the 4th-order 
method is roughly 32 times more efficient than the 3rd-
order method for 2D problems. Figure 1 shows the 4th-
order method has much lower numerical dissipation than 
the 3rd-order method. 

Figure 1. Our high-order method has super lower numerical 
dissipation than the conventional second-order Godunov 
method.

We have extended our 2D 3rd and 4th-order methods to 3D. 
The extension is not trivial and has been documented in 
our paper [5]. Numerical verifications shows that we have 
achieved expected order of accuracy for both divergence-
free and non-divergence-free method. Comparing the 
efficiency and accuracy of the 3rd and 4th-order methods for 
3D, we have found that the 4th-order method is 64 times 
more efficient than the 3rd-order method to achieve the 
same accuracy for 3D problems. 

We have improved the performance of our code by at least 
a factor of 2 using a different reconstruction method and 
optimized memory usage. All the code (3rd- and 4th-order in 
2D and 3D) is parallelized using message-passing interface 
(MPI). The parallel efficiency is 90%. We have removed 
code dependence on open-source software and make 
it self-containable. We have implemented an efficient 
check-pointing technique to save the current status for 
future restarting. We have found that data output is very 
expensive for distributing parallel machine. We have 
developed a patch-based output to allow each processor 
to write to the disk independently.  This approach sharply 
reduces the disk output time. 

In our numerical verification, we have found that the 
accuracy of the initial condition is crucial for the method to 
achieve the expected order of accuracy. 

Our 2D software has been used to study the decaying 
MHD turbulence. We have found we can achieve a much 
longer inertial range than the available published results. 
The energy spectral properties at later stage before the 
dissipation range is very similar to the published results. 
We have also studied the energy conversion between 
different wave modes and obtained many interesting 
results [6].
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We have published two papers related to this project. Two 
more papers are submitted for peer-reviewed journal. We 
have made three presentations related to the project in 
both university seminar and conferences.

Future Work
The method we have developed is only for uniform 
grid now. We will extend this method to adaptive mesh 
refinement (AMR) grid to improve the computational 
efficiency.  The AMR framework for a single grid (Li &Li 
2005) has to be changed to accommodate both the primal 
grid and the dual overlapping grid. 

We have found the non-oscillatory hierarchical 
reconstruction (Liu, 2007) does not work very well for 
the 4th-order method. It does not preserve the high-order 
accuracy for a smooth extreme either. We will investigate a 
different non-oscillatory reconstruction scheme. 

The current method is implemented for finite-volume 
framework. Going to the higher order is very complicated.  
We will investigate the possibility to apply our method 
to discontinuous Galerkin regime, which is easier for 
developing higher-order method.

We will perform 3D large-scale simulations of both forced 
and decaying MHD turbulence to study the spectrum 
property of different wave modes. We will also study the 
mode conversion in 3D simulations. 

Conclusion
Our novel numerical methodology enables us to construct 
high-order property-preserving methods for MHD 
simulations. Numerical verification shows that our method 
has super-low numerical dissipations and dispersions, and 
preserves the divergence-error to machine-round-off level. 

Our software package will be an ideal tool for simulations 
not only for MHD turbulence but also for other 
applications involving magnetic field. Using simulation 
and data analysis, we will gain new understanding on 
MHD turbulence. Our project will address a critical need 
in current MHD simulations and will have immediate 
impact in astrophysics and plasma physics. A number of 
publications on high-quality journal will be produced.

References
Barth, T. J.. On the role of involutions in the discontinuous 
Galerkin discretization of Maxwell and magneto-
hydrodynamics systems. . 2007. In Compatible spatial 
discretization. (Minneapolis, NM, May 11-15, 2004). Vol. 
142, p. 69. New York: Springer-Verlag.

Li, S.. High order central scheme on overlapping cells 
for magneto-hydrodynamic flows with and without 
constrained transport method. 2008. Journal of 
Computational Physics. 227: 7368.

Li, S.. A simple dual implementation to track pressure 
accurately. 2008. In 2nd International Conference 
on Numerical Modeling of Space Plasmas Flows, 
ASTRONUM-2007. (Paris, France, June 10-15, 2007). Vol. 
385, p. 273. San Francisco: Astronomical Society of the 
Pacific.

Li, S.. The Fourth-Order Divergence-Free Methods for MHD 
Simulations. 2009. Submitted for publication in Journal of 
Computational Physics. 

Li, S., and M. J. Buoni. High-Order Divergence-Free 
Method for MHD flows in Three Dimensions. 2009. will be 
submitted to Journal of Computational Physics. 

Buoni, M. J., S. Li, and H. Li. Wave Conversions in 2D 
Compressible Low-beta Turbulent MHD Flows. 2009. will 
be submitted to Physical Review Letters. 

Publications
Li, S.. High-order central scheme on overlapping cells 
for magneto-hydrodynamic flows with and without 
constrained transport method. 2008. Journal of 
Computational Physics. 227: 7368.

Li, S.. Comparison of refinement criteria for structured 
adaptive mesh refinement. To appear in Journal of 
Computational and Applied Mathematics. 

Li, S.. The fourth-order divergence-free method 
for magneto-hydrodynamic simulations. Journal of 
Computational Physics. 

Li, S., and M. J. Buoni. High-order divergence-free method 
for MHD in three dimensions. 2009. to be submitted. 

Xu, H., H. Li, D. Collins, S. Li, and M. Norman. Turbulence 
and dynamo in galaxy cluster media: implication on the 
origin of cluster magnetic fields. 2008. Astrophysical 
Journal Letters. : L14.



Exploratory Research
Continuing Project

Information Science and Technology

561

Introduction
The goal of this research project is to develop efficient 
algorithms and models for the problem of network 
interdiction.  In the interdiction mission an interdictor 
seeks to minimize the ability of an adversary to achieve 
high consequence activities. Conversely, the evader 
seeks to maximize the likelihood of success and impact 
of successful execution. Such a min-max problem can 
be posed mathematically in terms of graph analysis: 
the interdictor seeks to identify a set of vital arcs 
on an activity network whose removal minimize the 
maximum reliable path from a source to a destination 
node, while the evader seeks to find and traverse the 
best unimpeded path. The activity graph may represent 
a transportation network, but more generally may 
correspond to resource allocation in an activity network.

The interdiction problem has applications in many areas 
within threat reduction such as identifying key border 
control points, disrupting nuclear smuggling efforts 
or suicide bomber logistical support, and analysis of 
vulnerabilities in critical infrastructures. LANL has several 
programs that address the interdiction problem, but 
they concentrate on analysis instead of research on new 
capabilities. In fact, one may argue that threat reduction 
in toto, a major thrust within LANL, is essentially the 
problem of interdiction. In addition to our focus on 
efficient interdiction our project results may impact 
other research areas where combinatorial optimization 
problems appear such as resource allocation in 
operations research or coding theory in statistical 
physics.

Benefit to National Security Missions
This project will support multiple national security 
missions by providing basic science for threat reduction 
through modeling and decision support capabilities 
of interdiction problems. The network interdiction 
problem has mission relevance to DOE, DHS, and other 
government agencies.

Progress
In the classical max-min interdiction model, an evader 
is assumed to travel on an optimal (shortest distance 
or least cost) path, and an interdictor selects a fixed 
number of edges to thwart the evader’s movement by 
increase the costs of these edges. The assumption of the 
evader’s optimal behavior can be restrictive for certain 
scenarios. We developed the Markovian evader model 
to include the uncertainty of the evader’s movements 
in a transportation network. In this model, instead of 
always following an optimal path, the evader moves on 
a guided random walk from the current location to the 
next in a probabilistic fashion according to the distance 
between the next location  and the destination.

We investigated two variants of the guided random 
walk interdiction model. In the nonreactive version, 
the evader is not aware of interdiction actions (or 
doesn’t have enough time to respond to them) and 
does not change the probability of selecting a path in 
post-interdiction network.  In the second version, a 
reactive evader adjusts the transition probability after 
an interdiction.

Both problem variants were proven to be 
computationally hard (NP-complete). We developed 
efficient approximation algorithms based the 
submodular property of the nonreactive model.  The 
performance of these algorithms is theoretically 
guaranteed to be within a constant factor of the optimal 
solution, and the algorithms are polynomial time. In the 
reactive model, we explored the relation between graph 
centrality measures and the evader’s movements, and 
then developed polynomial time heuristic algorithms 
based on these centrality measures.

There can be multiple methods to quantify the 
uncertainty of the evader’s movements. The guided 
random walk considers localized uncertainty. 
Alternatively a path-based stochastic model captures the 
probabilistic nature of selecting a path with the global 
knowledge on paths, and perception-based model 
includes path selection based on evader perceptions 
of the network.  We are investigating the relation 

Efficient Interdiction

Feng Pan
20090250ER



562

among these three models and have established certain 
equivalence between the guided random walk and the 
path-based stochastic model.

With many different ways of quantifying uncertainties 
of the evader’s movements, it is clearly important to 
develop an interdiction model, which is robust against 
the various evaders’ strategies. Along this direction, we 
developed a tri-level optimization model. This model aims 
to increase the probability of detecting an evader on at 
least one edge (bottleneck edge) on every possible path 
(robust against uncertain evasion movements), and the 
worst path is a path in which the detection probability 
of its bottleneck edge is the smallest. The goal is to 
maximize the detection probability of the worst path.  
Since all paths are considered, this model is invariant to 
how an evader selects a path. In the continuous version 
of this tri-level model, the detection probability can be 
continuously improved, and we developed an efficient and 
exact solution method by transforming the problem into 
a sequence of the minimum cut problems. In general the 
discrete version of this class of problems is NP-complete. A 
surprising result is that for this tri-level model the discrete 
version in which we assume two states of detection 
probability (with and without improvement) has efficient 
algorithms and can be solved by  polynomial algorithms. 
We are currently working on a stochastic version where 
the detection probability is probabilistic.

We also investigated distributed heuristic algorithms for 
classical network interdiction models. To understand 
the performance of such algorithms, we started with 
a bipartite network interdiction model. This model is 
NP-complete but with simpler graph structure that is 
important in the area of border security.  We developed 
a message-passing algorithm based on a max-product 
algorithm for the bipartite network interdiction model. 
This message-algorithm has polynomial running time 
(efficient), and the preliminary computational results show 
that the heuristic solutions are close to optimal solutions. 
The theoretical understanding of the performance of this 
algorithm is an ongoing project goal.

Another extension of the classical interdiction model is 
in the area of contingency analysis for power grids. We 
developed an interdiction model to understand the worst-
case scenario of power outage in the case of line damage. 
As the result of this development we are currently building 
an interdiction-based model as a control mechanism of the 
smart grid for reducing the power line overloads which can 
start a wide-area blackout.

Future Work
Combinatorial optimization problems appear in various 
research areas and the computational complexity of 
these problems is a critical barrier to theoretical research 
and application development. This difficulty is amplified 
because of the uncertainties in real-world applications. The 

goal of this research is to develop such efficient algorithms 
for computationally hard combinatorial problems and 
provide fundamental understanding these problems 
when uncertainties presents, in particular the problem of 
network interdiction.

We will develop heuristic algorithms along several novel 
approaches.  Recent research showed the success of belief 
propagation (BP) algorithms in solving inference problems 
(e.g., statistical physics, error-correcting coding theory.). 
Research on social networks has introduced the concept 
of centrality measures that identifies those arcs that 
are critical to connectivity within a network. These two 
areas are in close vicinity of combinatorial optimization. 
However, it is original to directly apply them in developing 
algorithms and robust models of incomplete information 
for general optimization problems. Our research will take 
the challenge to explore optimization algorithms and 
uncertainty modeling along these new dimensions.

We start with deterministic networks with special 
structures: planar road/rail networks, and the bipartite 
interdiction model. The development focuses on dynamic 
centrality measures of these networks and graphical 
models/loop calculus in BP.  In year two, extending the 
results to general networks, we will develop centrality 
measures on stochastic networks to capture the dynamic 
of evader’s movements and apply them to interdiction 
models.  We will investigate variations of BP algorithms 
(e.g., generalized BP and survey propagation) for general 
network interdiction problems. In year three, we will 
investigate the fundamental properties of solution 
quality, computational efficiency, and problem structure 
dependency among these methods. Throughout this 
research, the theoretical development will be tested 
in simulated network and networks in an existing 
comprehensive global transportation network database.

Conclusion
The object of this research is to remove the critical 
barriers of computational difficulty and uncertainty 
modeling in combinatorial optimization problems. The 
success of this research will impact the areas in counter-
proliferation and homeland security. The development 
of efficient algorithms will support strategies of global 
sensor deployment and tactics of real-time interdiction 
missions. The development of uncertainty modeling will 
provide predictable capabilities of understanding threat 
behavior and movements in transportation networks with 
incomplete information.
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Introduction
Radiation-hydrodynamics calculations involve the 
coupled modeling of x-ray regime radiation transport 
and hydrodynamic material motion.  Typically, 
simulating radiation transport comprises the bulk of 
the computational effort in these types of problems.  
One technique for modeling radiation transport is 
Monte Carlo simulation.  This method is very accurate, 
but can also be prohibitively expensive in optically 
thick regions, i.e., where the mean distance between 
photon collisions is much smaller than the size of the 
region.  An alternative to Monte Carlo is the diffusion 
approximation, which is computationally inexpensive 
but only valid in optically thick regions.  Thus, in realistic 
problems that contain both optically thick and optically 
thin regions, entirely replacing a Monte Carlo calculation 
with the diffusion approximation is impractical if one 
desires accurate solutions.

In this project, we will develop a hybrid transport-
diffusion method for simulating radiation transport 
as part of a radiation-hydrodynamics calculation.  
This hybrid technique will combine the diffusion 
approximation and Monte Carlo to yield efficient 
simulations without sacrificing accuracy.  Specifically, our 
hybrid method will employ the diffusion approximation 
in optically thick regions, where Monte Carlo is 
expensive and this approximate theory is accurate, and 
resort to Monte Carlo in optically thin regions, where an 
accurate radiation-transport solution is required.

Benefit to National Security Missions
This project supports the DOE/NNSA mission in Nuclear 
Weapons by enhancing the basic science that underlies 
our ability to perform massive simulations.  In addition, 
basic science studies related to astrophysics, inertial 
confinement fusion, and high energy density physics will 
also benefit.

Progress
We have made steady and significant progress on our 
research and development of the Discrete Diffusion 
Monte Carlo (DDMC) method for thermal radiation 

transport in the production Implicit Monte Carlo 
(IMC) software from the Jayenne Project.  We have 
made progress despite heavy Roadrunner (IBM Cell 
architecture) Project demands early in the year and 
despite less overall time available for this project.

First, the DDMC method was derived for spherical 
geometry and documented [1].  Our research and 
development of DDMC are targeted toward the 
production software in the Jayenne Project, which 
approximates curvilinear geometry with 3-D Cartesian 
meshes.  For spherical geometry, a full radially 
symmetric sphere of radius R is represented exactly 
as a cone of height R with radiatively reflecting sides, 
and then that cone is represented approximately by a 
pyramid, which, when spatially discretized, produces 
cells that approximate a frustum with a longitudinal 
chunk of pyramid (square ends and flat, sloped sides).  
The discretized diffusion equation was derived for these 
cells and manipulated to find probabilities for a source 
particle to be transmitted out either longitudinal end or 
for being absorbed within the cell.  Also derived were 
the equations and corresponding probability functions 
for when particles move between DDMC cells and IMC 
cells.

The DDMC method is being implemented into the 
production Jayenne IMC Project software, which contain 
the Milagro radiation-only code and the Wedgehog 
package that couples to hydrodynamics codes to 
produce a radiation-hydrodynamics capability.  The 
underlying capabilities have been developed, tested, and 
committed to the software repository.  These underlying 
capabilities are to flag which spatial cells should be 
treated with regular IMC transport and which should be 
treated with the DDMC approximation; to determine 
the probabilities of leakage from a DDMC cell; a DDMC 
particle class as a subordinate to the existing IMC 
particle class; methods for switching a particle from 
being a DDMC particle to a regular IMC particle and 
back; and software classes that transport the DDMC 
particles over multiple DDMC cells.  Refactoring of the 
existing code was necessary to enable a more seamless 
introduction of DDMC to the IMC software.

A Hybrid Transport-Diffusion Method for Radiation Hydrodynamics
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These classes have been developed in accordance with 
the standard procedures of the Jayenne Project.  For each 
capability, a unit test is constructed.  These unit tests are 
software that live in the repository alongside the capability 
software and that are run during development and 
during nightly automatic regression tests.  The capability 
developed so far consists of four major classes (DDMC_
Transport, DDMC_Builder, DDMC_SubTally, and DDMC_
Particle) constituting about 700 lines of code, software to 
enable integration with other classes at the same level, 
and tests numbering about 1000 lines of code. 

For this fiscal year, we have completed implementing 
a grey (frequency-independent) spherical-geometry 
capability into Milagro.  Next fiscal year we will extend 
this existing capability to cylindrical geometry, which has a 
similar 3-D Cartesian representation in the Jayenne Project 
software; research and develop a method for automatically 
selecting where to use DDMC; and begin researching how 
to perform DDMC and hybrid DDMC-IMC in frequency-
dependent problems, the latter being a very challenging 
endeavor.
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Introduction
Mesh or grid generation is at the heart of many 
numerical simulations of physics problems. The grids 
provide points or boundaries at which the numerical 
simulation is performed. This project involves 
optimal grid generation for the numerical solution 
of nonlinear partial differential equations, e. g. the 
equations of hydrodynamics or the equations of 
magnetohydrodynamics (MHD). The grid adaptation 
is optimal in two senses. First, it assures that the 
estimated grid error is distributed equally on grid cells 
(equidistribution), leading to the minimization of the 
total grid error. Second, for time stepping, this assures 
that the grid move a minimal amount relative to the grid 
at the previous time step.  This latter property appears 
to lead to an untangled grid. Grid tangling is a serious 
problem for example in Lagrangian codes.

We plan to extend our preliminary work in a simple two 
dimensional (2D) physical region (the unit square) to 
more complex regions in 2D. Examples include regions 
with missing areas (non-simply connected regions) and 
regions with curved boundaries. We will then extend 
the work to three dimensions (3D), also involving 
complex physical regions. We plan to use this grid 
adaptation strategy in moving mesh hydrodynamics and 
MHD codes in 2D and 3D. We will use well developed 
error estimators for which our method will provide 
equidistribution of error. We will then apply these 
adaptive grid codes to several challenging problems. 
These include: 1) propagation of shocks, 2) Rayleigh 
Taylor instability, 3) Kelvin Helmholtz instability, and 
4) magnetic reconnection. We will compare with 
commonly used methods to assess the efficiency and 
accuracy of our methods.

Benefit to National Security Missions
This project endeavors to enhance simulation codes 
involving, for example, hydrodynamics, radiation 
hydrodynamics, magnetohydrodynamics, and 
particle-in-cell (plasma kinetic theory) codes that are 
immediately relevant to the DOE/NNSA nuclear weapons 
mission. Such computational tools should also impact 

astrophysics, high energy-density physics, fusion energy, 
space plasma physics, and other basic science mission 
areas. 

Progress
We have completed work on the fundamentals of 
Monge-Kantorovich optimization for grid generation and 
adaptation. In this work we formulated the equations 
in L_2 and compared with existing methods. We 
published the paper  “An optimal robust equidistribution 
method for two-dimensional grid adaptation based 
on Monge-Kantorovich optimization”, Delzanno, G.L., 
Chacon, L., Finn, J.M., Chung, Y., Lapenta, G., Journal 
of Computational Physics (1 Dec. 2008) vol.227, no.23, 
p.9841-64.

We completed work on generalization of the L_2 Monge-
Kantorovich grid generation to a large class of domains 
in 2D and to three dimensions. PI John Finn presented an 
invited talk “Grid Generation and Adaptation by Monge-
Kantorovich Optimization in Two and Three Dimensions” 
at the 17th International Meshing Roundtable in 
October 2008. We published a paper “Grid Generation 
and Adaptation by Monge-Kantorovich Optimization 
in Two and Three Dimensions” Finn, JM, Delzanno, GL, 
Chacon, L, PROCEEDINGS OF THE 17TH INTERNATIONAL 
MESHING ROUNDTABLE (2008) p.551-568.

We completed work on generalizing Monge-Kantorovich 
grid generation from the L_2 norm to the L_p norm. We 
formulated a generalized form of the Monge-Ampere 
equation (which we called the L_p Monge-Ampere 
equation), developed an efficient method of solving it, 
and compared the results with our earlier theory in L_2. 
The results showed that the optimal value for p is very 
close to p=2. We submitted the manuscript “Generalized 
Monge-Kantorovich optimization for grid generation 
and adaptation in L_p”, G. L. Delzanno and J. M. Finn, 
submitted to SIAM Journal of Scientific Computing, Feb. 
2009.

We completed work on formulating Monge-Kantorovich 
grid generation with the L_p norm in a fluid dynamics 
context. We formulated a method of solving the 
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resulting fluid equations efficiently. We showed that 
the results are identical to those obtained using the L_p 
Monge-Ampere equation discussed above. The advantage 
of the fluid dynamics formulation is that it can provide a 
smooth variation of the grid, and can be used in image 
analysis. We submitted the manuscript “The fluid-dynamic 
approach to equidistribution methods for grid generation 
and adaptation”, G. L. Delzanno and J. M. Finn, submitted 
to SIAM Journal of Scientific Computing, Mar. 2009.

We have completed work on the use of Monge-
Kantorovich grid adaptation in a time-stepping context. 
In this work we compared two distinct methods of 
performing the grid adaptation, sequential and direct. 
Numerical results using several challenging examples 
showed that the direct method provides a less distorted 
grid which is much less prone to tangling. Luis Chacon, 
Gian Luca, and John Finn are in the process of writing a 
paper to submit to Journal of Computational Physics.

We have organized a CNLS workshop entitled “Monge-
Kantorovich optimal transport: theory and applications”, 
held in Santa Fe October 19-21. CNLS, LDRD and IGPP each 
contributed 10K for conference expenses. The conference 
included 19 invited talks and 8 poster presentations.

Future Work
This project involves optimal grid generation for the 
numerical solution of nonlinear partial differential 
equations, e. g. the equations of hydrodynamics, radiation 
hydrodynamics, or

magnetohydrodynamics (MHD). The grid adaptation 
scheme we will investigate is optimal in two senses. First, 
it assures that the estimated grid error is distributed 
equally on grid cells (equidistribution). This is known to 
lead to the minimization of the total grid error. Second, 
for time stepping, this assures that the L2 norm of the grid 
displacement (relative to the grid at the previous time 
step) be minimized.  Grid tangling is a serious problem 
in, for example, Lagrangian codes, and the displacement 
minimization property has the potential to deliver 
untangled grids.

We plan to extend our preliminary work in a simple two 
dimensional (2D) physical region (the unit square) to more 
complex regions in 2D. Examples of such physical regions 
include non-simply connected regions (regions with holes) 
and regions with curved boundaries. We will then extend 
the work to three dimensions (3D), also involving

complex physical regions. We plan to use this grid 
adaptation strategy in moving mesh hydrodynamics and 
MHD codes in 2D and 3D. We will use well developed 
error estimators for which our method will provide 
equidistribution of error. We will then apply these adaptive 
grid codes to several challenging problems of importance 
to DOE/NNSA

programs. These include: 1) propagation of shocks, 2) 
Nonlinear Rayleigh-Taylor instability, 3) Nonlinear Kelvin-
Helmholtz instability, and 4) magnetic reconnection. 
We will compare our results with those obtained with 
commonly used methods to assess the efficiency and 
accuracy of our methods.

Conclusion
Grid adaptation (GA) in numerical codes uses a fine 
grid in areas with large numerical errors and a coarse 
grid elsewhere.  Adaptive griding allows more efficient 
computer time and memory than uniform grids.  There are 
two issues: GA methods are often ad-hoc, suboptimal and 
hard to quantify; GA methods are prone to tangling, and 
the code must be restarted with ad-hoc modifications to 
mitigate the tangling.  Our work is based on optimization 
theory, equidistributing and minimizing grid error. Our 
work so far indicates strongly that these methods are 
effective in preventing grid tangling.
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Abstract
The Bayes network (or net) methodology is a powerful 
and popular approach to modeling relationships 
between experimental variables, consisting of two 
key components: a topology that encodes a set of 
conditional independence conditions; and a set of 
functions that assigns conditional probabilities between 
directly related variables. Such models can then be 
used to propagate uncertainties and make statistical 
inferences. Although the topology in a Bayes model 
can often be derived from physical arguments, the 
conditional probabilities populating this model are 
usually derived experimentally, from historical data, 
or from expert introspection; both approaches are 
noisy and unreliable. A more representative model, 
based on second-order probabilities or “probability 
of probabilities”, includes information about the 
uncertainty in these statistical relationships. These 
uncertainties can then be propagated through the 
Bayes net, resulting in “error bars” on the posteriori 
probability of a hypothesis.  The resulting uncertainties 
on posterior probabilities provide insight into the value 
of information of future observations, which we use to 
develop efficient data acquisition strategies. 

In our view, good data enables one to make good 
decisions confidently, and we determine the value 
of obtaining a particular set of data by a quantitative 
measure of how much that data can improve a decision. 
We developed two ways of analyzing data marshaling 
that we call cost based and asymptotic.   The resulting 
data marshaling strategies are of immediate relevance to 
the Integrated Knowledge Engine (IKE) developed at the 
Los Alamos National Laboratory.   

Finally, we consider a complementary approach to data 
marshalling for improving predictions.  We show that 
it is possible to estimate the bias of nonparametric 
smoothers and use these estimates to get better 
predictions.  Iterating the bias correction scheme can 

produce smoother that have superior performance in 
high dimensions.  The methods we have developed 
are useful to improve radioisotope identification from 
energy spectrum data.

Background and Research Objectives

First Order Probabilities
As an illustration of a Bayes network, consider the 
following simple model that can be used to diagnose 
a hypothetical dis ease. This disease has two possible 
symptoms, fever and coughing. There is a certain a priori 
probability that a patient has the disease, as illustrated 
(right). Moreover, there is a certain conditional 
probability structure that encodes how frequently a 
patient will exhibit a fever given that she either has or 
does not have the disease, while a similar conditional 
prob ability encodes how frequently the patient will 
exhibit coughing given that either she has or does not 
have the disease. Once we have specified the topology 
and conditional probabilities, we can reason about the 
re lationships between the random variables if we know 
the value of certain nodes (such as symptoms). This is 
known as statistical inference.

Second Order Probabilities
While the relation ships encoded in the Bayes net 
topology often have some physical justification, for 
example due to causal relationships, in many, if not most 
applications, the conditional probability relationships are 
not derivable from general principles and must instead 
be estimated from sample data or assessed qualitatively 
by subject matter experts. When these probabilities are 
explic itly modeled as uncertain, they themselves in turn 
become random variables, and we enter the realm of 
second-order probabilities. In addition, second-order 
probabilities can be used to encode the inherent qual-
ity of the evidence presented to the Bayes net. For 
example, sensor detection and false alarm statistical 
behavior can be encoded as second-order probabilities 
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on evidential nodes. 

Current approaches to second order probabilities: There 
are several approaches developed in the lit erature for 
encoding uncertainty about conditional probabilities. 
The most common and flexible approach is to use 
stochastic simulations. Essentially, we in stantiate many 
different models, each having slightly different modeling 
parameters, i.e., conditional prob abilities, and we collect 
the results of reasoning using each of these different 
instantiated models. We can then compute numerical 
estimates of the statistics of the model output. A more 
formal approach consists of modeling the distribution 
of each conditional prob ability explicitly and analytically 
propagating this distribution through the model. Walley 
and others have studied the use of probability intervals 
and their propagation extensively. A more recent approach 
uses Beta or Dirichlet distributions to model the underlying 
second order probability using mean and variance.

Need for an Analytical Approach
None of the approaches so far developed in the literature 
address the problem adequately. For example, stochastic 
simulations are computationally expensive. The use of 
probability intervals is problematic because probabil-
ity intervals tend to broaden, leaving little insight into 
the uncertainty structure. The use of Beta distribu-
tions is also inadequate since it is easy to show that the 
Beta distribution property is not preserved under any 
probability propagation function. Moreover, the Beta 
distribution is not flexible enough to represent some 
second order probability distributions of interest, such as 
multi-modal distributions. We propose defini tion of a more 
general analytical inference method where constants in a 
probabilistic inference such as P(A), P(B|A), etc. become 
random variable them selves and are treated as such. 

Why study uncertainty? 
We take the ansatz that a good observation enables us 
to make a good predictions confidently.   This means that 
both the bias and the uncertainty of our predictor need to 
be small.  Since the uncertainty is tied to the observations, 
we can compare the “after we observe” uncertainty of 
various data collection schemes to help compare and 
select useful data acquisition schemes.  When balancing 
the reduction in uncertainty from data obtained from 
various individual data sources with the cost of acquiring 
the data, we can find cost effective learning schemes 
that we call data marshaling.  Whereas notions of “most 
valuable observations” have permeated the statistics 
literature, the compromise between information, costs 
for acquiring the data, and the computational complexity 
(or computational costs) has not been previously 
addresses.  But balancing these three aspects is central to 

the development and implementation of the Integrated 
Knowledge Engine (IKE) tool.  

Bias reduction
The other factor involved in making good predictions in 
the bias, or systematic error, in the estimate.  Reducing 
the bias may be an attractive alternative to reducing the 
uncertainty, if the former does not increase the variance 
too much.   In classical examples related to nonparametric 
smoothing, a modern statistical prediction tool, we know 
that smaller bias is always associated with larger variance.   
Nevertheless, some substantial reductions in bias may 
sometimes only increase a little bit the variance.  It then 
becomes interested to attempt to seek the maximal bias 
reduction possible before the uncertainty becomes to 
dominate.   We have developed and applied our bias 
reduction techniques in the context of estimating the 
energy spectrum of various radio-isotope to help their 
identification.

 

Scientific Approach and Accomplishments

Generalization to Dirichlet mixture
The application of second order probability to the 
problems of interest requires the end user to specify 
specification uncertainty to multinomial probabilities 
constrained by experts knowledge about the means and 
variances of all the vector of probabilities. While the 
Dirichlet distribution, the classical model for quantifying 
uncertainty for multinomial, is not flexible enough to 
accommodate the specified moments, we have shown that 
suitable mixtures of Dirichlet can accommodate the preset 
moments and associated uncertainties.  The practical 
importance of this model is that it leads computationally 
tractable estimates of the uncertainty of the hypothesis.  
This allows us to scale the size and complexity of the 
models while keeping the computation time to a 
minimum. These methods have been implemented in the 
Integrated Knowledge Engine (IKE) have been extensively 
used in various projects. Figure 1 shows the interface GUI 
for the IKE tool.   The colored bars in the right-hand panels 
represent the uncertainty associated with the inputs and 
various hypotheses.
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Figure 1. Example of the implementation of second order 
probability uncertainty calculations within the Integrated 
Knowledge Engine framework.  The figure shows how various 
sources of information about a facility of interest impact our 
knowledge and the uncertainty about that knowledge.

Approximate likelihood
A study of the impact on the posterior probability of a 
hypothesis of distribution of second order probability 
reveals that the exp-gamma distribution is a natural model 
because it allows for explicit calculations under special 
circumstances.   To our knowledge, this is the first example 
of an explicit solution to this problem, which allows for 
dramatic improvements in computational times over 
the classical brut force simulation approach.   Further 
refinements of our analysis approximate the likelihood 
to get approximate analytic solutions.  The surprise is 
how good such approximations are in the real cases we 
have considered.  In particular, the intrinsic variability 
(or uncertainty) dominates the approximation error in 
the examples we have considered.  Thus we now have 
explicit expressions (either exact or approximate) for the 
uncertainty implied by the second order probabilities. 

Data Marshalling
We aimed to develop a theoretical basis for choosing 
amongst options for obtaining data.  In our view, good data 
enables one to make good decisions confidently, balanced 
by the cost of acquiring that observation and the compu-
tational burden to evaluate the decision rule.  The answers 
to that compromise depend on whether we get to select 
a measuring instrument (or data stream) that provides a 
possibly unlimited stream of data, or an individual datum.  
We refer these to cases as the asymptotic and cost based 
analysis.  We have drawn on our experience with cosmic 
ray muon radiography to develop the asymptotic based 
analysis, and present a toy model for the cost based analy-
sis. 

Asymptotic based analysis
Suppose that a buyer must choose between two instru-
ments each of which could make one measurement per 
second over long time intervals. If the 1st kind of instru-
ment is more expensive but makes more discriminating 
measurements, an asymptotic analysis will provide guid-
ance to the buyer.  The analysis provides the ratio between 
the times required by the two instruments to achieve a 
specified quality of discrimination.   As an example, we 
consider the task of using natural cosmic ray muons to 
distinguish between human flesh and cellulose nitrate (an 
explosive).   We consider two instrument options, one that 
measures the scattering angle of rays that pass through 
material and another that measures the energy lost by 
such rays.  The simulated distributions of energy loss for 
samples of both flesh and cellulose nitrate appear in Figure 
2.  Our analysis shows that to get both the probability of 
false alarm and the probability of missing a detection less 
than 1/1000000,  one must measure either the energy 
lost by about 17 muons or the angle of scatter of about 
510 muons. Thus the energy loss instrument can do the 
job about 30 times faster. Asymptotic analysis calculates 
the limit of such a ratio as the required probability of error 
goes to zero.
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Figure 2. The information in data about a hypothesis can be 
extracted from their probability density functions.  It is by 
exploiting the differences between the probability densities under 
the various hypothesis that the truth about the hypothesis is 
revealed.  The figure shows the probability density of the energy 
loss in human flesh and an explosive.  The observed differences 
implies that it is possible to distinguish flesh from explosive from 
energy loss measurements.

Cost based analysis
Suppose that we must decide whether or not to align the 
front wheels of a car.  Before making a decision, we can do 
one of the following two experiments:  “Look for uneven 
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tire wear” or  “Check for hands-free straight driving”.  We 
suppose that the probability of a false indication from tire 
wear is 20% whether an alignment is actually required or 
not, while the driving test will mislead with a probability 
of 30% if an alignment is actually required but only 10% 
if not.   Thus costs can determine the value of evidence 
and for different cost values different measurements are 
preferred.  The determination of which experiment is 
more cost effective depends on the expense for replac-
ing the tires and the cost of rotating them.   Under special 
circumstances, it is possible for the optimal solution not to 
depend on the cost.  These situations are rare, but provide 
a good starting point for further analysis.

Bias reduction
We have developed numerous strategies for bias reduction 
in nonparametric regression.  Developed in the context 
of energy spectrum estimation, we have devised a 
multiplicative bias reduction scheme that preserved 
the positivity of the estimate, enhances the peaks and 
valley, while leaving the other regions of the spectrum 
essentially unchanged.  The most important feature of 
new smoother is that its asymptotic bias is zero while 
its asymptotic variance remains unchanged.  That is, we 
have an “asymptotic” free lunch.  Both in practice and in 
simulations, we see that our method enjoys its asymptotic 
qualities even for modest sample sizes.   Figure 3 shows 
the improvement obtained by the proposed bias reduction 
procedure.  The top panel shows the raw counts and a 
reasonable spline smoothers (red) and the bias corrected 
smoother in green.    The bottom panel shows the relative 
error of the spline smoother and an estimate of that error 
to correct the pilot smoother.
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Figure 3. Example of bias corrected energy spectrum smoother.  
The top panel shows a histogram of the raw counts together 
with various smoothers for the energy spectrum, including the 

bias corrected smoother.  Note how the corrected smoother 
more aptly estimates the energy peaks and valleys, yet does 
not appear to be more variable than the other smoothers.  The 
bottom panel shows the ratio between the pilot smoother 
and a noisy estimate of the truth, together with a smoother 
for that ratio.  Estimating that ratio enables us to propose a 
multiplicative bias correction scheme.

The bias corrected smoother remains biased, and thus 
further bias correction steps may be beneficial for finite 
samples.   We have shown that an iterative bias correction 
scheme is related to the celebrated boosting algorithm of 
machine learning.  But this new interpretation of boosting 
helps explain the qualitative behavior of the sequence of 
bias corrected smoothers.  To our surprise, these iterated 
bias corrected smoothers have exceptional performance 
in high dimensions.  We can explain this by the ability 
of these smoothers to adapt (in the statistical sense) to 
smoothness of the underlying regression function.  While it 
has been common practice to use structurally constrained 
smoothers in high dimensions, such as additive or 
multiplicative models, we find that optimally exploiting 
the smoothness often leads to better predictors.  We have 
compared our method with the state-of-the-art smoothers 
on a few classical open source data sets, and found that we 
reduced the out-of-sample prediction error by at as much 
as 30%.  To help the divulgation of our method, we have 
released an R add-on package to the statistical community.   

Impact on National Missions
We have been utilizing Bayesian Networks within our 
IKE (Integrated Knowledge Engine) methods and tools 
to support Los Alamos National Laboratory’s mission in 
Threat Reduction. Specifically, IKE sup ports monitoring 
and surveillance of WMD threats by modeling these 
threats using Bayesian networks where variables represent 
indications of threats and their relations to those threats. 
Threats can include prob ability of an IED (improvised 
explosive device) attack, probability of a mobile missile 
attack, etc. As a result of the success we have achieved to 
date in our LDRD-ER, we have implemented the multi-state 
Dirichlet mixture based numerical simulation method and 
are now using that for second order probability repre-
sentation and inference in several customer projects. This 
allows us to model uncertainty on our priors, conditional 
probabilities and evidence. Below we show screen shots 
of a system supporting quantified detec tion of activities at 
a WMD processing facility and its subsequent relation to a 
WMD assembly facility.

The theoretical work on data marshalling lies at the 
hart of the modeling work that is needed by several 
nonproliferation agencies.  We have obtained follow-up 
funding to expand that aspect of this LDRD-ER and port 
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and expose our ideas in a white paper for a sponsor.

The work on bias reduction has had an immediate impact 
on the energy spectrum estimation that is required for 
radio-isotope identification.  The preliminary results are 
encouraging and we will continue to explore their utility 
within the Remote Portal Monitoring Project (RPMP) 
project.

Finally, the theoretical work on the iterative bias correction 
scheme is of general interest and broad applicability.  
Indeed, the problem of making predictions is a ubiquitous 
problem in science, and we foresee that our software 
will be useful to many project.   To make our tool even 
better for making predictions in high dimensions, we are 
currently seeking to develop a variable selection capability 
within the bias reduction framework.  

Publications
Burr, T., N. Hengartner, E. Matzner-Lober, and L. Rouviere. 
Bias reduction in action. 2009. In Joint Statistical 
Association Meeting. (Denvers, July 28 - Aug 5, 2008). , p. 
1129. Alexandria, VA.: American Statistical Association.

Burr, T., N. Hengartner, E. Matzner-Lober, and L. Rouviere. 
Smoothing low resolution spectral data. To appear in IEEE 
Transaction on Nuclear Sciences. 

Cornillon, P. A., N. Hengartner, and E. Matzner-Lober. IBR: 
An R package for multidimensional smoothing. 2009. 
CRAN: R comprehensive Archive. 

Cornilon, P. A., N. Hengartner, and E. Matzner-Lober. 
Recursive bias estimation for high dimensional  regression 
smoothers. Journal of the Scandinavian Statistical 
Association. 

Fraser, A. L.. Hidden Markov models and dynamical 
systems. 2008. 

Hengartner, N., E. Matzner-Lober, T. Burr, and L. Rouviere. 
Multiplicative bias corrected nonparametric smoothers 
with application to nuclear energy spectrum  estimation. 
Journal of the Canadian Statistical Society. 

Hengartner, N., and E. Matzner-Lober. Unbiased density 
estimation. 2009. ESAIM. 13 (1): 1.

Izraelevitz, D., H. Martz, D. Leishman, and W. Gibson. 
On representing second-order uncertainty in multi-state 
systems via moments of mixtures of Dirichlet distributions. 
2009. Journal of Statistical computing and simulations. 79 
(7): 869.

Sinitsin, N., N. Hengartner, and I. Nemenman. Adiabatic 

coarse-graining and simulations of stochastic biochemical 
networks. 2009. Proceedings on the National Academies of 
Scoences (PNAS). 106: 10546.



Exploratory Research
Final Report

Information Science and Technology

574

Abstract
The need to understand image and video data for a wide 
range of applications has exploded in the last few years. 
Imaging data in the medical, scientific, intelligence, and 
industrial communities have grown out of the ubiquity 
of exponentially increasing streams of image and video 
data. 

As a consequence, there is an ongoing interest and need 
for improving our understanding of effective image 
processing algorithms of new datasets on new hardware. 
Typical problems we face include:

the challenge of dealing with noise at different • 
resolutions

in-painting of missing regions, contaminated by • 
excessive noise

change detection in the presence of noise• 

The noise can be due to a wide variety of sources; to 
instrument or device error, poor resolution, blurring 
due to rapid motion, transmission noise, and even 
active interference by foreign governments. The study 
and removal of noise has become an important field of 
scientific study (as a subfield of Information Science) and 
is integral to successfully uncovering and understanding 
of the real signal. 

Our research is aimed at creating new abilities to 
understand precisely how important new image 
processing methods work, what we can know from 
the output of those methods, and also what we can 
prove about these methods.  We used methods from 
Geometric Measure Theory to study some of the new 
and successful methods that are poorly understood. 
We are also generating new algorithms that expand the 
information we extract from the images. While this work 
demands deep insights from intricate mathematical 
areas, it has already begun delivering concrete, practical 

results that improve our ability to analyze images and 
extract information in the presence of noise. 

Background and Research Objectives
There is a great need to extract information from an 
unprecedented increase of imaging data in the medical, 
scientific, intelligence, and industrial communities. 
Multi-billion dollar scientific applications such as the 
Hubble Space Telescope and the Large Hadron Collider 
demand the best algorithms to extract information from 
expensive but incomplete, indirect and noisy data. In 
these applications the resolution is so important that 
image analysis and de-noising is performed on state-
of-the-art supercomputers. Medical applications range 
from radiography, MRI, Tomography and Ultrasound 
Imaging. As a national security laboratory, at LANL there 
are several important projects that rely on the careful 
analysis of streaming satellite or airborne images to 
assist in monitoring adherence to treaties or allow US 
military forces to better understand threats in foreign 
urban environments. These algorithms often need to 
run in real-time and on small, robust supercomputers. 
Another booming market for image processing is 
the ongoing revolution in consumer-driven digital 
photography, and the marriage of digital cameras with 
PDAs and cell-phones. One of the most influential 
technologies has been the growth of computer 
generated imaging in the entertainment (gaming and 
movie) industry. 

Historically, image processing evolved as a subfield 
of signal processing, and therefore the traditional 
approaches to image de-noising has its mathematical 
roots in Fourier and other spectral methods. Over 
the past two decades exciting new discoveries in 
mathematics have had a substantial impact on the field. 
Conversely, image analysis has had an exciting impact on 
mathematics.

The discovery of wavelets in the late 1980’s brought 
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an unexpected renaissance of deep mathematics applied 
to image processing. These discoveries have now 
penetrated the international standards used in satellite 
communication and image formats (notably JPEG) used 
by digital cameras and cell phones. Underlying this power 
is the speed of the wavelet lifting scheme (discovered in 
1990 by Wim Sweldens), a novel algorithm that has now 
entered the top-10 list of most important algorithms. 

A very different approach to noise removal is the use of 
various dynamical algorithms to morph an image in a 
fashion that sharpens boundaries while removing noise. 
Note that it is easy to remove noise (e.g. the noise in 
under-exposed photos) by blurring, i.e. replacing each pixel 
with some local average. Unfortunately this will also blur 
all sharp edges. A more sophisticated approach exploits 
nonlinear dynamics. This is a rich subfield of modern 
mathematics and physics that has seen years of research 
in applications such as pattern formation during chemical 
reactions, fluid dynamics applied to planetary weather 
and climate prediction, wave propagation down optical 
fibers, and robotics, to name but a few. This approach 
allowed insights obtained from years of studying and 
simulating a wide range of nonlinear dynamics problems, 
and also utilized deep results from the mathematical field 
of Partial Differential Equations. With time it became 
clear that another way of understanding these methods, 
and their effectiveness at de-noising images, is that 
they should really be viewed as a dynamical approach 
to solving an optimization problem. The following is a 
layman’s description of this optimization problem. The 
image can be considered as some ideal image f plus a 
noise component g. Here we can represent the image f as 
a grayscale intensity field, with a value at each pixel in the 
image. The problem of de-noising is then posed as finding 
a new image f’ that minimizes |f-f’|X + λ|f’|Y. The first 
term represents the magnitude of morphing allowed. The 
second term measures the amount of “variation” in the 
new image. Imagine the value of  λ as a knob that can tune 
from λ=0 (where all smoothing is switched off) to some 
small  λ (where there is a balance between morphing and 
some allowed noise.) There are many ways to measure 
the amount of morphing and the “variation” or amount of 
noise. 

The minimization in the above problem is performed not 
over all possible images, but over some much smaller 
subset of realistic images. Their study led to the field of 
natural images. Natural images are quite different from, 
say, cartoons or scanned images from texts. Imagine a 
smooth lake surrounded by trees. In fall the leaves form 
overlapping structures in between open clear areas 
that reflect a fractal and self-similar reflection of the 

surrounding forest. Any method designed to analyze 
and de-noise a high-resolution digital rendition of such a 
scene must be able to remove noise without destroying 
the self-similar, fractal, and overlapping mosaic of 
textures. Choosing the right form of  the second term in 
the above formula is essential to making this possible. A 
key development came in 1992, when Rudin, Stan Osher, 
and Fatemi suggested using the so-called total variation 
(TV) measure for the latter when de-noising images. This 
approach revolutionized the field of image de-noising, 
infusing the field with many new ideas from variational 
analysis and nonlinear analysis as well as new algorithms.  
The suggestion and its success (10000 journal publications 
in the field) also connected image processing with the new 
field of Geometric Measure Theory. The resulting Rudin-
Osher-Fatemi TV regularized de-noising algorithm is now 
well-established and has been used in many interesting 
the classic approach for achieving this. Compared to 
other methods, this approach to de-noising by finding a 
minimizer to an optimization problem is powerful, but 
poorly understood by the image processing community 
(given that it relies on rather deep theoretical and is very 
expensive to compute in practice.) The precise nature of 
the minimizers is an intricate mathematical. In this project 
our goal was the generation of new insights into the 
nature of de-noised images when using this approach and 
especially in the development of new fast algorithms. 

Scientific Approach and Accomplishments 
The natural framework for our approach uses the 
mathematics of Geometric Measure Theory (GMT) 
to develop new algorithms and in quantifying their 
performance. GMT is an extension and generalization of the 
study of smooth surfaces in higher dimensions. It removes 
the requirement of smoothness, allow for fractal boundaries 
and noisy deviations that live on lower-dimensional spaces. 
For example, the classic theory of differential geometry 
provides the natural framework for 3D figures such as a 
smoothly morphed torus. At every point on the surface we 
can construct a tangent plane and thereby perform local 
analysis that allow the application of all the tools of classic 
calculus. When this 3D surface is now polluted by, say, 
white noise, all these tools become useless. In addition, if 
instead of a smooth 3D surface we are confronted by the 
multi-fractal surfaces observed in natural images, then 
the proper mathematical framework requires tools from 
Geometric Measure Theory. The power of being able to 
deal with non-smooth and fractal structures comes with a 
price. The mathematics required to deal with such exotic 
structure is considered to be one of the deeper branches of 
mathematics, and largely unexplored by applied scientists. 
As a consequence the computational application of this field 
to image analysis is but in its infancy. This was what this 
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proposal set out to remedy.

In the first year of the project, we made an exciting new 
discovery connecting the so-called “flat norm” from GMT 
to the L1TV functional form used in image analysis. This 
discovery is now being rapidly leveraged to provide us with 
new methods to describe and understand shape and image 
data, explore the statistics of shapes, and greatly generalize 
the L1TV functional to data previously beyond its domain. 
By the second year of this project we have gained significant 
understanding into this new approach and has developed 
numerical implementations to test this. The underlying 
mathematics of our approach is rather novel, and therefore 
does not have a long history of algorithm development. 
In the third year of this project we worked with external 
collaborators to design new algorithms based on graph 
theory to calculate these minimizers, and this required 
testing and careful testing and comparison with other 
methods, and with comparisons on more challenging data 
sets than classic benchmarks. We also explored applications, 
especially to medical datasets. This work has been 
submitted for publication and was done in collaboration 
with Kevin Vixie and collaborators at Washington State 
University and Wotau Yin at Rice University.

This approach is not limited to 2D images, but can be 
extended to regularize higher dimensional data sets, such 
as 3D geometric shapes or structures in hyperspectral 
datasets. This analysis is being explored in recent work by 
our collaborators Eseduglo and Elsey at the University of 
Michigan.

The multi-scale signature that immediately resulted from 
the discovery by Vixie and Morgan is also being applied to 
shape recognition and other related shape tasks.

Impact on National Missions
The analysis of image and video data for “value” is a 
critical component to rapid data assessment and analysis. 
Numerous missions related to threat reduction, weapons 
data analysis, nonproliferation, and basic science is directly 
impacted by our projects on new algorithms for image 
analysis. Our work on this project brought new capabilities 
in Geometric Analysis of image and video data, added two 
young scientists in this field, and established enduring 
collaborations with some of the leaders in this field. It has 
added important and novel tools to the arsenal that we 
can rely on to understand future data sets. An unexpected 
application was in the medical field, where this method 
is currently further developed in collaboration with Dr. 
Yi Jiang of LANL to analyze experimental datasets in her 
studies on the dynamics of cellular dynamics during tumor 
growth.
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Abstract
Many of the flows of interest for the Laboratory involve 
species with different molecular masses and occur in 
the presence of a constant or time varying acceleration. 
The acceleration generates differential body forces, 
leading to instabilities which grow in time so that the 
resulting flow ultimately becomes turbulent. In many 
situations such flows occur in convergent geometries 
(e.g. cylindrical or spherical). Examples include Inertial 
Confinement Fusion targets, laser induced launching of 
a flyer plate, stellar pulsations, or supernova explosions. 
Fundamental turbulence studies and high resolution 
simulations of these flows in Cartesian geometry only 
recently have started to be performed and there is no 
such study in convergent geometries. Moreover, even 
in Cartesian geometry studies addressing the variable 
density (corresponding to large density differences) or 
compressible cases are scarce and not much is known 
about turbulent mixing under these conditions.  In 
addition, early time analytical studies are almost entirely 
confined to immiscible fluids and incompressible flows 
with very few studies addressing the case of variable 
density or compressible flows and none the miscible 
case.

We have pursued a multi-pronged, multi-investigator 
research program to improve the computational and 
modeling capabilities for instability-driven flows in 
Cartesian and convergent geometries and advance 
the understanding of the mathematics and physics 
characterizing turbulence generated in such conditions. 
In the 22 publication resulted from this work, our study 
has provided analytical results for early time (linear and 
non-linear) growth, new tools for mixing description, 
fundamental turbulence and turbulent mixing studies 
showing new and unexpected physics, a turbulence 
modeling methodology, and Direct Numerical 
Simulations data.

Background and Research Objectives
Molecular mixing as a consequence of stirring by 
turbulence is an important process in many practical 
applications. If the microscopic densities of the fluids 
participating in the mixing are very different, we refer to 
such flows as variable density (VD) flows in contrast to 
the Boussinesq approximation in which the densities are 
commensurate. In such flows, due to the tight coupling 
between the density and velocity fields, in addition 
to the quadratic non-linearities of the incompressible 
Navier-Stokes equations, new cubic nonlinearities 
arise. Many of these flows are driven by acceleration 
(e.g. gravity in geophysical and astrophysical flows) 
which, because the density is not uniform, leads to 
large differential fluid accelerations. If the acceleration 
is constant and the fluid configuration is unstable (i.e. 
density gradient points opposite to the body force), a 
fluid instability is generated in which small perturbations 
of the initial interface between the two fluids grow, 
interact nonlinearly, and lead to turbulence. This 
instability is known as the Rayleigh-Taylor instability 
(RTI). 

RTI and its impulsive counterpart, the Richtmyer – 
Meshkov instability, are of fundamental importance 
in a multitude of applications ranging from the 
turbulent mixing in inertial confinement fusion (ICF), 
to combustion, and to astrophysical phenomena. For 
example, it is known that RTI generated turbulence 
leads to severe degradation of target performance 
in ICF capsules. A better understanding and control 
of turbulence in these conditions could help achieve 
controlled ignition. Another example from astrophysics 
is the flame propagation in type Ia supernovae. Thus, 
RTI is the dominant acceleration mechanism for the 
flame. When this occurs, it is the fluid motion mixing 
the fuel with hot ashes that controls the burning, rather 
than thermal conduction. The flows in many of the 
applications in which Rayleigh-Taylor and Richtmyer-
Meshkov instabilities are encountered occur in 
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convergent geometries (spherical or cylindrical) as is the 
case with the two examples above.

In general, RTI driven flows begin from laminar or weakly 
chaotic state and the initial perturbations start interacting 
nonlinearly as they grow. Thus smaller and larger scales 
are generated, ultimately leading to turbulence. Therefore 
the problem is both an instability growth and mixing 
problem and also a turbulence problem. There are many 
studies of the early stages instability growth, in various 
configurations, however most assume incompressible 
fluids. Variable density or compressibility effects, although 
important, are usually not included in the analysis due 
to difficulties added to the analytical treatment. Less 
analytical or theoretical work has been performed 
including these effects for the weakly or fully nonlinear 
regimes and published studies become scarce for the 
turbulent stage. 

Turbulence in itself is a ubiquitous phenomenon important 
for both science and engineering. Important progress 
has been made in recent years in our understanding 
of turbulence, although a complete quantification, 
description, prediction, simulation, and control still 
eludes us. Most of the fundamental turbulence studies 
have been concentrated on several canonical flows with 
periodic boundaries or simple jets, wakes, or boundary 
layers. Rayleigh-Taylor turbulence at non vanishing 
density differences has been studied only recently in 
Cartesian geometry [1] and this work fills several gaps in 
our understanding of mixing and turbulence properties at 
moderate to large Atwood numbers [2-15]. Some attempts 
to study turbulence in converging geometries have been 
made, but mostly in the context of moment closures. This 
project provides the first analytical study of instability 
growth in cylindrical geometry. The study addressed both 
the incompressible and compressible cases [16-18]. 

Figure 1. Mixing between two fluids with different densities. 
Initially there are equal amounts of the fluids (a). As the mixing 
proceeds, there is a clear asymmetry between the amount of 
pure light fluid (red) and the pure heavy fluid (blue) left in the 
flow (b). From Refs. [7, 12].

igure 2. Density probability density function (PDF) across the 
variable density RTI showing the mixing asymmetry between the 
pure light and heavy fluids. From Ref. [12].

Figure 3. Rayleigh-Taylor layer edges show signficant asymmetry 
at high Atwood numbers between a) bubble side and b) spike 
side. From Ref. [15].

If “ideal” turbulence is in a homogeneous, isotropic 
Kolmogorov steady state, then “non-ideal” turbulence can 
occur due to time-dependence, anisotropy, inhomogeneity, 
or coupling with active scalars. Unlike kinetic theory, 
where significant departure from a weakly perturbed local 
Maxwelian is exceptional, the analogous state of non-
ideal turbulence is what is typical, yet the only successful 
turbulence theory so far is the Kolmogorov’s 1941 theory. 
Numerous modeling strategies have been proposed, 
and, while there is no universally “best” strategy, each of 
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the approaches has its own advantages and domains of 
applicability. Among them, we note the so-called analytical 
closures (e.g. Kraichnan’s Direct Interaction Approximation 
[19]) which offer vastly more information than the single 
point, engineering models in use today, or Large Eddy 
Simulations strategies. Analytical closures are well suited 
for studying the interactions between scales and to help 
deriving improved engineering models. Unfortunately, the 
only tractable analytical theories proposed to date require 
periodic boundaries; current extensions to inhomogeneous 
turbulence are computationally intractable. But the 
difficulties are also conceptual: whereas triad interactions 
provide a simple key to the physical meaning of analytical 
closure in the homogeneous case, nothing comparable 
exists for inhomogeneity. We have recently proposed the 
use of representation theory to define inhomogeneity 
as a perturbation about homogeneous turbulence, 
as a key for deriving a tractable analytical description 
of in-homogeneous turbulence [20-21]. In cylindrical 
and spherical geometries there is at least one periodic 
direction, which simplifies even more our closure 
approach.  

Turbulence theory and the subsequent model 
development rely on experimental or high resolution 
Direct Numerical Simulations (DNS) data for development 
and verification and validation. The DNS technique 
seeks ``exact’’ solutions of the governing equations, so 
that all relevant scales are accurately solved, using high 
resolution numerical simulations based on high order 
accurate discretization algorithms. DNS are conducted 
without resort to subgrid modeling or the introduction 
of ``artificial’’ numerical dissipation or other algorithm 
stabilizing schemes. With the recent advances in 
supercomputing technology and algorithms, it is now 
possible to perform simulations at Reynolds numbers 
comparable or even larger than those obtained in 
large laboratory experiments. As petascale computing 
becomes available, the situation is further improving 
and fundamental turbulence studies for more complex 
flows are becoming feasible. As part of this project, we 
have also developed a high performance DNS code for 
instability driven flows [2] which was successfully used 
on some of today’s largest supercomputer platforms 
(e.g. on the 147,456 processors LLNL Dawn computer 
[15]). The code was also ported to the heterogeneous 
Roadrunner architecture in a spin-off project (LDRD 
200800747ER) with some of the key concepts developed 
within the present project [22]. The project also pursued 
an alternate methodology for Direct Numerical Simulations 
of compressible Rayleigh-Taylor instability, based on the 
wavelet transform, through an external collaboration 
with the University of Colorado [23-24]. As part of this 

collaboration, the PI became co-advisor (with Prof. O. 
Vasilyev) for Ph.D. student S. Reckinger. The methodology, 
though not yet suitable for supercomputer calculations, 
has emerged lately as a promising approach for turbulence 
simulations [25]. 

Since DNS generate large amounts of “raw” data, efficient 
visualization becomes challenging and standard techniques 
may be exceedingly slow or even inappropriate. As part of 
the project, we started collaboration with P. McCormick 
(CCS-1), by co-mentoring a Ph. D. student (S. Martin) to use 
heterogeneous computing architectures for visualization of 
large data sets [15]. 

 In summary, our study has provided for instability driven 
turbulence:

new tools for mixing description, • 

fundamental turbulence studies,• 

analytical results for early time (linear and non-linear) • 
convergent geometry growth, 

novel turbulence modeling and computational • 
methodologies, and

Direct Numerical Simulations data. • 

Scientific Approach and Accomplishments
The flows under investigation occur in the continuum limit 
so that they are described by the  Navier-Stokes equations. 
Both the classical RTI and an idealized triply periodic RTI 
configuration (hereafter named HRTI) were investigated in 
order to better isolate the physics of mixing and turbulence 
properties. The two configurations are described below:

RT I
The two fluids are initially segregated in an unstable 
configuration. For the curved geometries there are two 
different arrangements: convergent (gravity acting inward) 
and divergent (gravity acting outward). The horizontal, 
for the Cartesian geometry, or tangential, for curved 
geometries, directions are periodic and the statistics are 
calculated as planar (or surface) averages. The interface 
is perturbed by a small amplitude single- or multi-mode 
perturbation which grows, interacts non-linearly, and 
eventually leads to turbulence.

HRTI
The two fluids are initialized as random blobs of pure 
fluids in a triply periodic domain. The kinetic energy grows 
initially as the fluids are accelerated by the body force, 
then decays as viscous forces overcome the buoyancy 
forces reduced by molecular mixing. During the growth 
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stage the flow corresponds to the interior of the turbulent 
RT layer. The statistics are calculated as averages over the 
whole volume and ensemble of realizations. 

The code employed for this project is the CFDNS code, 
developed by the PI and collaborators within the CCS-2 
group over the last 5 years. For the cylindrical and 
spherical configurations, the numerical singularities 
at the origin are avoided by appropriate coordinate 
transformations. In this approach, there is no loss of 
accuracy near the origin and no regularization condition 
is needed. Thus, the code allows flow and non-zero 
gradients at the origin. The code has been employed on 
numerous standard computing architectures and recently 
used to perform the largest turbulence simulation to date, 
Rayleigh-Taylor instability at A=0.75 (a 7 to 1 density ratio), 
on LLNL Dawn computer. 

Below, the main results for the several thrusts of the proj-
ect are briefly described: 

Turbulence and mixing in variable density (large density 
ratio), instability-driven turbulence [2-15]

Results highlights: 

Unlike the Boussinesq, low density difference case, • 
in variable density turbulence the mixing process is 
asymmetric, with the pure light fluid mixing faster 
than the pure heavy fluid (Figure 1). This asymmetry 
also leads to higher penetration distances of the pure 
heavy fluid in RTI (Figure 2) and explains the bubble-
spike anomaly (higher velocities of the spike front 
compared to the bubble front and significant shape 
differences between the two sides, Figure 3) which 
was observed experimentally but never explained. 
None of the mixing metrics usually used by models 
can capture the asymmetry and thus new metrics have 
been proposed. 

Bounds on the fluid composition based on low order • 
moments of the density probability density function 
(PDF) have been analytically derived. These bounds 
can be used as realizability conditions or to describe 
the mixing state in low dimensional modeling. 

There is a persistent anisotropy of the smallest scales • 
of motion due to buoyancy, despite the intermediate 
scales becoming nearly isotropic. This is contrary to the 
usual universality assumption on the decoupling and 
independence of the small scales of motion from the 
large scales and has important consequences on the 
popular Large Eddy Simulations turbulence modeling 
approaches.

Variable density, Rayleigh-Taylor turbulence [6, 9, 10, 13, 
14, 15]

Results highlights:

The large scale quantities, layer width, kinetic energy, • 
mass flux, mean density, reach a self-similar behavior, 
however, turbulence length-scale does not. This is due 
to the finite energy cascade time to small scales and is 
conjectured to occur in all non-equilibrium (or rapidly 
changing) flows. 

Due to the lack of self-similarity of the turbulence • 
length-scale, the usual closures for the moment 
equations using this length-scale and gradient 
transport hypothesis for turbulence transport or 
similarity arguments for the dissipation fail in Rayleigh-
Taylor turbulence. A new modeling approach has been 
proposed.

Early time instability development in cylindrical geometry 
[16-18]

Results highlights: 

The non-uniqueness of the compressible to • 
incompressible limit, 

Large differences between explosion (gravity acting • 
outward) and implosion (gravity acting inward) 
compared to the Cartesian geometry, and

Qualitative differences between the 2-dimensional • 
circular case compared to the 3-dimensional case.

Analytical models for inhomogeneous turbulence (as 
occurring in RTI) [20-21] 

Results highlights:

A new analytical approach has been proposed for • 
inhomogeneous turbulence, which may overcome the 
computational intractability which rendered ineffective 
the previous attempts.

The model has also provided useful in explaining the • 
nature of anisotropy in inhomogeneous turbulence.

Accurate adaptive, wavelet-based computations of 
compressible instability-driven turbulence [23-24] 

Results highlights:

Proof of concept for using adaptive mesh calculations • 
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for DNS of turbulent flows.

Role of compressibility on late time RTI growth.• 

Direct Numerical Simulations data 

Results highlights:

The simulations performed within this project • 
represent the largest so far for the respective 
configurations. In particular, the high Atwood number 
Rayleigh-Taylor simulation performed on LLNL 
Dawn [15] is the largest turbulence simulation ever 
performed, with a resolution of 2304x4096^2. The 
simulation will be continued in a future study on up to 
4608x4096^2 mesh size on Roadrunner.  

As part of the project, the largest Rayleigh-Taylor • 
simulation [1] before the LLNL Dawn calculation 
has been analyzed through a successful LANL-LLNL 
collaboration [14].

Impact on National Missions
The project has supported the DOE mission in Nuclear 
Weapons and Office of Science missions in Fusion Energy 
Sciences and Advanced Scientific Computing Research by 
advancing our understanding of the instability-generated 
turbulence in Cartesian and convergent geometries using 
theory and large scale, high performance computational 
tools.

The CFDNS code employed by the project has been 
integrated within the programmatic efforts at the Lab 
(Campaign 4) and future funding has been secured to 
apply the modeling strategies suggested by the project to 
programmatic efforts. In addition, in order to help foster 
the new generation of researchers joining the Lab, funds 
from this project were used to support two Ph.D. students 
and a postdoc. 
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Abstract
Accurate tracking of material interfaces is an important 
aspect of many multi-material flow simulations in 
national energy and security applications. Recently, 
a novel interface reconstruction method called the 
Moment-of-Fluid (MoF) method was invented at LANL 
to better track material interfaces. The MoF method is 
a significant development in material interface tracking 
after nearly two decades of incremental improvements. 
At the start of this project, MoF was only shown to be 
effective on simple geometric test cases. In this project 
we incorporated the MoF method into a fluid flow code 
in order to study its performance in complex flows. We 
demonstrated that the MoF method captures interfaces 
better than traditional Volume of Fluid (VoF) methods 
in flows with more than two materials or flows with 
filamentary structures. We also demonstrated that 
it performs as well as VoF methods for simpler two 
material flows. At the same time, the burden of using 
MoF is only slightly more than VoF and is offset by 
its ability to capture flow features at a slightly lower 
mesh resolution. Finally, we showed that the extra 
information carried by MoF can be used to adaptively 
refine the mesh and obtain solutions with the same 
accuracy with fewer elements. As proposed originally, 
we have demonstrated the suitability and readiness of 
this new method for use in the large multi-material flow 
simulation code projects at LANL and other national 
labs. We have published five peer-reviewed papers on 
different aspects of this work and have presented our 
results at international conferences.

Background and Research Objectives
Accurate tracking of material interfaces is an important 
aspect of many flow simulations in national energy 
and security applications. For example, the National 
Ignition Facility at LLNL attempts to initiate fusion in a 
BB-sized target filled with hydrogen fuel with the help 
of 192 giant laser beams directed into a gold capsule 
(hohlraum) enclosing the fuel. This process is called 

Inertial Confinement Fusion or ICF. The intense heat 
generated by the lasers causes the outer layer of the fuel 
pellet to explode, generating a reactionary shock wave 
that drives the remaining material towards the center of 
the pellet. To design and understand this experiment, it 
is critical to simulate and understand how the different 
materials travel after the ablation of the external layer. 

In our LDRD project, we aimed to advance multi-
material gas dynamics simulations by demonstrating 
the feasibility of using the Moment-of-Fluid (MoF) 
method for tracking multi-material interfaces. Unlike 
the Volume-of-Fluid (VoF) method which only tracked 
the volumes of different materials in computational 
cells, the MoF method also tracks the centroids of the 
materials in the cells. This leads to a more accurate 
and more efficient tracking of material interfaces in 
simulations like ICF. The higher fidelity of simulations 
made possible by this new method is expected to better 
our understanding of the phenomena that occur in such 
applications.

The goals of our project as laid out in the proposal were:

develop an error estimator for the MoF interface • 
approximation

conduct the convergence analysis for curvature • 
estimation

implement multi-segment interface approximation• 

study automatic partitioning schemes for multi-• 
material mixed cells

develop a robust moment update algorithm for • 
incompressible and compressible flows

implement adaptive mesh refinement for the MoF • 
method

Moment-Based Interface Tracking for Multi-Material Flows

Rao V. Garimella
20070202ER



585

Scientific Approach and Accomplishments
At the start of the project, we had a preliminary algorithm 
for reconstructing interfaces in two material cells given 
the exact volume fraction and centroids of the materials. 
We developed this algorithm further to fashion a method 
for reconstructing the interfaces in cells with three or 
more materials. Like the VoF technique, MoF also carves 
materials out from a mixed cell one by one. Naturally, 
this leads to a strong dependence of the reconstructed 
interfaces on the order in which the materials are 
processed. However, unlike VoF, MoF has a built in error 
estimator to indicate how good the reconstruction is. This 
error estimate is based on the discrepancy of the centroid 
of the reconstructed material with respect to the specified 
centroid of the material. When we sum the discrepancies 
in the centroids of all the materials in the cell, we get a 
measure of the “goodness” of the reconstruction. By trying 
all possible sequences of material reconstructions, we 
can automatically choose the best reconstruction as the 
one that minimizes the discrepancies in the centroids. We 
can take this logic further and reconstruct more complex 
configurations by carving off pairs of materials at a time 
and then carving off the individual materials from the 
resulting polygons. While trying all possible combinations 
could be prohibitive if the number of materials is very large, 
we typically do not expect more than 3 or 4 materials and 
therefore, the computational cost is manageable. This work 
has been detailed in a paper published in the Journal of 
Computational Physics [1].

We also enhanced the initial algorithm to allow for the 
interface to be represented by two segments in a cell 
instead of just one segment. This allows for the method 
to capture sharp corners and also approximate curved 
interfaces more accurately.

The main part of our project was to incorporate VoF and 
MoF procedures into an incompressible flow solver, Qacina, 
developed by Mark Christon, a former project member. 

Initially, we incorporated the VoF and MoF procedures into 
Qacina and implemented procedures to update the volume 
fraction and moment (centroid) data using the velocities 
obtained from the flow solver. Using this we demonstrated 
that MoF tracks interfaces with second-order accuracy if 
the velocities are second-order accurate. Demonstration of 
second-order accuracy is important since it allows us to cut 
the error in the numerical solution by four times by halving 
the size of the mesh cells.

Then we completed the coupling between MoF and Qacina 
by accounting for different material densities in mixed cells 
in the momentum (not moment) update equations (Variable 
Density Momentum Update). We also made the code multi-

threaded so that we could run larger simulations.

Using this coupled code, we conducted convergence 
studies showing that MoF maintains a second order rate 
of convergence when fully coupled with a flow solver. For 
the study we used the vortex-in-a-box test case where 
an initially circular blob of four materials is deformed 
into a spiral using an  analytical velocity (Figure 1). We 
also simulated a bubble of light material rising in a fluid 
of denser material (without surface tension effects) and 
compared it with VoF type methods (1st order Youngs 
and 2nd order Swartz methods). Finally, we simulated the 
collision of two bubbles of different density, one rising and 
one falling (Figures 2 and 3). In all these tests, we observed 
that  MoF captures small features like thin filaments better 
than VoF and that MoF is clearly superior in accurately 
capturing interfaces in problems with three or more 
materials. The detailed results of this study are published in 
the International Journal of Numerical Methods in Fluids [2].

MOF Youngs’
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Figure 1. Comparison of the stretching of a four material circle 
by the MoF and VoF methods. Note that the MoF method keeps 
the materials in their correct positions relative to each other and 
exhibits less fragmentation. These characteristics are important 
in capturing the interfacial physics correctly in more realistic 
simulations.



586

Figure 2. Comparison of the MoF and VoF methods while 
simulating the collision of two bubbles. Note that the MoF 
method maintains the filamentary structures better than the 
traditional VoF method.

MOF Youngs

Figure 3. Zoom in of simulation of two bubbles colliding with MoF 
and VoF.

We also contributed code and expertise to a separate 
effort to simulate multi-material compressible flows 
using MoF interface reconstruction. We performed a 
comparative study of MoF, VoF and Power-Diagram 
reconstructions (another technique developed by the 

PI) on two high-speed gas dynamics simulations. From 
this study, we again concluded that MoF with automatic 
material ordering gives the best results for complex 
multi-material flows followed by VoF with the correct 
material order. The  Power-Diagram reconstructions did 
an adequate job while VoF with the wrong material order 
performed very poorly. These results are also published in 
a paper in the Journal of Computational Physics [3].

Since reconstruction of a straight line interface in a cell 
requires only two parameters (angle w.r.t. the X-axis and 
the intercept on the Y-axis) while the input to MoF is 
three parameters (X and Y coordinates of the centroid 
and the volume fraction of the material), we have extra 
information that could be used to indicate how good an 
MoF reconstruction is. The error of a MoF reconstruction 
is defined as the discrepancy between the centroid of the 
reconstruction and the input centroid for the material. 
Since MoF can capture linear interfaces exactly, a non-zero 
error in the reconstruction points to the presence of a 
curvilinear interface.

Using the discrepancy in the input centroid and the 
reconstructed centroid, we have developed a method 
for estimating the curvature of the interface in a cell. 
Unfortunately, this method is non-convergent and the 
error in the estimated curvature blows up as the mesh 
size decreases. We also estimated the curvature of the 
interface by fitting a circle that matches the volume 
fraction and centroid data of the material in that cell. 
Unfortunately, the characteristics of the non-linear 
function that needs to be solved for this process are very 
poor and it is extremely difficult to arrive at the solution 
if the initial guess is even slightly far away. We also 
investigated the estimation of curvature using only volume 
fraction data from multiple cells (typical for VoF methods). 
Again, this system of non-linear equations is not solved 
easily if the initial guess is even a little far away. In all, we 
tried 6 methods for estimating curvature out of which 
we found only one method, namely the height function 
method) that converges at all. Unfortunately, the height 
function method is only applicable to structured meshes. 
The results of this study were presented at the SIAM 
Annual Meeting in San Diego in July 2008.

Since the height function method works so well, while the 
others fail so badly, we have spent considerable energy 
attempting to understand and extend the height function 
method for estimating curvature. As a result, we have 
successfully extended the height function method from 
uniform rectangular meshes to non-uniform rectangular 
meshes. The method can be used to estimate curvatures 
with second order accuracy for such meshes. This work 
has been accepted for publication in the Journal of 

Initial Condition
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Computational Physics [4]. We have devised a method 
for extending this technique to unstructured meshes but 
we fear that the order of accuracy will drop to zero in this 
case.

We plan to use the curvature estimates based on the 
height function method to incorporate surface tension 
forces into Qacina.

We have also developed a method for conformally refining 
quadrilateral meshes for use in adaptive mesh refinement 
in Qacina. In conformal meshes, mesh cells always 
intersect only at mesh vertices or mesh edges. In other 
words, a node of one cell cannot lie on the edge of another 
cell. While there has been a lot of work on conformal 
refinement of triangles and on non-conformal refinement 
of quadrilaterals, few techniques have been proposed 
for conformally refining quadrilateral meshes. However, 
conformal refinement allows codes like Qacina to adapt 
meshes without special procedures to handle mismatched 
cells. Our technique for mesh refinement and coarsening 
produces hierarchically refined conformal meshes while 
maintaining high mesh quality and can be driven by an 
error estimate such as the one from MoF. This work will 
be published in the peer-reviewed proceedings of the 
International Meshing Rountable to be held in Salt Lake 
City, UT, Oct 2009 [5].

Impact on National Missions
Accurate reconstruction of material interfaces is important 
for prediction of interfacial physics in hydrocodes used 
at national labs. Such codes are used in simulations 
for a wide variety of national energy and security 
applications, for example, inertial confinement fusion. We 
have demonstrated that the Moment-of-Fluid method 
is superior to traditional techniques in reconstructing 
interfaces more accurately with coarser grids. We have 
also developed several tools (automatic material ordering, 
curvature estimation, mesh refinement) that can be used 
with MoF to deliver superior prediction capabilities. This 
work prepares MoF to be easily incorporated into large 
software used at LANL and other national labs to simulate 
multi-material flows. Use of MoF in these codes will 
enhance the accuracy of our predictions in applications of 
national importance.
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Abstract
A wide variety of ``hard’’ counting problems in 
physics, combinatorics and omputational geometry  is 
equivalent to computation/approximation of the mixed 
partial derivative respect to all variables(MPD) of a 
corresponding effectively computable homogeneous 
polynomial(HP). This point of view was previously 
used only as a tool to obtain simply exponential exact 
algorithms. This project introduced and substantially 
developed a novel approach: there exists a wide class 
of (HP) for which it is possible to reduce approximation 
of (MPD) to some convex minimization problem. Most 
importantly, it is possible to prove lower and upper tight 
bounds for such convex relaxation. This novel approach 
opened the following two main possibilities: 1.New 
effective algorithms; 2. A new, potentially short and 
transparent, ways to prove lower bounds. The first class, 
studied in the project, consisted of positive hyperbolic 
polynomial(PHP), a notion  that originated in the theory 
of partial differential equations (PDEs). In the course of 
the study, we shown that that it is easier to work with 
so called H-Stable polynomials(HSP) and introduced 
a new class of so called strongly log-concave entire 
functions(SLCEF). We realized with great success two 
above possibilities. Our main success in the algorithmic 
part is the first randomized poly-time algorithm 
approximating the mixed volume of convex sets 
within simply exponential factor [1]. Our main success 
in the theoretical part is a variety of lower bounds, 
as improving the previously known as well settling 
conjectured ones [2]. We quote from a recent exposition  
paper by a renown  computer scientist[3]:``The proof 
of Falikman and Egorychev requires some nontrivial 
theorems, and the proof of Schrijver is combinatorially 
complex. It was a big surprise when Leonid Gurvits 
[2008] gave an amazingly short proof of the two bounds. 
En route, he improved Schrijver’s theorem.’’

Background and Research Objectives
The three main sources of our motivation:  Quantum 

Entanglement applications from the previous ER 
project (mixed discriminant and 4D Pascal’s hyper-
determinant), approximation of the mixed volume 
(the main tool in modern computational algebra that 
provides a tight upper bound on the number of isolated 
solutions of a system of nonlinear equations) and the 
computation of monomer-dimer entropy (a major 
problem in computational chemistry). These quantities 
are  generalizations of the Matrix Permanent(M-Per) 
(like the Determinant quantity, but without alternating 
signs). We needed far reaching generalizations of two 
major achievements in theory of (M-Per): a solution 
of the Van der Waerden conjecture (VDW-Con) on 
the minimum of the permanent of doubly-stochastic 
matrices and a subsequent A. Schrijver’s result of the 
exact asymptotic of the minimal number of perfect 
matchings in k-regular bipartite graphs. The previous 
techniques were practically non-generalizable, which 
explains the lack of the progress. We proved all the 
needed generalizations and shown how they can be 
turn into efficient algorithms. We still don’t have a full 
proof of 4D analogue of the (VDW-Con), but got some 
important partial results in [4]. The expertise developed 
in the course of work, especially in determinantal 
polynomials, allowed solving two important problems 
in Control Theory [5], [6] and added to the broad 
Laboratory capability to address many related problems 
in computational physics and quantum theory.

Scientific Approach and Accomplishments
We found a new method, much more powerful 
and surprisingly more transparent than previous 
approaches, based on the capacity of ``good’’ 
homogeneous polynomials(HP). A wide variety of 
``hard’’ counting problems in physics, combinatorics and 
computational geometry  is equivalent to computation/
approximation of the mixed partial derivative respect 
to all variables(MPD) of a corresponding effectively 
computable (HP). This point of view was previously 
used only as a tool to obtain exact algorithms of simply 

Hyperbolic Polynomials Approach to Approximate Counting and Lower/Upper 
Bounds in Combinatorics, Statistical Physics and Computational Geometry
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exponential complexity. We introduced and substantially 
developed a novel approach: there exists a wide class 
of (HP) for which it is possible to reduce multiplicative 
approximation of (MPD) to computing of so called 
capacity(CAP) and , in turn, (CAP) is obtained by solving 
some convex minimization problem. Most importantly, 
it is possible to prove lower and upper tight bounds for 
such convex relaxation, i.e. lower and upper bounds on 
the ratio (MPD)/(CAP). The main discoveries: 1.We proved 
in [2] a far reaching generalization of (VDW-Con) and the 
Schrijver’s lower bound(SLB): essentially one theorem, 
which contain(and even in some cases improves) all 
previously known results. For instance, we extended 
(SLB) to general sparse matrices. The results from [2] 
together with additional probabilistic tricks were used 
in [7] to solve an important open problem in monomer-
dimer theory, which essentially extended (SLB) on the 
minimal number of perfect matching to  partial matchings 
of given size. This gave the most accurate estimate of 
the monomer-dimer entropy of 3D and 4D lattices. 2. 
We proved analogues of (VDW-Con) and (SLB) for the 
mixed volume of convex sets. Based on these bounds we 
introduced and analyzed the first poly-time randomized 
algorithm approximating the mixed volume within simply 
exponential factor [1]. Additional complexity-theoretic 
results in this direction were obtained in [8]. 3. We 
extended in [4] the technique from [2] to a wide class of 
(non-homogeneous) multivariate entire functions with 
non-negative coefficients: so called strongly log-concave 
functions. The results in [4] have far reaching applications 
to combinatorics, algebraic geometry and complexity 
theory. 4. Using the theory of determinantal polynomials 
and  the measure theory, we proved in [6] that checking 
absolute switching stability in continuous time setting 
is NP-HARD . This result settled a major problem in the 
theory of hybrid systems.

 The paper [2] was nominated for Fulkerson Prize in 
discrete mathematics and made the short list.  The results 
of the project were published in major international peer-
reviewed journals and conferences; a number of invited 
talks were given all over the world. The results were 
already given exposition in works of prominent scientists 
in Russia, India, France, Holland and USA. The results are 
being already taught at major universities, a number of 
exposition seminars were given (not by PI) all over the 
world. Importantly, the exposition

article [3] will appear in American Mathematical Monthly, 
which is a mathematical  analogue of  ``Nature.”

Impact on National Missions
It was very recently shown in that, in a sense, quantum 

computing can be reduced to specific additive 
approximation of (M-Per) of certain matrices. Those 
discoveries put (M-Per) in the heart of Computing Science, 
as from practical (RSA code can be broken by a Quantum 
Circuit) as well theoretical point of view. The success of 
this and previous ER-projects led by the PI uplifted LANL 
into one of the main international centers in the theory 
of (M-Per). A number o bright young researchers from all 
over the world already expressed interest to join PI team. 
We expect the achievements, the accumulated expertise 
and reputation will result in future funding and discoveries.
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Abstract
The project aims to develop theoretical methods and 
numerical algorithms allowing computation of excited 
state properties of large molecular systems at a reduced, 
linear scaling cost with respect to system size. These 
algorithms permit calculation of the excited state optical 
response directly from first principles, and have been 
implemented in the LANL-developed FreeON suite of 
quantum chemistry programs. In addition to linear 
scaling cost, the numerical methods appear to have 
achieved new breakthroughs in the rate of convergence. 
Increased rate of convergence, together with a reduced 
linear scaling cost are breakthrough achievements in 
electronic structure simulation that allow access to the 
computation of bulk excitons in systems with extended 
conjugation.

Background and Research Objectives
Many nanoscale materials have already found 
applications or have great technological potentials for 
photovoltaic, light emitting devices, and bio-sensors, 
to name a few. Frequently, understanding their 
complex electronic dynamics is the main challenge for 
applications. Theory, modeling and simulation should 
match experimental advances so as to interpret the data 
and extract relevant information on photoexcitation, 
emission, transport and decay mechanisms, which 
is vital for designing new functional nano-materials 
and devices.  Over the years, electronic structure 
calculations, such as density functional theory (DFT), 
transformed theoretical chemistry and materials science 
by creating a new capacity to describe the electronic 
structure and complex dynamics in molecules with 
hundreds of atoms. The approach based on the time-
dependent DFT (TDDFT) recently became a method 
of choice for calculations of electronic excitations in 
both molecular systems and solids. Still, DFT (TDDFT) 
calculations require atomistic information (electrons and 
orbitals). Consequently, the most advanced algorithms 

for the first principle calculations of excited states 
(such as TDDFT) require cubic scaling of computational 
effort (i.e., O(N^3), N being the number of atoms in the 
molecule). Typically this limits the calculations to few 
excited states of molecules up to ~100 atoms in size. 
The proposed work overcomes these limitations by 
developing stable and efficient algorithmic procedures 
for finding a partial eigenspectrum of a tetradic 
(N^2xN^2) non-Hermitian, non-sparse Liouville matrix at 
O(N) (linear) computational cost. This will be achieved 
by simultaneous application of two techniques: Krylov 
subspace eigensolvers (producing O(N^6) to O(N^3) 
reduction) and sparse matrix methods (permitting an 
additional O(N^3) to O(N) deduction). We intend to 
deliver a complete set of theoretical tools for rapid 
calculations of excited states and optical properties 
in large molecular systems. These algorithms will be 
integrated into LANL-developed FreeON software suite. 
The developed tools will achieve O(N) scaling regime 
when computing excited state properties as a function 
of molecular size N. This project will strongly contribute 
to several fields: 1) Computational science: we will 
provide a first of its kind iterative algorithm combining 
Krylov subspace solvers and sparse matrices schemes; 2) 
Molecular modeling: our research will create a practical 
scheme for fast O(N) calculation of molecular excited 
states - a major breakthrough in the computational 
chemistry; 3) Materials science and nanotechnology: 
applications of our methodology will elucidate the 
fundamental trends governed by quantum-mechanics, 
which in turn dictate the electronic properties of large 
molecular systems. The outcome will have immediate 
technological implications, and, more generally, offer 
valuable guidance for synthesis and experiment, while 
providing insight into the nature and behavior of 
excitations in soft optical materials such as conjugated 
organics. These cutting edge computational capabilities 
will find broad applications in numerous programs at 
LANL as well as general scientific community.

Excited States and Optical Response of Nanosized Molecules at Linear Scaling 
Numerical Cost

Sergei Tretiak
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Scientific Approach and Accomplishments
Developing stable inexact Krylov-space algorithms 
and formulating computable criteria to bound the 
inexactness was the first milestone of this project. We 
started by testing and modifying a existing algorithms for 
numerical stability by simulating ‘linear scaling’ inexact 
conditions. First, we have created a prototype ‘orbital 
free’ code for calculating excited states incorporating a 
simple conjugated gradient algorithm. Our article on the 
benchmark results of our developed conjugated gradient 
algorithm in application to the model system (chain of 
hydrogens) have been published in the Journal of Chemical 
Physics [1]. Over the first year of the project we have 
extended our prototype ‘orbital free’ code for calculating 
excited states to real molecular systems. This code now 
includes four optimized algorithms, namely modified 
Lanczos, Arnoldi, Davidson, and Rayleigh Quotient Iterative 
(RQI) procedures. These procedures have been modified 
from their original parent techniques applicable to the 
Hermetian eigen-problems only, so that they are able to 
deal with the J-symmetric structure of the random Phase 
Approximation (RPA) eigen-equation. All algorithms work 
in the representation-independent (i.e. orbital-free) 
framework. Conventional orbital based algorithms for 
solving the time-dependent Self-Consistent Field (TD-SCF) 
equations restrict the solution subspace to a particle-hole 
and hole-particle (ph-hp) symmetry by construction. In an 
orbital independent formulation, we impose this ph-hp 
symmetry by using the occupied subspace projector, the 
idempotent ground state density matrix. The algorithms 
also utilize indefinite inner product for ortho-normalization 
of excitation vectors and ‘Wilkinson shift’ methodology 
for obtaining many excited states. Their convergence 
is ensured by application of the Thouless variational 
principle. These approaches are readily transferrable for 
a linear-scaling implementation of both Hartree-Fock and 
Kohn-Sham self-consistent field theories for the calculation 
of excitation energies and frequency-dependent molecular 
responses, by solving the RPA  (non-Hermitian) and Tamm-
Dancoff Approximation, TDA (Hermitian) eigenvalue 
equations in the molecular orbital-free framework.  
Convergence behavior and stability has been numerically 
benchmarked for computations of excited states of 
realistic molecular systems (conjugated polymers and 
carbon nanotubes), see Figure 1. All developed numerical 
approaches have been thoroughly tested with respect 
to the imposed numerical noise to address linear-scaling 
conditions, see Figure 2. We found that algorithm 
convergence critically depends in the quality of to the 
initial guess.
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Figure 1. Characteristic density of states in representative 
molecules used for numerical tests, polyphenylene-vinylene 
oligomers (PPV2, PPV10), and (6,2) single-walled carbon 
nanotube, which have increasing numbers of basis functions. The 
insets show the respective molecular structures.
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reach a certain floor defined by the numerical noise and should 
stay nearly constant at this value for a number of iterations. RQI 
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Consequently, we have developed a ladder of improving 
approximations for the initial guesses and tested their 
performance as shown in Figure 3. Also, we explored 
several implementations on numerical pre-conditioners 
allowing accelerating algorithmic convergence. The 
results allow us to single out the most efficient procedure, 
namely modified Davidson algorithm - suitable for large-
scale calculations of electronic excitations in the time-
dependent perturbation theory in the linear scaling 
regime. Thus, during the second year we have followed 
the outlined milestones of the project and finalized the 
prototype code containing four distinct routines for ‘orbital 
free’ calculations. The second manuscript summarizing 
our numerical studies has been published in the Journal of 
Chemical Physics [2].

Figure 3. Convergence rates as a function of the initial guess in 
Davidson’s algorithm. Five different approximations for initial 
guesses are tested. Koopmans guess and density matrices 
induced in response to a static external electric field (linear 
response) show the best performance.

Finally, we have built upon our experience in the first two 
years, and developed a completely new way to solve the 
time-dependent self-consistent-field equations.  This new 
method solves the J-symmetric problem as two weakly 
coupled Hermetian problems, again in an orbital free 
representation, using a dual non-linear conjugate gradient 

optimization.  This new scheme, called QUasi-Independent 
Rayleigh Quotient Iteration (QUIRQI), is variational with 
respect to linear scaling approximation, and also achieves 
rates of convergence that are equivalent to the best case 
solution of the corresponding Hermetian TDA problem.  
This new algorithm has been implemented in version 
Sep-18-2009 of the LANL-unique FreeON suite of linear 
scaling quantum chemistry programs, which is in the public 
domain (). FreeON/QUIRQI has been used to compute, at 
linear scaling cost, the limit of bulk excitons in polymers 
with extended conjugation, including polyphenylene 
vinylene (Figure 4) and (4,3) carbon nanotubes (Figure 
5). This work is the first demonstration of linear scaling 
solution of the TD-SCF eigenproblem, and has been written 
up for Physical Review Letters [LAUR 09-06104]. A second 
paper is expected, on the application of these methods 
to periodic systems (one- and two-dimensional bulk 
materials), which is straight forward but high impact.

Figure 4. Convergence to the bulk limit of the first excited state of 
polyphenylene vinylene (PPV) demonstrating linear scaling numerical 
cost.  All calculations reached convergence in about 25 steps.

Figure 5. Convergence to the bulk limit of the first excited state of 
(6,2) single-walled carbon nanotube demonstrating linear scaling 
numerical cost.  All calculations reached convergence in about 40 
steps.
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Impact on National Missions 
Successful completion of the proposed research permit 
a practical computational approach to optical properties 
and enable theoretical spectroscopy of nano-sized 
systems boosting computationally treatable molecules 
to 1000-10000 atoms range. This research has helped 
to develop the FreeON suite of linear scaling quantum 
chemistry programs, an inhouse toolset for large scale 
simulation of materials modeling, biological simulation and 
device physics.  This code is a major tool for applications 
to various materials, and is expected to result in a 
fundamental understanding of electronic processes in 
functional matter (such as photo-sensing, photo-labeling, 
light harvesting and bio-functionalities), provide novel 
design strategies for new electronic materials, and 
foster integration and improvements in experimental 
LANL research in nanoscience.  In addition, the linear 
scaling algorithms for solving the Time-Dependent Self-
Consistent-Field problem have a direct impact on parallel 
computing at the capability and capacity level through 
reduced complexity and enhanced data locality. Relative 
to conventional N^3 algorithms, one can expect a 10^3 
increase at the TFlop capability region, and a 10^9 
increase at the exascale. The computational tools created 
will provide powerful predictive simulations for several 
classes of complex systems, including advanced optical and 
sensing device physics for Nuclear Weapons and Threat 
Reduction.

In addition to creating more powerful computational tools, 
the ability to achieve linear scaling for the RPA opens up 
the potential for new, highly accurate theories that  include 
long range dispersion and van der Waals interactions 
through rigorous models based on the exact Hartree-Fock 
exchange and the RPA correlation energy. These models 
with correct long range behavior are extremely important 
for problems that occur in National Security Materials, 
including the structure and response of organic crystals, 
interfacial problems related to the sensing, detection and 
attribution of chem and bio-agents, as well as a host of 
related materials, chemistry and biology problems.

To sum up, the computational tools created will provide 
powerful predictive simulations for complex materials 
problems that include Nuclear Weapons and Threat 
Reduction activities, will benefit missions relevant to DOE, 
DHS, and other government agencies, and open the door 
for a broad class of new more accurate simulations with 
even greater impact.
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Abstract
Proteins in cellular regulatory systems, because of 
their multicomponent composition, can interact in 
a combinatorial number of ways to generate myriad 
protein complexes, which are highly dynamic.  This 
feature of protein-protein interactions has been 
called combinatorial complexity, and it is recognized 
as a major barrier to understanding cell biology.  The 
problem of combinatorial complexity is alleviated by 
using a rule-based computational approach to model 
protein-protein interactions. For a review of rule-based 
modeling, see Faeder et al. [1].  In this approach, 
proteins and protein complexes are represented 
as structured objects (graphs) and protein-protein 
interactions are represented as (graph-rewriting) 
rules that operate on these objects to modify their 
properties, consistent with transformations mediated 
by the interactions being represented.  Rules can 
serve as definitions of individual reactions or entire 
reaction classes, and they can be used as generators of 
reactions.  The assumption underlying this modeling 
approach, which is consistent with the modularity of 
regulatory proteins, is that interactions are governed, 
at least to a first approximation, by local context that 
can be captured in simple rules (e.g., by the availability 
of binding sites on two binding partners).  Rules can, 
in principle, be used to generate reaction networks 
that account comprehensively for the consequences of 
specified protein-protein interactions.  However, the 
size of a rule-derived network can severely challenge 
conventional methods for simulating reaction kinetics.  
This project has been aimed at developing new methods 
for simulating rules that imply large-scale chemical 
reaction networks and then using these methods to gain 
insights into the complex systems that cells use to make 
decisions in response to environmental stimuli.

Background and Research Objectives
The motivation for the project is well summarized in two 
recent perspective papers [2,3].  Cell signaling systems 

respond to multiple inputs, such as ligands of cell-
surface receptors; and produce multiple outputs, such 
as changes in gene expression and cellular activities, 
including motility, proliferation, differentiation, and 
death. This “macroscopic” input-output behavior is 
generated by a web of molecular interactions that can 
be viewed as taking place at a lower, “microscopic” 
level. These interactions prominently involve 
posttranslational modification of proteins and the 
nucleation of protein complexes. Behaviors at both the 
micro- and macroscopic levels are complex and must be 
probed systematically and characterized quantitatively 
as a prelude to the development of a predictive 
understanding of a cell signaling system. We must also 
have a theoretical framework or a mechanics within 
which we can determine how macroscopic behaviors 
emerge from known microscopic behaviors or change 
with manipulations of microscopic behaviors. To connect 
behaviors at both levels, the mechanics of rule-based 
modeling is useful, in that this formalism enables one to 
track the site-specific details of molecular interactions 
in a model, such as the phosphorylation status of 
individual amino acid residues within a protein.

As exemplified by our understanding of the role of 
tyrosine phosphorylation in cell signaling, we now 
have a fairly clear picture of the types of molecular 
mechanisms that are responsible for cellular responses 
to environmental changes, even as the molecular-
level details of particular signaling systems continue to 
emerge. In cell signaling systems, information processing 
is mediated by posttranslational modifications of 
proteins, which turn binding and catalytic activities on 
and off; and the nucleation of protein complexes, in 
which enzymes and substrates are colocalized to control 
enzyme specificity and activity. This picture is powerful 
enough to have contributed to the development of 
drugs that target specific signaling molecules that 
drive disease, such as inhibitors of tyrosine kinases. 
Current understanding of cell signaling, however, is 

Agent-Based Modeling and Simulation of Cellular Signaling Systems

William S. Hlavacek
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often insufficient to predict how mutations or potential 
therapeutic interventions at the molecular level will 
affect cellular behavior. To make further progress in 
the treatment of diseases caused by dysfunctional cell 
signaling, we are faced with the challenge of obtaining a 
predictive understanding of cellular decisions in terms of 
the underlying molecular mechanisms of cell signaling, 
which are exceedingly complex. This challenge is similar to 
the one faced by those in the 19th century who embraced 
the atomic theory, such as Maxwell, Boltzmann, and 
Gibbs, and developed statistical mechanics to explain 
the macroscopic properties of matter in terms of the 
microscopic properties of atoms and molecules. As at that 
time, a new mechanics is needed to bridge two levels of 
behavior: “macroscopic” behavior at the level of the inputs 
and outputs of cell signaling systems and “microscopic” 
behavior at the level of the molecular interactions 
that process the inputs and generate the outputs. Just 
as importantly, experimental studies are required to 
systematically probe and quantitatively characterize the 
behaviors of cell signaling systems at both the macro- and 
microscopic levels.  

There is strong motivation to better understand 
the processes of cellular signaling, in which protein 
interactions play a central role.  Indeed, we would like to 
make accurate predictions about the functional roles of 
proteins and the effects of modifying protein interactions 
in particular systems.  Our ability to make such predictions 
is a measure of our basic understanding of molecular cell 
biology and a range of practical consequences may stem 
from an improved capability to rationally manipulate 
cellular regulatory systems on the basis of predictive 
mathematical models.  Current models of signaling systems 
are far from capturing all of the relevant mechanistic 
details necessary to make accurate predictions, in part 
because it is difficult to account for the enormous number 
of post-translational modifications and protein complexes 
that can be generated by interactions among even small 
sets of proteins. The rule-based modeling approach 
overcomes this limitation in principle, but our practical 
ability to simulate and analyze rule-based models has 
been limited.  The main goal of this project was to develop 
efficient simulation methods for rule-based models 
regardless of the size of the reaction networks implied 
by sets of rules. The methods that we have developed 
are capable of accurately simulating the reaction kinetics 
defined by rules that imply large-scale reaction networks.  
The development of these methods improves our 
capabilities to develop mechanistic models and represents 
a significant step toward predictive understanding of 
cellular regulatory systems.

Scientific Approach and Accomplishments
The key accomplishments are reported in 10 papers 
or reports (see list of references).  The most important 
accomplishments are two algorithms that enable the 
simulation of rule-based models that cannot otherwise 
be simulated [4,5].  We have also developed software 
called DYNSTOC that implements one of these methods 
[5] and we have demonstrated how the method of Yang 
et al. [4] can be used to study multivalent ligand-receptor 
interactions [6].  The DYNSTOC simulation tool can be 
used as a stand-alone software application or accessed 
via a web-based interface that we have developed called 
GetBonNie [7].

The first method developed [4] is an agent- or particle-
based simulation method in which 1) a time increment 
is sampled from an exponential distribution, 2) a rule 
is selected from among a weighted list of rules, just 
as reactions are sampled in the well-known Gillespie’s 
method, and 3) the selected rule is used to generate a 
reaction event (i.e., to select reactants to participate in a 
type of reaction defined by the selected rule).  Generation 
of the network of reactions implied by a set of rules, 
which is expensive, is avoided entirely.  In an application 
of the method, we used it to study multivalent ligand-
receptor binding, obtaining results that are relevant for 
characterizing an experimental system that has been 
studied in the laboratory of our collaborator, Dr. Richard 
G. Posner (Translational Genomics Research Institute, 
Phoenix).  These results suggest why a trivalent ligand is 
able to potently stimulate a strong cellular response to 
the ligand [6].  The method has been reported in Physical 
Review E [4]. The application of the method will be 
reported in a January 2010 issue of Biophysical Journal [6]. 

The second method developed as part of this project, also 
an agent- or particle-based kinetic Monte Carlo method, 
is a generalization of a method, implemented in software 
called StochSim.  The generalized method can be used 
to model a greater variety of molecular interactions than 
the original and we have implemented the method in 
general-purpose software called DYNSTOC.  A paper about 
the method and software was published in Bioinformatics 
[5]. This method, a null-event method with a fixed time 
step, is expected to be less efficient than the first method 
developed, but the method is easier to implement 
software.  Software implementation of the new methods is 
fairly difficult because of a requirement to explicitly track 
all reactive sites included in a model and our desire that 
software be able to understand a general-purpose model-
specification language that we call the BioNetGen language 
(BNGL) [1]. 

An additional method of simulation was developed that 
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involves no null events.  In this method, every time step 
results in a change of system state.  The method was first 
developed for a specific class of problems [8] and then 
generalized [9].  The method has been implemented in 
software called RuleMonkey [9].  RuleMonkey is capable of 
simulating any model specified in BNGL.  Finally, we have 
developed an alternative approach to model specification 
using BNGL, which is perhaps a more powerful approach.  
This approach is based on a finite-state-machine formalism 
[10].

Now that appropriate methods and software tools have 
been developed for simulating rule-based models that 
embody large-scale chemical reaction networks, we 
have started to build such models.  We are building 
large mechanistic models for signal-transduction events 
triggered by the epidermal growth factor (EGF), the 
cytokine TGF-beta, and co-crosslinking of CD28 and the 
T cell receptor (TCR).  These signaling pathways play 
important roles in cancers and immunity.  We have also 
started to build a model for metabolism in the bacteria 
Escherichia coli that accounts for the fates of every carbon 
atom of metabolites in enzyme-catalyzed reactions.  In 
future work, we expect to be able to apply our novel 
simulation tools to the study of these systems to obtain 
insights into the molecular mechanisms of cancer and 
immunity and into how metabolism might be reengineered 
for useful purposes.  

Impact on National Missions
The results of this project have the potential to broadly 
impact missions of DOE and NIH related to bio-energy 
and bio-security, as these missions depend in part on 
our ability to obtain a predictive understanding of key 
cellular regulatory systems.  The methods developed in the 
course of this project allow mechanistic models of cellular 
regulatory systems incorporating site-specific details of 
molecular interactions to be developed and analyzed. 
Predictive models of key cellular regulatory systems 
found in microbes, for example, may eventually enable 
the engineering of microbes for useful purposes, such 
as bio-fuel production and environmental remediation.  
Models of regulatory systems found in the human immune 
system may enable the development of novel vaccines.  In 
terms of program development, this project laid important 
groundwork (the ability to simulate large-scale models 
for signal-transduction systems) for a successful NIH P50 
grant application (approximately $15M total costs over 
five years), which established a national center for systems 
biology in New Mexico.  The modeling team of this center 
is led by LANL.
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Abstract
Consider the following problem: given a collection of 
red and blue dots scattered randomly on a flat piece of 
paper, position a line that best separates the red and 
blue dots.  Formally the paper is a two-dimensional 
space, the red and blue dots are points in this space, and 
the line is a one-dimensional plane. We can extend this 
problem to three dimensions by imagining a collection 
of tiny red and blue balls suspended in mid-air in a room 
(points in a three-dimensional space), and positioning a 
flat sheet of paper (a two-dimensional plane) that best 
separates the red and blue balls. When this problem 
is extended to even higher dimensions, e.g. 10, 100 
or even 1000, it becomes notoriously difficult. As it 
turns out this is a core problem in computer science 
and, although not obvious, it is also the computational 
bottleneck for many important applications.  Examples 
of such applications include identifying the smallest 
subset of genes that exhibit a coordinated response to a 
particular stimuli, determining the suppliers, consumers, 
and middle-men in large networks of individuals or 
institutions that are connected by the flow of money or 
information, and detecting anomalies on a computer 
network.  It is well known that the red-blue dot problem 
cannot always be solved, that is there is no computer 
algorithm that solves all cases.  In fact, prior to this 
project, the best-known algorithms could only solve very 
special cases (e.g. cases where the red and blue dots are 
well-separated).  The main contribution of this project is 
a new algorithm that solves the red-blue dot problem for 
much more general cases.  A consequence of this new 
algorithm is that we can now compute solutions to many 
important applications faster and more accurately than 
ever before.

Background and Research Objectives
Consider a red-blue dot problem with N dots in a 
D-dimensional space.  The best separating plane can be 
found by a brute force algorithm whose run time scales 

like N to the power D, but this is impractical for D larger 
than about three. In special cases, e.g. when the red 
and blue dots are well separated, this problem can be 
solved for any D using a well-known linear programming 
algorithm.  In practice however the red-blue dots do 
not conform to these special cases and the ad hoc 
algorithms that are commonly used produce inferior 
solutions, which translate into poor system performance. 
For example in the network anomaly detection problem 
this poor performance is often manifested as an 
unacceptably high false alarm rate.

Recent work in machine learning, by ourselves and 
others, has led to three important discoveries: new 
methods for characterizing the learnability of data 
distributions (i.e. the degree to which we can extract 
information about a data distribution from a collection 
of data points produced by the distribution); new 
mathematical tools that help us quantify how accurately 
we’re extracting information from data points; and new 
algorithms for information extraction that are simple, 
practical, and possess surprisingly fast run times.  This 
project combined and extended these discoveries to 
develop provably fast algorithms for the red-blue dot 
problem.  The end product is a computer algorithm that 
is guaranteed to solve much more general cases of the 
red-blue dot problem, and also guaranteed to scale to 
extremely large problem sizes (i.e. large values of N and 
D).

Scientific Approach and Accomplishments
The development of these algorithms was divided into 
the following five tasks.  First we developed a rigorous 
understanding of the red-blue dot distributions that 
admit computationally efficient solution algorithms.  
This work revealed a larger class of distributions than 
previously known, verifying that it was theoretically 
possible to solve much more general cases of the red-
blue dot problem.  Second we designed a (simpler) 
surrogate optimization problem whose solutions are 

Fast Approximation Algorithms for Systems of Linear Inequalities
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good approximations for the red-blue dot problems 
determined in the first step.  Third we designed a specific 
solution algorithm for this surrogate problem.  Here we 
used a novel approach that decomposed the surrogate 
optimization problem into a nesting of two optimization 
problems: a large convex problem nested inside a small 
non-convex problem.  Fourth we designed and analyzed 
algorithms for the nested optimization problems.  Here 
we developed and analyzed algorithms for the large 
convex problem, making sure that they scaled to very large 
problem sizes. Then we developed algorithms for the small 
non-convex problem, with the goal of striking an optimal 
balance between the computational efficiency and the 
accuracy of the approximate solution.  The end result is an 
algorithm that is now the fastest and most accurate known 
solver for the red-blue dot problem.

Our last task was to perform extensive testing of our 
algorithm on both synthetic and real data. For example we 
tested our algorithm with up to 1,000,000 data points (red 
and blue dots) in 1000 dimensions, which is several orders 
of magnitude larger than the problem sizes accommodated 
by previous algorithms.  We also used these algorithms to 
compute a new solution for a network monitoring problem 
(see below), and demonstrated a false alarm rate reduction 
of three orders of magnitude.  Similar improvements were 
demonstrated for portal monitoring at shipping ports, and 
damage detection for wind turbine blades.

We now describe the application of our algorithm to 
cyber security.  A common challenge in cyber security is to 
identify particular types of activity in encrypted network 
flows (a network flow is a sequence of network packets 
with well-defined start and end points; network flows are 
the fundamental data unit processed by network analysis 
tools).  Here we attempt to identify the flow type “CHAT”, 
but our approach applies to other types of activity as 
well.  When a flow is unencrypted it is relatively easy to 
determine the flow type by examining the flow packet 
contents.  However this is useless for encrypted flows and 
so determining their flow type is a difficult problem.

A standard approach is to develop CHAT signatures from 
the high level meta-data associated with the flow, and 
then compare network traffic to these signatures.  This 
approach is simple, but it is ad hoc, lacks robustness to 
the data distribution, is unable to adapt to the changing 
network statistics, and its accuracy is unknown.

In our approach we use the algorithms developed in this 
project to build a different CHAT detector every hour.  
The large volume of network data and the real time 
requirements would have made this approach impossible 
prior to the existence of our algorithm.  In particular we 

extracted 301 pieces of information from the packet size 
and wait time sequences to form a D=301 dimensional 
red or blue dot for each flow.  The blue dots corresponded 
to encrypted network flows and red dots to CHAT flows 
from unencrypted traffic.  This data was collected (and 
processed in real time) from a  busy computer network 
that peaked at over 1 million flows per hour.  By solving 
multiple instances of the red-blue dot problem, where 
each instance placed a different emphasis on the red and 
blue dot errors, we were able to identify the encrypted 
flows most likely to be CHAT and to estimate the accuracy 
of our method.  With the detection rate fixed at 0.9, Figure 
1 shows the alarm rate (i.e. the fraction of encrypted flows 
predicted to be CHAT) of our method compared to the 
signature method over eight days of network traffic.  The 
alarm rate of our method was approximately three orders 
of magnitude lower than the signature method, confirming 
the superiority of our method and the extremely high error 
rate of the signature method.  Note also that our method 
gave zero alarms during most of the nighttime hours, 
which is consistent with our prior expectations.

In summary, the algorithms developed in this project 
allowed us to develop a practical solution for monitoring 
encrypted network traffic that is computationally efficient, 
robust to the data distribution, adapts to the changing 
network statistics, and superior to existing methods.

Figure 1. Comparison of alarm rates over eight days of network 
traffic.

Impact on National Missions
We have produced a new algorithm for a core problem in 
computer science that appears frequently in practice, and 
is solved very poorly by existing algorithms. Indeed, it is 
the first practical algorithm to scale to very large problem 
sizes and guarantee optimal solutions.  This substantially 
advances our problem solving capabilities for applications 
such as the development of regulatory network models 
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in genomics, the analysis of organizational networks 
(e.g. people-to-people networks) for national security, 
the analysis of surveillance imagery for threat reduction, 
network monitoring for cyber-security, high precision 
machining for manufacturing, and damage detection for 
wind turbine blades.
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Abstract
Moving unstable patterns are ubiquitous in numerous 
real and computational experiments. Often they pose 
a challenge of being complicated and even are fractals.  
At the same time there are numerous classes of these 
complex shapes, which exhibit universal behavior 
in a long time asymptotics (statistically), however 
complicated these patterns can visually be.

This Report presents background and major 
accomplishments of mathematical research in the 
actively evolving field of minimal description of complex 
two-dimensional shapes, which represent patterns, 
both in Nature and in computational modeling of 
unstable nonlinear processes, which take place far out 
of equilibrium.  This research was motivated by various  
applications of these processes, both of commercial and 
strategic nature, by many puzzles, complex interfaces 
exhibit in Nature on fundamental levels, and by recent 
discoveries of rich mathematical structure lying behind 
many of these processes.  This mathematical structure 
was discovered by several individuals during the last 
20 years, including the PI of the project.  It gave rise to 
many efficient analytical methods to obtain exact close 
form time-dependent non-trivial solutions for moving 
complex domains in various nonlinear processes and to 
identify a global geometric quantities, which are either 
conserved in time or slowly change.  The report contains 
a summary of major results in various processes and 
geometries including the experimental work, which 
confirms our theory and robustness of our mathematical 
description.  The report is concluded by a brief outline of 
potential impacts to major missions and grand scientific 
challenges for LANL.

Background and Research Objectives
In science and engineering, it is often of great 
importance to find the two dimensional image of an 
object from indirect measurements (often the moments) 
of the underlying shapes to be recovered.  It is not less 

important to characterize these images using a minimal 
number of parameters in order to save computational 
efforts.  The problem of a domain recovery from its 
moments is very common in mathematics, has a long 
history and many important applications, such as 
signal processing, computed tomography, geophysics 
(magnetic and gravitational anomaly detection) just 
to name a few.  Recovery of shapes by moments is 
universally accepted as a notoriously difficult inverse 
problem, because it is often ill-posed, non-linear and 
unstable.  However, during last two decades, new 
powerful methods were developed (significant part 
of this development was made by participants of this 
project). These methods allowed the moment problem 
to be solved exactly in a complete closed form for so-
called quadrature domains (QD) and in series of complex 
nonlinear two-dimensional free boundary processes, 
having a name of Laplacian growth ([2] and references 
therein).  It is also remarkable that these solutions are 
based on techniques of numerical linear algebra, which 
provide very fast and stable computational algorithms 
and reveals a deep connection between the shape-
from-moments problem and the theory of numerical 
quadrature over planar regions.  Our research in two-
dimensional interface dynamics, independently of works 
in quadrature domains revealed a deep mathematical 
structure behind these processes and helped to obtain 
exact closed form analytic solutions. We tried to 
analyze complex shapes obtained in experiments and 
simulations using a minimal number of parameters, 
which are to be found from moments - geometrical  
quantities, given for each particular interface.

The method is remarkably simple and stems from 
research of Russian mathematician A. Markov in XIX 
century.  The idea was to recover a non-negative 
function f(x) from a given list of integrals of this 
function with integer powers of x.  A series of deep 
results, followed after Markov, revealed connections 
of this problem with continuous fractions, Gauss 
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quadrature formulae, theory of orthogonal polynomials, 
and the theory of analytical approximations (Stieltjes, 
Hamburger, Hausdorff, Szego, and Bergmann).  However, 
a real challenge lied in a two dimensional version of 
the moments problem, where two dimensional shapes 
were to be recovered.  As said above, impressive results 
obtained recently in quadrature domains and integrable 
free boundary problems (mostly Laplacian growth) 
made possible to extend these methods to more general 
and more complex two dimensional images, which are 
important for various applications, including those vital for 
LANL.

Scientific Approach and Accomplishments
Because of the lack of space we will describe here only 
six major accomplishments. It is of particular importance 
to perform detailed mathematical analysis of self-similar 
growing patterns, often observed in various kinds of 
unstable growth.  We have chosen the analysis of self-
similar patterns in Laplacian Growth, because this process 
often generates universal self-similar patterns in a long-
time asymptotics.  Self-similarity determines the analytic 
structure of the main mathematical object in our theory 
- the so-called Schwarz function of the moving boundary.  
The knowledge of this analytic structure allows us to derive 
the integral equation for the conformal map. We showed 
that solutions to this integral equation obey a Schroedinger 
equation with the well-known integrable potential [1].  The 
solutions, expressed through the Gauss hyper-geometric 
function, characterize the geometry of self-similar patterns 
in a wedge. We also found the potential for the Coulomb 
gas representation of the self-similar Laplacian growth in a 
wedge and calculated the corresponding free energy.

We had also elaborated a theory of Random Matrices, 
a rich concept in a modern mathematical physics, and 
utilized this subject for complex growing two dimensional 
patterns [2].  Since it was first applied to the study of 
nuclear interactions by Wigner and Dyson, almost 60 
years ago, the Random Matrix Theory has developed 
into a field of its own within applied mathematics, and 
is now essential to many parts of theoretical physics, 
from condensed matter to high energy.  The fundamental 
results obtained so far rely mostly on the theory of random 
matrices in one dimension (the dimensionality of the 
spectrum, or equilibrium probability density).  In a last few 
years this theory has been extended to the case where 
the spectrum is two-dimensional, or even fractal, with 
dimensions between 1 and 2.  In this work, we presented 
and analyzed these recent developments (including our 
original results) and indicated a list of physical problems 
where the theory is expected to be applied. 

A  next significant accomplishment in the project was a 
substantial extension of the Laplacian growth to a so-
called ‘elliptic growth’.  The planar elliptic extension of 
the Laplacian growth is, after a proper parametrization of 
a moving boundary, is presented in a form of a solution 
to the equation for area-preserving diffeomorphisms.  
The infinite set of conservation laws associated with the 
process is interpreted in terms of potential theory.  The 
constants of integration for closed form solutions are 
identified as the singularities of the Schwarz function, 
which are located both inside and outside the moving 
contour.  Well-posedness of the recovery of the elliptic 
operator governing the process from the continuum of 
interfaces parametrized by time were addressed, and 
two examples of exact solutions of elliptic growth are 
presented [3].

The next major advance in this project is of great 
importance for closed form solutions and minimal 
description of complex two-dimensional analytic domains 
[4].  Namely, we have obtained a new class of solutions 
to Laplacian growth (LG) with zero surface tension and 
showed that they contain all other known solutions as 
special or limiting cases.  These solutions, which are 
time-dependent conformal maps with branch cuts inside 
the unit circle, are governed by a nonlinear integral 
equation and describe fjords of viscous liquid with non-
parallel walls in  fingering experiments in Hele-Shaw cells.  
Integrals of motion for the multi-cut LG solutions in terms 
of singularities of the Schwarz function were found.  The 
subclass of these solutions with linear Cauchy densities 
on the cuts of the Schwarz function is of particular 
importance, because in this case the integral equation 
for the conformal map becomes linear.  These solutions 
also are of physical importance by representing oil/air 
interfaces, which form oil fjords with a constant opening 
angle, in accordance with our recent experiments in a 
Hele-shaw cell.

 We should also mention here our experimental work, 
performed in collaboration with The  Center for Nonlinear 
Dynamics (U. of TX, Austin [5]).  This work was devoted 
to an experimental verification of our theory of harmonic 
moments, which are indispensable to characterize an 
unstable growth of complex two-dimensional patterns.  
Harmonic moments are integrals of integer powers  of 
z = x+iy over a domain.  Here the domain is an exterior 
of a bubble of air growing in an oil layer between two 
horizontal closely spaced plates.  Harmonic moments are 
a natural basis for Laplacian growth phenomena because, 
unlike other representations, these moments linearize 
the zero surface tension problem (Richardson, 1972), so 
that all moments, except the lowest one, are conserved in 
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time.  From our experiments we directly determined the 
harmonic moments and showed that for non-zero surface 
tension all moments (except the lowest one) decay in time 
rather than exhibiting the divergences typical for other 
representations.  Further, we derived an expression that 
relates the derivative of an arbitrary harmonic moment 
to measurable quantities (surface tension, viscosity, the 
distance between the plates, and two line integrals over 
the contour encompassing the growing bubble).  The 
laboratory observations are in good accord with the 
expression we derived for the rate of change of harmonic 
moments, which is proportional to the surface tension; 
thus in the zero surface tension limit, the all moments 
(above the lowest one) are conserved, in accord with 
Richardson’s theory.  In addition, from the measurements 
of the time evolution of the harmonic moments we 
obtained a value for the surface tension that is within 20% 
of the accepted value.  In conclusion, our analysis and 
laboratory observations demonstrate that an interface 
dynamics description in terms of harmonic moments is 
physically realizable and robust.

Another major accomplishment we addressing here 
is a creation and development of the stochastic layer 
model of two-dimensional discrete growth [6].  This 
model embraces the  classical Laplacian growth and the 
universal diffusion-limited aggregation as two opposite 
limits of a general random process, where a fixed number 
of small particles of equal areas accrue to a growing 
two-dimensional cluster after the same elementary time 
interval.  The probability of accrual is a harmonic measure 
of a given segment of a cluster boundary.  (For readers, 
who are not familiar with this mathematical terminology, 
a harmonic measure of a given point at the boundary of 
a domain under consideration is just a density of equi-
potential lines near the point of interest – a direct analog 
of an electric field created at the metal surface by external 
charges.)  If particle aggregates on the cluster one by one, 
this is a well-known universal fractal growth, a so-called 
‘diffusion-limited aggregation’.  It possesses universal 
global geometric features, such as a fractal dimension, 
which equals 1.71 plus/minus .01, and still is a great 
puzzle and a long-standing challenge to understand it and 
to obtain it analytically.  If on the other hand a number 
of particles which are simultaneously deposited at the 
growing boundary, is very large (specifically, it should 
be much greater than the whole length of a boundary 
measured in terms of a linear size of a particle to be 
deposited), then the process has a well-posed continuous 
limit and is nothing but a classical Laplacian growth, which 
is a mathematical fundament of this project.  

We succeeded to calculating the probability of a final 

cluster with a given configuration, obtained during 
this process and thus have established a variational 
formulation of this general layer growth.  This is a 
significant achievement in efforts of minimal description 
of complex images.  Besides obtaining a new powerful 
tool of describing various complex shapes and assigning 
them a probability of a growth in a standard functional 
form, we opened a possibility to calculate various global 
geometric characteristics, such as fractal dimension of 
complex shapes, using a conventional statistical averaging.  
This work is expected to give rise of many directions 
and fruitful developments in a field of random complex 
shapes obtained as a result of various scenarios of random 
growth. 

Impact on National Missions
These achievements are exacted to have the following 
impact on several key missions of LANL and Grand 
Challenges, which have been formulated a few years ago 
by Director Anastasio.  We will address briefly here the 
following four potential impacts: (a) LANL key mission in 
the field of unstable interfaces of hydrodynamic nature, 
(b) mission in the area of validation and verification (V & 
V in short) of large-scale computational codes developed 
for description of complex and often unstable phenomena, 
(c) significant data compression in data analysis when data 
flows are represented by quickly changing two dimensional 
images, and finally (d) application of the developed 
methods and techniques on the high-strained material 
dynamics far from equilibrium.

(a) The bottleneck for applications of our two-dependent 
conformal mapping technique to two-dimensional 
hydrodynamic processes, such as KH, RT, and RM, was a 
non-potential nature of a fluid velocity vector field which 
was excluded in the original description of a free boundary  
problem, which exhibited a powerful structure, mentioned 
above.  After an extension of the mathematical description 
to processes, which allow vorticity in a bulk of fluid [3], 
we opened a way to treat analytically (and sometimes in 
a close form) these free boundary processes.  While for a 
general case a work is yet to be done, several important 
cases can already be described using our method in the 
presence of vortices in a bulk of fluid.

(b) The extension of the Laplacian growth, described 
in [3] and exact solutions of the `multi-cut’ nature [4] 
significantly widened applications to V&V approaches 
to existing large-scale codes.  Since a list of well-known 
and widely applicable exact solutions in nonlinear 
hydrodynamics is very limited, these new class of exact 
solutions is expected to substantially enrich the list of 
applications to large codes to perform V&V testing.
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(c) Remarkable properties of the Schwarz function of 
complex domains and quadrature domains, developed 
in the course of the project allowed us to minimize 
description of two dimensional images using a 
combination of powerful techniques of orthogonal 
polynomials and universal features of the Schwarz 
function.  Optimal description with extraordinary quick 
convergence [2] can save significant computational volume 
of work in comparison with a standard `pixelation’ of 
complex two dimensional images.

(d) Finally, our progress in complex nonlinear two 
dimensional interface dynamics has significantly enriched 
a mean-field description of a free boundary process (via 
the so-called matrix models - main details are addressed 
in [2]).  This mean-field description of complex interface 
dynamics constitutes a so-called field-phase model, 
which appeared to be a  particularly flexible and powerful 
tool in dealing with dynamics of solid materials far from 
equilibrium.  This method, introduced by J.S. Langer in 
1980s, was stemmed from unstable two-dimensional 
interface dynamics, and today is probably the most 
universal and  powerful tool to study microstructure 
dynamics in a regime of extreme loads.  This field belongs 
to one of LANL Grand challenges, specifically one that 
concerns material science. In short, our advances achieved 
in the project are expected to empower computational 
treatment of material dynamics under high strains and 
stresses.

In summary, the achievements made in the reported 
project are expected to impact  several LANL programs 
mentioned above.
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Abstract
Achieving high performance on petascale computers is 
difficult without detailed knowledge of the bandwidth, 
data delay and low-level communication details.  This 
difficulty occurs due to the gap between the end-
goal of computer designers and the goals of end-user 
scientists. A scientist’s time is better spent doing science, 
not struggling with low-level details.  The “PetaFlops 
Router” provides the performance of highly parallel, 
custom hardware. As well, it allows the user to program 
in easy-to-use, high-level concepts.  The current version 
provides automatic parallelization and creation of 
streaming signal processing applications. 

Background and Research Objectives
A scientist’s time is better spent doing science, not 
struggling with low-level programming details.  The 
PetaFlops Router provides the performance of highly 
parallel, custom hardware, while allowing the user to 
program in easy-to-use, high-level concepts.  Achieving 
high performance on modern computers is difficult 
without detailed architectural knowledge.  The goals 
of computer designers and end-user scientists are 
often at odds.  A computer designer is happy to tie 
together a variety of high-end processors, each with its 
own strengths.  Using these systems requires intimate 
knowledge of the components. This makes it difficult 
for anyone other than an expert to achieve maximum 
performance.  The end-user scientist would prefer to not 
have to learn these system details. 

The goal of this effort was to abstract away many 
of the highly time consuming aspects of hardware 
and software design.  Simultaneously, it will provide 
improved performance through the use of custom 
hardware architectures and instruction sets.   The 
combination of these goals will provide custom 
hardware performance to scientists while maintaining 
ease of use (Figure 1).   

flexibilty
computation enables

Serial, pre−arranged
execution prevents

adaptation

Communication controlled

Separate Functions

CPU

Accelerator

Static Switch

Smart Glue

Programmable
Local

Processing Unit

Processing/Control
Functions

Accelerator

Accelerator Accelerator

Switch

Memory

Exchange
Data

Exchange
Data

Cluster
Node

PetaFlops
Router Node

Memory MemoryNetwork
Exchange

Figure 1. Traditional cluster supercomputer approach (left) 
and the PetaFlops Router approach (right).  Higher bandwidth 
network links are more closely attached to processors and 
memory resources, providing improved performance.

Scientific Approach and Accomplishments
The PetaFlops Router is based on Field Programmable 
Gate Arrays (FPGA), a reconfigurable integrated circuit 
technology that is widely used in the telecommunications 
industry.  FPGAs provide the performance of custom 
chips and yet can be optimized for many different classes 
of applications. By using FPGAs in the system, the system 
can be optimized through changes of the intra-chip logic.   
Also, by rerouting the flow of data through the inter-
chip network (Figure 2).  This change represents a key 
innovation of the system:  the entire computer system 
can be optimized for an application. Key components of 
the PetaFlops Router include: 

Field-Programmable Gate Arrays (FPGAs)• 
Computation and data-routing• 

 SmartGlue runtime system• 
Automatic extraction of parallelism• 

Network crossbars• 
Flexible data routing• 

 External computation accelerators• 
Use of FPGA as fast, smart data router     • 

A New Architecture Revolution for Supercomputing
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Figure 2. SmartGlue component composed of crossbar, vector 
registers, and computational components.

We have developed the basic PetaFlops Router hardware 
node design, based on Xilinx FPGA technology (Figure 
3).  This board consists of a  uTCA (a telecom standard) 
based card with a Xilinx Virtex 5 FX130T combined with the 
Mindspeed M21141 72x72 crosspoint switch.  The Virtex 
5 includes external memory and a PCI express endpoint 
to connect to a coprocessor.  Thirty-two fast serial 
connections are routed to the inputs on the card which 
will allow local network communication.  The remaining 
serial connections are connected to the uTCA backplane to 
provide network connection to other nodes within a single 
chassis.  
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Figure 3. Current PetaFlops Router Hardware Node Design

We have acquired two of these nodes (Figure 4).   These 
boards contain the Virtex-5 SmartGlue routers, together 
with the Mindspeed Analog Crossbar switches, and with 
512 MegaBytes of local high-speed memory.   The boards 
arrived at the lab late in the effort, so we were only 
able to do simple tests of the hardware.   Most of our 
development work was done on a different FPGA system 
acquired for a previous program.  Both FPGAs systems 
share identical interfaces, so connecting the two systems 
together should be feasible for building a larger testbed in 
the future.  

Figure 4. Photograph of PetaFlops Router board.

Modeling Effort
We have developed the elements of a high-level model 
that will allow the PetaFlops Router to be simulated.  
Simulation of the entire system will help develop the 
high-level data-movement and understand the costs of 
computation.  Scaling systems can be difficult despite 
bandwidth and available routing.  The PetaFlops Router 
requires exploration of different approaches and 
algorithms to find the best approach with our hardware.

The current models are written in SystemC.  SystemC is an 
open approach to hardware modeling that allows anyone 
to compile and simulate a design using the SystemC library.  
SystemC extends C++ software objects to provide different 
levels of hardware simulation.  Standard hardware 
modeling languages (e.g., VHDL and Verilog) require 
separate simulators.  SystemC is open and can be compiled 
with standard compilers and run on any system.

Current SystemC models include network components, 
compute modules and programmable control.  These 
provide the ability to study new operators and gain 
knowledge about operator synergy.  Further effort is 
needed for local and global data transfer, and memory 
access.  These will allow larger system issues to be 
explored and evaluated before creating firmware for the 
hardware components.  Models speed up the design 
process by easing the exploration of different ideas.

Software Effort
We have developed a collection of new software support 
packages for the PetaFlops Router system.   This includes a 
graphical user interface (GUI) for generating a customized 
instruction set for the system.   The GUI simultaneously 
creates a programming file for the FPGA, instruction set 
table, and map of operating units.  This is a significant:  
a custom instruction set is provided, customized to 
one’s application.  This supports far more sophisticated 
instructions than a general-purpose processor.

We also produced a custom assembler that converts user 
programs into a sequence of instructions for the PetaFlops 
Router.   This system is relatively simple compared to 
a sophisticated compiler. We chose to implement an 
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assembler with a primitive syntax as it was far easier to 
develop in the short period of funding available.   

Firmware Effort
We have developed a single-chip version of the on-chip 
datarouting network and the automatically negotiated 
interaction of various computation kernels and vector data 
storage.    This is a foundational part of the SmartGlue 
system.    This is the most time-critical aspect of the 
system, as these interactions determine how fast data 
can be switched through the system.   The data-switching 
system is managed by an embedded microcontroller, which 
also acts as the scheduler for the assembled program code.   
Significant features of the functional prototype system 
include:

“SmartGlue” runtime system running on a single FPGA • 
node, controlled by embedded processor

Network and vector data storage• 

Interprets programs generated by assembler• 

Automatic pipelining of streaming operators• 

The current system provides automatic extraction of 
parallelism and generation of streaming computation 
templates.    This is based on basic dependency analysis.  
However, this functionality is very exciting as it can provide 
better utilization of computational units that a general 
purpose microprocessor.   

Continuing this work to a multi-chip system is a significant 
R&D challenge.   We will then begin to integrate and 
develop an approach for managing communication across 
congested links.   This is key to developing the system to 
scales usable for large computations.  

Accelerator Effort
We are exploring the use of NVIDIA Graphics Processing 
Units, Achronix Speedster and Tilera TileExpress64 
accelerators.   Each technology has a particular interest 
to the PetaFlops Router.  NVIDIA GPUs have the appeal 
of programming in a C-style language, which is easier for 
developers.  However, NVIDIA has proprietary drivers 
that interpret programs for a particular board. This makes 
it easy to migrate to new boards as they are released, 
but makes it difficult for the Router to control directly.    
The Achronix board is similar to an FPGA in that it is 
programmed in standard hardware description language 
(VHDL).  However, for certain programs it can run two to 
three times faster that an FPGA.  This is much faster than 
the 300-400 MHz expected from an FPGA.   Using this 
device as an accelerator is appealing because of the speed 
advantage and simplicity of interfacing two systems that 

we explicitly design.   The final accelerator system we have 
explored is the Tilera TileExpress 64 processor, which has 
64 integer CPUs that are connected by an on-chip network.   
Much like GPUs, the Tilera system is programmable in 
standard C.  It supports standard parallel programming 
models, which means that the parallel version of the code 
can be run and tested on desktop computers.   However, 
because Tilera only supports floating point via software 
emulation, the goal of having fast hardware acceleration 
for floating point kernels is not satisfied.  

Impact on National Missions
The PetaFlops Router can impact two aspects of the 
national mission, namely supercomputing for advanced 
modeling and simulation and embedded surveillance and 
reconnaissance applications.   In the near term, smaller 
instantiations of the system consisting of a few nodes 
will provide fast development of sophisticated Radio 
Frequency (RF) applications.  The functional demo consists 
of signal processing kernels similar to what is required 
for the RF Sensing mission (e.g. Electronics Warfare and 
Signals Intelligence). 

RF Sensing is the national security branch of the much 
larger commercial field of Wireless Communications.  In 
both of these disciplines the ability to adapt the receiver 
for both wide and focused area search by using multiple 
antennas is valuable.  The term for such a function is 
Beamforming or Phased Array.  Here, individual sensors 
outputs are combined much as small waves in an ocean 
can combine to form very large waves.   Many military and 
commercial systems have used analog adaptive phased 
array antennas in order to provide enhanced performance.

The PetaFlops Router can run a digital phased array 
antenna system as an application.  A bank of 7 or 
more antennas each feed separate input ports of the 
Beamformer application.  The PetaFlops Router then 
processes the digitized signals. Each port must be 
processed with computationally expensive operations with 
extensive.

The PetaFlops Router will enable an accelerated 
integration of the elements that are required to implement 
the system. These include a 16K integer Fast Fourier 
Transform (FFT), streaming vector add and multiply 
units, complex arithmetic cores, and pattern recognition 
elements.  The PetaFlops Router allows development 
and proofing of these elements more efficiently than a 
full custom hardware implementation.  The Beamformer 
application is an excellent example of how the PetaFlops 
Router can be immediately used in high value Global 
Security missions. We hope to implement the Beamformer 
in the next round of funding for the PetaFlops Router. 
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On a longer time scale, with further technology 
development, the PetaFlops Router will advance 
supercomputing beyond current capabilities.    
Understanding how the system will scale to a larger 
system useful in an HPC context will guide our future 
design decisions.    We expect the Router to demonstrate 
particularly high performance when data latency and 
throughput are significant.  In a traditional cluster, data 
bandwidth and latency are computation bottlenecks, 
however, the PetaFlops Router system provides the 
following advancements for HPC applications:

The PetaFlops Router uses FPGAs and co-processors • 
to provide improved bandwidth and compute 
performance

PetaFlops Router co-locates network and memory • 
management for increased bandwidth, decreased 
latency

High bandwidth analog inputs processed through • 
multi-node distributed computation

Automatic network adaptation to match application • 
needs

Custom instruction set optimized to fit the application• 

Availability of orders of magnitude more raw compute • 
power for highly parallel applications.
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Introduction
The research goals of this LDRD will be achieved 
by implementing our best understanding of neural 
computational primitives - the underlying mechanisms 
of the brain - on the fastest computers in the world. 
Unique to our project, all of this will be realized from a 
computer science/algorithmic perspective different from 
that of the older neural network researchers of the past. 
This research is cutting edge in the fact that it is focusing 
on developing algorithms to synthesize network (graph) 
structures that compute in a manner similar to natural 
cortical networks. This research is high risk in that 
many solutions been proposed in the neural network 
paradigm of artificial intelligence research with modest 
results. However, even partial success will be significant 
for advancing brain understanding and inspiring new 
application algorithms, and substantial success would be 
revolutionary. Methods for large-scale graph storage and 
querying will be developed, methods for multi-relational 
(semantic) network analysis will be developed, and 
methods for encoding computational processes within a 
graph structure will be developed.

Benefit to National Security Missions
Nuclear nonproliferation and energy security are all 
challenged by massive volumes of heterogeneous data 
that overwhelm human analysis. The same is true across 
the DoD and homeland security missions. Success will 
advance the areas of complex systems, distributed 
sensing in natural and social environments, and 
information science and technology.

Progress
Upon engaging in this project, it was assumed that the 
Semantic Web community (an extension of the Web 
of Data community) had developed the necessary 
infrastructure and approach to support other forms of 
knowledge representation and reasoning beyond first-
order predicate logic. Thus, given this assumption, what 
was needed was to extend the assumptions of these 
designers to account for cortical/connectionist-based 
knowledge representation and reasoning [1]. Ultimately, 
this would lead to human-level artificial intelligence 

as it is known that first-order predicate logic is frail 
and computationally expensive for problems faced by 
humans. Unfortunately, the state of the Semantic Web 
effort has not moved beyond first-order predicate logic 
[2]. In order to model the process of cognition as seen 
from the perspective of cognitive and neurobiologist, 
a new reasoning system would be needed for the Web 
of Data [3]. This realization brought the project to 
invite the Non-Axiomatic Reasoning System (NARS) and 
Logic (NAL) group to present at Los Alamos and various 
venues in Santa Fe. After a significant review of the 
landscape and demonstrations, NARS/NAL appears to 
be the closest logic in existence for modeling human-
level conceptual intelligence (while there are means for 
doing robotics-based AI with NARS/NAL, this is not the 
goal of the LDRD). What was realized was that NARS/
NAL would be feasible to represent in the Web of Data 
given a parallel-computing environment to execute 
its simple, massively-parallel reasoning system. After 
much deliberation, it was realized that if a cortically-
inspired model of information processing and storage at 
the world stage was going to occur, then a completely 
novel infrastructure for distributed computing on the 
Web of Data was needed to make the project successful 
[4]. Providing a distributed process infrastructure to 
this distributed data structure has begun. The Linked 
Process effort, currently involves Marko Rodriguez, 
Herbert Van de Sompel, Ryan Chute, and Stephan 
Drescher of the Digital Library Research and Prototyping 
Team at Los Alamos, Peter Neubauer and students 
of Sweeden’s NeoTechnology and OPSJ, Pei Wang of 
Temple University, and Joshua Shinavier of Rensselaer 
Polytechnic Institute. The power of this idea has yielded 
the efforts of many with the LDRD only supporting of 
Marko and Josh. People involved realize the potential 
that this will yield not only for this LDRD, but for the 
future of massive-scale, distributed data management 
and processing.

Given the implementation of the specification being 
designed by the Linked Process group, it will them be 
possible to create a plausible NARS/NAL reasoner and 
thus, provide cortically-inspired human level artificial 
intelligence. We expect that both Linked Process and 

Towards Human Level Artificial Intelligence: A Cortically Inspired Semantic 
Network Approach to Information Processing and Storage
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a Web of Data version of NARS/NAL will be complete 
when this LDRD postdoctoral project concludes. As it is 
accomplished, LANL will have made a large impact in this 
domain.

Future Work
In a 2001 Scientific America article, Tim Berners-Lee (the 
inventor of the World Wide Web) defined the Semantic 
Web as “an extension of the current web in which 
information is given well-defined meaning, better enabling 
computers and people to work in cooperation.” However, 
the Semantic Web is more general than this application-
specific definition as it is a general-modeling substrate that 
can be used to model many types of system—conceptual, 
physical, virtual, etc. This point was made salient in 
Dr. Rodriguez’s doctoral thesis where he developed a 
new theory for embedding general-purpose computers 
within this distributed network substrate. Previous to 
this conceptual advance, the Semantic Web was solely 
considered a space where the structure of the world could 
be modeled, not its process.

One of the “hard” problems of modern neuroscience 
is specifying how the human neocortex computes at 
the various levels of abstraction (i.e. molecular, cellular, 
network, etc.). While seemingly a difficult problem, our 
hypothesis is that the cortical algorithm is not difficult 
to understand and, ultimately, simulate for the purpose 
of yielding cortical-based artificial intelligence. It is the 
area of “cortical computing” that Dr. Rodriguez will tackle 
during his Postdoctoral work at the Los Alamos National 
Laboratory. This research goal will be achieved through the 
abstraction and implementation and integration of neural 
computational primitives proposed in the neuroscience 
literature. However, given his area of expertise, all of 
this will be realized from a computer science/algorithmic 
perspective different from that of the older neural network 
researchers of the past or of explicit simulations of 
neurons and synapses. Working with others at the CNLS, 
experiments will be conducted with both designed and 
self-organized large-scale, cortically inspired networks that 
actively learn patterns in temporally and spatially changing 
signals and apply them to modern day large-scale graph 
substrates such as the Semantic Web.

Conclusion
This research aims at creating a new generation of 
synthetic computational systems capable of open-ended 
artificial learning and prediction such that eventually, 
large-scale artificial cortical networks may match and 
surpass the reasoning abilities of the human brain. 
Other expected results include formal methods (both 
computational and algebraic) for analyzing and creating 
multi-relational (semantic) graph structures, methods for 
storing and querying large-scale graph structures, and 
methods for creating computational primitives that can be 
represented as a graph.
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Introduction
Random events are a cornerstone of a variety of 
subjects, from statistical physics to control theory. They 
are also central to problems in biology that address cell 
chemistry, evolution, and studies of infectious disease. 
Most researchers use the master equation to study such 
events. Unfortunately, it is difficult to solve for all but 
the simplest systems.

Dr. Munsky invented a fast way of solving the master 
equation. He developed the Finite State Projection (FSP) 
algorithm, which enables one to ignore unimportant 
contributions to the master equation. The method is 
having a large impact already.

Still, a big hurdle in applying the FSP remains: many 
biological systems have millions of interacting 
components, preventing sufficient simplification of the 
master equation. The goal of this project is to make the 
FSP approach work even in these extremely complicated 
cases. Dr. Munsky is developing methods for further 
reducing the complexity of the equations by focusing 
only on the variables that are relevant to answering 
specific questions. These methods will use control 
theory and information theory techniques. He will also 
demonstrate the utility of the FSP approach by applying 
it to specific biological problems.

Benefit to National Security Missions
This project will support the DOE mission in Threat 
Reduction. The tools developed will impact many fields 
in science, medicine, and industry. They can be applied 
to problems throughout LANL and DOE in genomics, 
fluid dynamics, global climate, social networks, disease 
spread, and material science. Understanding cellular 
networks is a major stated goal of DOE/OS/BER and 
multiple NIH institutes.

Progress
Dr. Munsky has made progress on five tasks related to 
this project:

Stochastic model validation for the Pap (pili) epigenetic 
switch (with Brooke Trinh, David Low, Bruce Braaten 
and Mustafa Khammash--UCSB)

This ongoing task introduces a model to predict 
regulation of pili expression in uropathogenic E. coli. 
Dr. Munsky inferred model parameters using in vitro 
Mobility Shift Assays and in vivo Florescence Activated 
Cell Sorting techniques. The result is highly predictive 
model, which can now be extended to discover new 
behaviors in this and similar biological systems.

Simplicity of Completion Time Distributions for 
Common Complex Biochemical Processes (With Golan 
Bel and Ilya Nemenman--CNLS/CCS3)  

Many cellular processes involve a large number of 
distinct, reversible steps. For example, in kinetic 
proofreading, cells use serial reactions to precisely 
construct large protein complexes. In this work, we 
study the dynamics of such systems and statistically 
characterize the time required to complete a process. 
We determined equations for the mean and the variance 
of the completion time for a kinetic proofreading 
process, and numerically analyzed more complicated 
systems. As the system size grows, the completion time 
can cease to be random or can become exponentially 
distributed. In other words, the full complex system 
starts looking like it has a simple transition from one 
simple behavior to another. We expect the behaviors of 
many complex cellular processes to simplify in a similar 
manner, and suggest that cellular behavior might be 
robust to the details of elementary reactions.

Specificity and Completion Time Distributions of 
Biochemical Processes (With Golan Bel and Ilya 
Nemenman--CNLS/CCS3)  

In the previous task we examined a system of serial 
reactions. In this task we considered a branched system 
that leads to two possible outcomes. We determined 
equations not only for the completion time distribution 
but also for the tendency of the system to follow the 
desired branch. We also showed that the full system 

Finite State Projection for Accurate Solution of the Master Equation
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behaves like a simple three-point process. Our model 
paves the way for understanding the interplay between 
specificity and completion times as well as testing the 
validity of different models for biological systems.

Identification of Gene Regulatory Networks Based 
Upon Stochastic Gene Expression and Flow Cytometry 
Measurements (with Brooke Trinh, David Low, Mustafa 
Khammash--UCSB and Babetta Marrone, B9-LANL).  

We showed that randomness can be exploited to reverse 
engineer genetic regulatory networks. Cellular noise 
changes as it propagates through a molecular network, 
carrying with it a distinctive fingerprint with information 
about the structure of the network. We demonstrate that 
analysis of noise can enable identification of all network 
parameters, including those that may otherwise be difficult 
to measure. Our approach is general and can be used to 
identify other cellular networks. 

Identification of Gene Regulatory Networks Based 
Upon Stochastic Gene Expression and Fluorescence in 
Situ Hybridization (FISH) Measurements (with Gregor 
Neuert (MIT) Alex van Oudenaarden (MIT) and Mustafa 
Khammash (UCSB)).

Investigators at MIT have used a newly developed method 
to count the number of mRNA molecules in individual 
yeast cells exposed to different environmental conditions. 
We are applying FSP to the data to identify a model of 
gene regulation for this system.

Future Work
The Finite State Projection (FSP) algorithm was developed 
to enable the difficult task of analyzing noisy cellular 
systems. Where previous methods simulate the random 
behavior of an individual cell, the FSP directly describes 
how the statistics of a population of cells changes over 
time and better matches the available experimental data. 
Dr. Munsky will continue to extend the FSP approach to 
efficiently and accurately analyze noisy cellular systems 
that are beyond other approaches. Several publications 
along these lines are anticipated in the final year of his 
postdoc. Importantly, the FSP method is beginning to have 
a real impact on experimental studies of cellular systems; 
he will therefore focus on increasing collaboration with 
experimental labs and on leading his own experimental 
studies in collaboration with B-div. This work is the subject 
of a revised R21 proposal that might enable continuation 
of this work at LANL beyond the term of his postdoc. 

Conclusion
Dr. Munsky invented the Finite State Projection approach 
for analysis of noisy systems. This approach now enables 
analysis of systems that are too complex for other 
approaches. It is being applied to analyze experimental 
data from noisy cellular systems and is making an impact in 
biology. 
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Introduction
In many areas of science, from computer science and 
information theory to engineering and statistical physics, 
as well as in biology or social sciences, optimization 
problems are widespread and important. Optimization 
typically involves a large number of variables, e.g. 
particles, agents, cells or nodes, and a cost function 
depending on these variables, such as energy, measure 
of risk or expenses. In this project we address the 
following fundamental questions that concern general 
combinatorial optimization setting: How to recognize 
if an optimization problem is typically hard and what 
are main reasons for this? How to find efficiently an 
approximate solution of a hard problem? Answering 
these questions is crucial for developing new algorithms 
for optimization problems.  

Our research combines physics-based ideas with 
standard optimization methods and with learning 
and inference methods from artificial intelligence. 
The common denominator in our work is the use of 
message passing approach, such as belief propagation, 
to tackle both the theoretical and algorithmic questions. 
In statistical physics the message passing approach 
translates into the cavity method that is used to study 
disordered systems with complex energy landscape. 

Benefit to National Security Missions
Our goal is to use statistical physics models to predict, 
understand and improve communication mechanisms. 
Our methods will enable communication protocols 
required to work with yet unseen amounts of data.  This 
project will support DOE mission in National Security 
by enhancing understanding of new principles for 
Information Communication and Storage.

Progress
In [1] and [2] we studied the planted ensemble of 
constraint satisfaction problems (CSPs). CSPs are 
benchmarks of hard optimization problems. Statistical 
analysis of random formulas of CSPs sheds light on 
the origin of the algorithmic hardness and helped 
understanding performance of heuristic algorithms. 

We studied constraint satisfaction problems on the so-
called ‘planted’ random ensemble, where the formula 
is chosen in such a way that a certain predefined 
configuration of variables is satisfying that formula. We 
showed that for a certain large class of problems many 
of the properties of the usual random ensemble are 
quantitatively identical in the planted random ensemble. 
We described the structural phase transitions, and the 
easy/hard/easy pattern in the average computational 
complexity. The fact that the planted configuration is a 
equilibrium configuration may also be used to enhance 
numerical simulations of the random ensemble in these 
intrinsically hard to equilibrate systems.

Algorithmic hardness of many optimization problems 
is caused by their glassy nature, i.e. the cost function 
landscape has many local minima and many basins of 
attraction - states. The cavity method is a very powerful 
tool to describe properties of these states in random 
optimization problems. In [3] we generalized the cavity 
method to describe the separate states in more detail 
and follow their behavior when an external parameter 
(e.g. temperature) is changed. Our generalization 
describes analytically the behavior of slow simulated 
annealing and other similar algorithms.  Figure 1 
illustrates the study.

In [4] we suggested and validated an approach to 
infer parameters of the equations of motion without 
reconstructing individual trajectories (Figure 2).  
We show that the problem can be rephrased as a 
maximization of a partition function of a matching (linear 
assignment) problem. We use the belief propagation 
algorithm to approximate this partition function and its 
maximum. We illustrate the precision of the method in 
the regime of high densities (or low image frequency) 
where reconstruction of the individual trajectories is 
no longer possible. The method is easily generalizable 
to problems of non-interacting objects, where the laws 
of motion are known or are to be tested, but their 
parameters are unknown. 

Statistical Physics of Optimization
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Figure 1. Red lines depict the evolution of different basins of 
attraction in the landscape (states) in a mean field glassy model 
with Ising spins interacting via random 3-body interactions, the 
lattice being a random graph of coordination fixed to 3. Energy of 
different states is plotted as a function of the temperature.  The 
blue line corresponds to the thermodynamic energy of the system 
at a given temperature and the vertical line depicts the glass 
phase transition in the system.

Figure 2. An example of particle tracking, with N=400 particles 
moving from their original positions (red circles) to new one 
(blue diamonds). The particles are transported by a turbulent 
fluid  flow. The parameters describing the local stretching, 
shear, vorticity and diffusivity of the flow are a*=0.28, b*=0.54,  
c*=0.24 and T*=1.05. The figure on the right shows the actual 
motion of each particle. Evidently, the simple criterion of particle 
proximity fails to pick the actual trajectories, and the mapping of 
the particles between the two images is intrinsically uncertain. 
Nevertheless, the inference algorithms we developed rapidly 
obtain excellent predictions a=0.32, b=0.55, c=0.19 and T=1.00 
for the parameters of the flow.

In [5] we developed a smart grid model with redundancy 
and renewables. We consider the power grid with M 
generators and N consumption units. Each consumer 
demand is drawn from a predefined distribution, 
thus mimicking instant uncertainty in the load. Each 
generator has a maximum power cap. A generator is not 
overloaded if the sum of loads of consumers connected 
to the generator does not exceed the power cap. In the 
standard grid each consumer is connected only to its 
designated generator, while we consider a more general 
organization of the grid when a consumer selects one 
generator depending on the load from a pre-defined 
consumer-dependent and sufficiently small set of 
generators which can all serve the load. We show that the 
redundancy allows significant expansion of the domain 
of parameters where the probability for a generator 
overload is asymptotically zero. Our results also translate 
into an algorithmically efficient and distributed message-
passing control scheme achieving the asymptotically 
optimal selection of loaded links. In the same setting we 
also discussed the integration of fluctuating renewable 
generation in [6]. We explored the capacity of the 
renewable generation by determining the level of “firm” 
generation capacity that can be displaced for different 
levels of redundancy.

Future Work
We plan to extend our studies of the particle tracking by 
including spatial inhomogeneity and bringing our algorithm 
to practical implementation in real particle tracking 
experiments. We also plan to work on other applications 
relevant for the future smart grid. We will extend our 
model with additional lines to the case when the final 
structure of power line is not a tree and hence Kirchhoff’s 
laws pose additional constraints on our solution.  
Another smart-grid related problem we plan to address 
is optimization of a feeder line with high penetration 
of renewable generation. In the present grid the units 
producing renewable generation inject only real power 
into the network, however, future inverters will be able to 
inject also reactive power into the network. This additional 
degree of freedom can be used to enhance stability of the 
voltage and frequency. We plan to study this system and 
develop efficient control algorithms. 

We also plan to extend the range of methods and 
problems we study. In particular, we want to use our 
recent understanding of static optimization problems 
to the analysis of more challenging dynamical problems 
that arise in adapting or competing environments. For 
this purpose we will study problems in game theory, in 
particular generalizations of the ideal rationality notion of 
Nash equilibrium on graphical games to the case of finite 
rationality of the agents.  Another direction is to include 
global constraints in the methods of message passing. An 
example of application is the graph bisection problem, 
important in load balancing in parallel computing. We 
will develop a message-passing algorithm for the graph 
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partitioning problem. This approach can be used to 
estimate the correlation between nodes and hence used 
within today’s best heuristic algorithms. 

Conclusion
We apply concepts from the statistical physics of 
disordered systems to problems of computer science, 
information theory and artificial intelligence. Insights 
coming from models and methods of statistical physics 
are fruitful in these domains and bring novel predictions, 
understanding and practical results. Our work concentrates 
both on development of theoretical methods and applying 
new methods to practical problems. The first is illustrated 
in our work on planted random ensemble and the study 
of energy landscape of hard optimization problem, the 
second in our work on particle tracking and the smart 
grid.  We plan to continue this line of research, some 
problems we want to study in detail in the next year is 
feeder line optimization in a smart grid, message passing 
approach to the graph partitioning problem, and statistical 
physics approach to game theory of agents with bounded 
rationality. 
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Introduction
Graphical models, also known as Bayesian networks or 
Markov random fields, are statistical models for complex 
systems of random variables represented as a graph. 
The nodes of this graph correspond to random variables 
while its edges denote statistical interactions among 
those variables. Graphical models have now come to 
play a central role in many computational fields such 
as image restoration, computer vision, information 
theory, statistical signal processing in oceanography 
and seismology and biological applications. However, 
optimal inference and estimation in these models is 
generally intractable for very large problems. This has 
driven research and development of principled yet 
tractable approaches to approximate inference for 
this rich class of models.  These approaches typically 
involve a distributed message-passing algorithm 
that serves to propagate information throughout the 
graph. The performance of these method, however, 
often suffers in graphical models, which exhibit strong 
long-range correlations. Handling such situations is 
precisely the goal of multi-scale methods such as the 
renormalization group method of statistical physics 
or the multi-grid method for solving large-scale linear 
systems. It is the aim of this project to develop a new 
class of algorithms that combine modern advances 
in approximate inference and appropriate multi-scale 
algorithms inspired mainly by the renormalization 
group method of statistical physics. Our basic strategy 
is to first consider equivalent reformulation of the 
inference problem as a multi-scale model by defining an 
equivalent graphical model depended on an extended 
set of variables including new auxiliary variables that 
can be used to represent large-scale interactions of the 
model. Then, recently developed variational methods 
can be applied in this extended model where the new 
auxiliary variables provide additional degrees of freedom 
to obtain a more accurate solution.

Benefit to National Security Missions
This project will support the DOE mission in Office of 
Science by enhancing our understanding of Inference 
and Optimization Techniques. Our multi-scale approach 

is relevant to long-range correlations and non-local 
measurements such as seismic or gravity inversion in 
geophysics, tomography, and radiography of all types, 
with several national security applications.

Progress
Our work thus far can be split into two areas: (1) 
advances in understanding of the belief propagation 
method in Gaussian and binary graphical models and 
improvements/corrections to this algorithm; and (2) 
new variational approaches to approximate inference 
in graphical models inspired by approaches such as 
Kadanoff’s “bond moving” renormalization group 
method in statistical mechanics. We discuss these two 
areas below.

Gaussian Belief Propagation
A Gaussian graphical model is a graphical model in which 
the joint distribution of all variables is Gaussian. Such 
models are specified by a sparse information matrix, 
which is the inverse of the covariance matrix. Inference 
in this model basically reduces to computing the 
determinant or the inverse of this information matrix. 
Belief propagation may be adapted to this problem to 
provide a fast, distributed message-passing algorithm 
to approximate the determinant or certain elements of 
the covariance matrix (e.g. variances of each variable). 
We have recently developed a deeper graphical 
understanding of this method [1]. Specifically, we have 
shown that the determinant is equivalent to computing 
a product over all orbits (closed, cyclic walks) in the 
graph and that belief propagation computes a particular 
subset of these orbits. This is useful to characterize the 
accuracy of belief propagation and also to compute 
corrections based on the missing orbits of the graph. 
In particular, we developed a method to efficiently 
compute all orbits up to a given length in certain sparse 
graphs such as grids which allows one to compute the 
determinant to any given accuracy with computational 
complexity growing only linearly in the number of 
variables.  We have also developed a method for fixing 
convergence of Gaussian belief propagation in graphical 
models where belief propagation is unstable [2]. This 
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involves using a modified model (in which the algorithm 
is stable) as a preconditioner of a simple iterative method 
to solve for the correct estimate in the original (unstable) 
problem.

Extension to Generalized Belief Propagation
We have extended this work to interpret generalized belief 
propagation in the Gaussian model [3]. Generalized belief 
propagation (developed by Yedidia, Freeman and Weiss) 
is based on a collection of larger regions of the graph. 
We have found that, depending on how these regions 
are chosen, this may lead to over-counting of orbits in 
the Gaussian case and can actually degrade the quality 
of approximation or cause the algorithm to become 
unstable. However, If the regions are chosen properly, 
so as to avoid over-counting of orbits, then generalized 
belief propagation can successfully capture a larger subset 
of orbits of the graph, and thereby leads to improved 
inference in the Gaussian model. 

Extension to Binary Graphical Models. More recently, we 
have begun to apply many of these methods developed for 
Gaussian graphical models to analyze belief propagation 
in the context of graphical models having binary variables 
(e.g. where each node’s variable has two states such as 
{0,1} to denote “bits” in information theory or {-1,+1} 
to denote “spins” in statistical physics).  This is based on 
earlier works on planar graphs where several methods 
have been developed to reduce inference in these 
models to computing either a determinant (Kac, Ward; 
Feynman; Sherman) or a Pfaffian (Kasteleyn; Fisher), both 
of which can be computed using Gaussian elimination.  
In fact, the Kac-Ward method was shown by Feynman 
and Sherman to be equivalent to evaluating a signed, 
non-backtracking orbit-product of the graphical model.   
Although these methods are only valid in planar graphical 
models, our recent work has shown that these concepts 
are nonetheless relevant to analyze belief propagation 
in general (non-planar) binary-variable models.  The 
key idea is to reformulate BP as inference in a planar 
cover of the graph (similar to the usual “computation 
tree” interpretation of belief propagation).  By applying 
those earlier methods for planar graphs to this planar 
cover representation of binary BP, we essentially obtain 
a “Gaussian” representation of binary BP.  We are 
currently exploring the implications of this new view of 
belief propagation in binary variable models and expect 
it to yield information about the convergence and error 
properties of binary BP.

Variational Renormalization-Group Method
 Kadanoff introduced a method called bond- moving for 
theoretical analysis of critical phenomena in lattice models 
of statistical mechanics. This involves iteratively coarse-
graining to compute upper-bounds to the free energy 
of the model. First, one modifies the model by moving 
some interactions of the lattice to parallel edges so as to 
produce a sparser lattice model with some interactions set 

to zero and others being made stronger. Kadanoff shows 
that this operation can only increase the free energy. 
Next, one performs decimation in this thinned model  so 
as to produce a coarse-grained model on a sub-sampled 
lattice. One then analyzes the effect of iterating this 
coarse-graining operation to study critical phenomena of 
the model. We have shown that Kadanoff’s method can 
be reinterpreted as an instance of the recently developed 
method of convex-decomposition of graphical models. 
This framework, pioneered by Martin Wainwright, allows 
approximation of the intractable model in terms of 
tractable models defined on sub-graphs (such as spanning 
trees of the graph). In our new interpretation of Kadanoff’s 
method, one performs this relaxation to more tractable 
graphs in stages rather than all at once: at each stage the 
lattice is approximated as a convex combination of models 
defined on coarser lattices. This new view of Kadanoff’s 
method actually allows us to generalize his approach 
to inhomogeneous lattice models, or even to general 
graphical models defined on other graph structures 
beside lattices. In the most general formulation of the 
method, which we call variational decimation, we allow for 
elimination of one variable at a time with each elimination 
step being following by a convex relaxation step to upper-
bound the free energy. We find that this leads to a global 
convex optimization problem that is tractable to solve 
using modern methods for convex optimization.

Future Work
We will develop a new class of approximate inference 
methods which blend recently developed variational-
combinatorial approaches from the graphical modeling 
literature with a multi-scale approach inspired by 
renormalization group theory in statistical physics. 
Inference in the graphical models can be reduced to 
computation of the log-partition function, also known 
as the cumulant generating function in statistics. Hence, 
we will focus our efforts on developing a multi-scale 
variational method to approximate the log-partition 
function. This will combine three key elements: (1) 
combinatorial methods to decompose the log-partition 
function as a sum of interactions defined on subregions 
of varying size, (2) a multi-scale method to approximate 
complex multi-variable interactions from a coarse-scale 
representation of the field, and (3) variational methods to 
improve the quality of approximation by optimizing over all 
reparameterizations of the model. This approach is similar 
to multi-grid methods in linear algebra, but differs in that 
we also address non-linear models and pose a single, 
global optimization criterion based on “re-summing’’ 
effects across multiple scales.

Conclusion
It is expected that by combining the multi-scale method 
with modern computational heuristics for graphical 
models, such as belief propagation and other variational 
methods, we can achieve improved performance (both 
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better accuracy and faster convergence of distributed 
iterative algorithms) in those most challenging applications 
where current methods either fail or are inaccurate. This 
will then be an important advance for solving a wide range 
of challenging computational problems in science and 
engineering.
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Introduction
Controlling quantum states is an exciting possibility 
for engineering and computer science. Because 
quantum systems are hard to simulate on conventional 
computers, computers that use quantum coherence 
should be more powerful than their usual counterparts. 
For example, fast quantum algorithms exist for factoring 
numbers, for algebraic and optimization problems, and 
for simulating physical systems. Quantum noise is an 
obstacle for building a quantum computer. One way to 
fight noise is error correction. The quantum capacity of 
a noisy process is the amount of quantum data that can 
be protected from many transmissions affected by the 
noise. Classical capacity is defined similarly. Calculating 
these capacities from a description of the noise is an 
open problem. Another proposal to fight noise tries 
to build materials with topological order, as they are 
believed to have noise-resistant excitations that could 
be used to build a quantum computer.  Topological 
order appears in the quantum Hall effect and may play 
a role in other materials such as high-temperature 
superconductors.  Jon Yard will determine the quantum 
and classical capacities for practical noise models and 
will seek better theoretical understanding of quantum 
capacity. He will use quantum information concepts he 
has developed to study physical systems with topological 
order and how they can be used to protect quantum 
information. He will find new algorithms for solving 
hard problems on a quantum computer and will build 
mathematical tools to determine the ultimate power of 
quantum computation.

Benefit to National Security Missions
Understanding how quantum information processing 
can promote, or jeopardize, security, supports Threat 
Reduction.  Quantum information helps understand 
properties of matter, such as superconductivity, bearing 
on materials and device design for the Energy and Office 
of Science missions.  Long-term leadership in cutting-
edge computation supports all Laboratory missions.

Progress
Jon Yard published a paper this year in IEEE Transactions 
on Information Theory, with Igor Devetak from the 
University of Southern California, containing the 
mathematical details of his previous work that describes 
quantum correlations between many systems. He 
is exploring connections between this result and 
a known measure of topological order known as 
topological entropy.  Together with Matt Hastings, who 
is formerly from Los Alamos and is now at Microsoft 
Research, he has identified one such connection by 
determining how hard it is to build a topologically 
ordered state with a quantum computer.  He has also 
found another interpretation of the topological entropy 
as the amount of quantum information needed to 
move parts of a topologically ordered state between 
different configurations.  For this, he is generalizing a 
certain technical tool used in information theory, so 
that it can apply to the sort of excitations that happen 
in topologically ordered systems.  He also continues 
his research on channel capacities by building on his 
earlier result with Graeme Smith from IBM Research 
Laboratory, which was published in Science in 2008.  
This work showed that there are pairs of quantum 
channels that are too noisy to be used alone for 
quantum communication, but that can nevertheless 
be useful together (Figure 1).  He gave several talks on 
this result during the past fiscal year at the Canadian 
Mathematical Society meeting, at the Young Researchers 
Conference (Perimeter Institute), at the Information 
Theory and Applications Workshop (U.C. San Diego) 
and at the SQuint Workshop.  He will also be awarded 
the prestigious Pat Goldberg Memorial Best Paper 
Award for this work, which is given to the best scientific 
papers each year from within all of IBM Research.  He 
has continued working with Smith to determine why 
quantum channels can be more useful together.  He 
has found that this is because quantum noise becomes 
correlated when certain types of quantum data are 
input. Besides making this idea more precise, he is trying 
to use it to develop better quantum codes.  Finally, with 
collaborators Leonid Gurvits (from Los Alamos) and 
Cris Moore (from the University of New Mexico and 
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the Santa Fe Institute), Yard has been using tools from 
geometry, mathematics, and the study of symmetry to 
determine the power of classical and quantum computers.

Figure 1. Two quantum channels can be more useful together 
than apart.

Future Work
Jon Yard’s Science paper showed that quantum capacity 
could be much larger than expected for some types of 
noise, and perhaps should be replaced with a more general 
concept.  This suggests that a generalization of channel 
capacity describing how channels combine is needed. Yard 
will work toward developing such a generalization. He 
will also determine capacities for practical noise models.  
He will also continue work on relating his description of 
quantum correlations to the topological entropy. Yard will 
develop new algorithms for solving hard problems on a 
quantum computer. These include computing topological 
invariants, such as whether a knot can be untied without 
cutting, implementing Fourier transforms over new types 
of groups, and simulating physical systems. He will also 
find ways to efficiently perform certain measurements with 
a quantum computer, leading to practical coding schemes 
and providing key subroutines for classes of quantum 
algorithms.

Conclusion
Determining the quantum capacity of quantum channels 
will help in developing designs for reliable quantum 
computers and in improving quantum methods for secret 
key distribution. Yard’s work on classical capacity could 
provide methods for achieving higher data rates in existing 
free-space and fiber optical networks. The algorithms 
he will design will help us understand whether and how 
one might design public-key cryptographic systems (e.g. 
for e-commerce, banking, and authenticated digital 
communication) resistant to quantum code-breaking. 
New algorithms, and theoretical concepts form quantum 
information, could help understand the properties of 
physical systems, for example, materials properties 
important in energy efficiency engineering.
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Abstract
In this work, we investigated the connectivity, coverage, 
and self-organization of wireless ad hoc and  sensor 
networks. While a routing protocol for efficient data 
dissemination was also investigated, the focus was 
mainly on the design and impact of  mobility on the 
topology, connectivity, security, and event detection 
capability of  wireless sensor networks.

Background and Research Objectives
Wireless sensor networks have found various application 
venues in environmental monitoring, health monitoring, 
target tracking in hostile situations, etc. Especially, 
in the case of monitoring physically inaccessible or 
dangerous areas for humans to enter, such as wildfire 
tracking, glacier or volcano monitoring, liveliness 
detection in emergencies or hazardous material 
tracking, use of wireless sensor networks is expected 
to increase tremendously. Due to the inaccessibility of 
the geographical areas in these applications, the sensor 
nodes either need to be dropped forming a random 
static network or mobile robots equipped with sensors 
are needed to be deployed.  

Scientific Approach and Accomplishments
First, a topology-dependent mobility model was 
proposed to improve the connectivity of a static wireless 
network overlaid by a small-size mobile network. The 
model took into account the degree of the nodes in 
the network and it is assumed that a mobile node 
moves toward higher degree nodes with a higher 
probability. The performance of the model was studied 
in the presence of node failures and it was shown 
that ingesting a few number of mobile nodes over the 
wireless network is very beneficial and the deployed 
network can continue to operate even with more than 
30% node failure. 

 

Next, the impact of mobility on the security of a hybrid 
(i.e., static and mobile) and pure mobile wireless sensor 
network was studied. With the emergence of computer 
worms that can spread over air interfaces, wireless ad 
hoc and sensor networks can be vulnerable to node 
compromises even if the deployed network is not 
connected to the backbone. Depending on the physical 
topology of the wireless network, even a single infected 
node can compromise the whole network. It is shown 
that the epidemic spread threshold and size depend on 
the physical topology of the underlying wireless network 
as well as the mobility model employed by the infected 
mobile nodes. More specifically, results showed that in 
a fully-connected wireless network targeted attacks are 
more effective, whereas for a random topology random 
attacks can be sufficient to compromise the whole 
network. 

 

Finally, the impact of mobility on the event detection 
performance of wireless networks was studied. If the 
event to be detected by the sensor network is of time-
critical nature, the coverage of the network should be 
sufficiently high to be able to respond to the detected 
event in a timely manner; such as wildfire monitoring 
or liveliness detection under rubble in case of an 
earthquake, where the emergency personnel work 
against the clock. In such cases, using a mobile sensor 
network would be highly beneficial both in terms of 
event detection and utilization of the available system 
resources. To this end, a coverage-based, cooperative 
mobility model was proposed to improve event coverage 
in wireless sensor networks without prior knowledge of 
the physical topology and by using only local topology 
information. An empirical study was conducted to test 
the performance of the proposed model, where a finite-
duration, stationary (such as a live body under rubble) 
or mobile event (such as a moving target) is assumed 
to occur at a random location in the geographical area 
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to be monitored.  It was shown that the coverage-based 
mobility model consistently results in a better performance 
than the other mobility models and the desired event 
detection probability could be achieved by the minimum 
number of nodes estimated by the analysis.  

Impact on National Missions
The work supports the development of smart systems 
of miniature deployed sensors, with applications to 
environmental monitoring, urban warfare, assessing 
the status of safeguarded nuclear facilities, and border 
defenses, to name just a few of the national security 
applications. As a result of Evsen’s work, we have a better 
understanding of protocol behavior in sensor networks.
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Introduction
This LDRD project is developing a magnetically driven 
cylindrical confinement system for the creation of 
a small region of material at extreme density and 
temperature. Using a low cost multi-MA electrical 
current source, an aluminum cylinder will be driven 
radially inward until it impacts on a series of nested, 
less massive gold shells whose purpose is to provide a 
very high velocity innermost gold shell. The velocity of 
this last shell will be at a level where further impact on 
an object in the center will produce a region in which 
material conditions are sufficient for many types of 
physics studies not currently possible in the laboratory. 
The system being developed in this LDRD project has a 
broad range of potential applications. It utilizes the fact 
that the final velocity of a small mass impacted by a 
larger mass can exceed the impact velocity by as much 
as a factor of two in a single collision. It is possible to 
use several sequential collisions to produce an object 
moving much faster than the original source object. In a 
cylindrical geometry, this process can use an aluminum 
shell imploding at several km/sec, using multiple 
cylindrical collisions, and produce a gold shell imploding 
at a velocity in excess of 200 km/sec. In addition to 
creating a high energy density platform for boost physics 
studies in the central region of the final gold shell, such 
a system provides a cylindrical configuration for the 
study of nuclear fusion. The conditions achieved would 
be similar to those created in a spherical capsule at the 
National Ignition Facility under the Inertial Confinement 
Fusion program, and could provide an inexpensive 
complement to the study of fusion at large laser 
facilities.

Benefit to National Security Missions
The tie to the nation’s energy needs lies in the 
application of the system to studies of ICF fusion as 
an alternative tool  in the national grand challenge of 
ignition. The tie to weapons physics is classified, and is 
therefore in the vault

Progress
Following a midterm review in May 2008, this LDRD 

project made a switch from being heavily computation- 
and theory- oriented studying the feasibility of 
magnetically driven multi-shell cylindrical implosions 
for stably attaining very high velocities, over to design 
and execution of proof of concept experiments. The 
resulting design of a 25-35 MA cylindrical multi-shell 
implosion system was first fielded in August 2009 (shot 
MS-0).  MS-0 utilized an high explosive pulsed power 
(HEPP) magnetic flux compression generator (FCG) to 
drive 36 MA into a static load to test the current source 
and load delivery systems. The FCG  uses a coaxial metal 
transmission line with  inner and outer conductors 
through which a 3 MA seed current (Iseed) flows to 
establish the initial  magnetic flux in the void between 
conductors. By explosively reducing the void volume, the 
magnetic flux is compressed to a much higher value. This 
causes the generator current to increase from Iseed up a 
peak current equal to  Iseed * ln((R1-Rs)/(R2-Rs)), where Rs 
is the inside radius of the outer conductor, R2 is the final 
outer radius of the inner conductor, and R1 is the initial 
radius of the inner conductor before the high explosive 
inside it causes it to expand outward. This ratio reached 
approximately 60 in MS-0, resulting in a current increase 
from 3.3 MA up to 36 MA. The 54” long, 18” diameter 
“Ranchero” FCG used had unique active switching. One 
switch isolated the load region from the FCG during 
the time period when the generator was being seeded 
with its initial magnetic flux.  (A  seed current circuit in 
parallel with the load circuit feeds this flux.) A second 
set of switches removed the seed current circuit at the 
same time the load was connected to the generator. 
This eliminates an energy loss that would reduce the 
efficiency of energy transfer to the load. The initial load 
isolation removes a potentially deleterious current from 
running through an imploding liner prematurely. Such 
isolation is needed to insure the best integrity of the 
liner at the start of the main drive current pulse and the 
most optimal final implosion of the liner. This first test 
verified the successful operation of the drive system. 
Figure 1 shows a cutaway model of the entire system 
used in MS-0. Figure 2 shows an overlay of the generator 
current (black curve) and the load current (red curve) 
which will drive the imploding liner on subsequent 
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shots, showing successful load switching at ~ 90 us.

Figure 1. Cutaway model view of the Ranchero generator and 
load assembly used during the MS-1 system test.

Figure 2. Current waveforms from MS-1 showing the generator 
current (black) and load current (red), verifying successful load 
connection at ~ 90 microsec.

Several items were successfully tested during MS-0:

As anticipated FCG operation resulting in a 36 MA 1. 
output current to drive the load.

Active connection between the generator and the 2. 
load, on command, to avoid deleterious early time 
current in the load.

Active removal of the parallel seed current circuit, on 3. 
command, thus removing an energy loss mechanism 
that would reduce available load energy.

Design validation of two 36 MA current joints used to 4. 
couple the generator current to the load region.

Verification of electrical breakdown free operation of 5. 
all power flow components.

Active interrogation of the motion of metal walls in the 6. 
conductors carrying current to the load, during current 
delivery. This is the first time such motion has been 
measured unambiguously. The diagnostic used will 
measure the imploding shell velocities on subsequent 
shots. The technique used allows measurement at 
velocities up to 20 km/sec, with extensions up to 200 
km/sec after a modification of the detection system. 

While MS-0 was a functional system test for the most part, 
it also tested the primary shell velocity diagnostic that will 
be used on subsequent implosion shots. The first implosion 
shot (MS-1) will implode two Al liners in two adjacent 
cavities using a common drive current from the switched 
FCG. One cavity will have only the Al and should attain a 
velocity of order 7 km/sec for the Al inside surface prior to 
stagnation after compressing the air inside the liner. The 
second cavity will have the same Al liner but add a set of 
three Au shells inside it, with plastic cushions between 
the Au shells to control kinetic energy transfer efficiency 
and instability growth. This liner set is expected to attain 
a velocity of order 13 km/sec on the inner surface of the 
last Au shell. The inside surface velocity in both cavities 
will be measured by the technique tested in MS-0. MS-1 is 
expected to take place in Nov. 2009.

Future Work
The project is developing the electrical and mechanical 
techniques required to take energy from a high current 
source (30MA with 100 us duration) and utilize it to create 
an Al shell moving radially inward at a velocity approaching 
10 km/sec. Subsequent collisions with cushioned, less 
massive Au shells will sequentially increase that velocity 
into the 100-300 km/sec range.  In effect, the cylindrical 
system of nested shells acts as the mechanical analog 
of an electrical pulse compression system capable of 
increasing power at the expense of energy. Velocities of 
moving metals such as Au in that range become useful 
for ICF implosions in a cylindrical geometry, providing 
an alternative platform for fusion studies. This platform 
can also be useful to study other physics issues that are 
classified. Such physics issues are covered by descriptions 
in the vault.

The task to be completed is the design and demonstration 
of a velocity multiplier system driven by a high explosive 
pulsed power high current generator. The final goal is the 
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demonstration of current extraction from the generator 
into the load assembly, velocity multiplication within 
the load assembly, and the ability to accurately simulate 
the experiments with existing MHD and radiation-
hydrodynamics codes available at LANL. Follow on work 
will then utilize those codes for design of experiments 
in relevant areas using the platform developed under 
this project, as well as perform such experiments. Those 
experiments will reside within the center of the last shell 
driven by this platform.

Conclusion
Expected project result: proof of current driven velocity 
multiplication in a cylindrical geometry for applications 
requiring extreme pressures, densities, and temperatures.

In an Inertial Confinement Fusion context, this project will 
provide a current driven platform for creating a Au pusher 
having an inner surface velocity in the 100-300 km/sec 
range, comparable to that of the  inner surface of a NIF 
ICF capsule. As in a laser driven ICF spherical capsule, DT 
fusion reactions can be created inside such a shell. The use 
of a high velocity gold pusher theoretically allows the DT 
to reach ignition with a lower invested energy per unit DT 
mass than is the case in the more common plastic or Be 
single shell NIF point design.  This allows the system to be 
used for studies of alternative ignition modes in ICF.

In addition, there are classified expected results in the 
vault.
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Introduction
We are refining the analysis of existing underground 
test data, improving explosion code calculations, and 
delivering new nuclear cross section measurements.   
New scientific developments are needed that go beyond 
the currently baseline weapons physics program, in 
order to fully utilize the information contained within 
the irreplaceable archival underground test (UGT) data.  
Our main thrust is to combine neutron pinhole imaging 
and refined arsenic radiochemistry diagnostics to provide 
new constrains on weapons code simulations. Once 
delivered to the weapons program, these tools will 
improve our understanding of weapons performance.  
Advanced science from LDRD projects has contributed 
to the understanding radiochemistry in the past. This 
project takes the next step. Using the isotope production 
facility at Los Alamos Neutron Scattering Center (LANSCE), 
we will produce radioactive targets of 73As (80 day 
half-life) and 74As (18 day). These targets will be used 
to undertake first-of-their-kind neutron-induced cross 
section measurements that are needed to improve the 
interpretation accuracy of the 73As/74As radiochemistry 
diagnostic data.  The new cross section measurements 
are challenging because we use radioactive targets, 
which complicate the detection of the actual reactions 
of interest.  Many of the experiments will be done in 
collaboration with scientists from several universities that 
are separately supported through the NNSA Stewardship 
Science Academic Alliance (SSAA) Program.  Finally, this 
work also helps in the training of new scientists and 
radiochemists that will benefit the stockpile stewardship 
program in the long run, as well as our evolving needs in 
threat reduction and nuclear forensics.

Benefit to National Security Missions
This project will support the DOE / NNSA mission in 
nuclear weapons by enhancing our understanding of 
weapons performance and by improving our predictive 
capability on which the certification of the US nuclear 
stockpile is currently based.   In particular, this work builds 
upon, enhances, and brings together several essential 
Laboratory core capabilities to focus on a key problem 
that currently limits our simulation codes from being fully 

predictive.  This project also advances new radiochemical 
and nuclear science capabilities to undertake forefront 
nuclear measurements, which are of fundamental as well 
as, applied interest.

Progress
Good progress has been made on this project during 
the last year.  The project was favorably reviewed by 
a committee of scientists from Lawrence Livermore 
National Laboratory and Los Alamos National Laboratory 
who meet in early June 2009, at the mid-point of this 
three year project.  However, the report of the committee 
and most of the details about this project is of a classified 
nature, so only the unclassified highlights of this project 
can be reported here.  The LDRD office has a copy of 
the classified committee report as well as additional 
information about this project on file.

During the past year, three UGT events have been re-
analyzed and simulated using explosion code models.  
The archived prompt neutron pinhole image and neutron 
leakage data have been re-analyzed to provide new 
information about these events.  A special emphasis 
has also been placed on understanding the arsenic 
radiochemical data.  A new nuclear reaction production 
and destruction library for arsenic has been prepared and 
used in the explosion code simulations.  Progress has also 
been made in undertaking the measurement of three 
key nuclear reactions that effect the interpretation of 
the 73As/74As radiochemical diagnostic data.   These are 
very challenging, first-of-a-kind measurements involving 
radioactive targets of 73As (80d) and 74As (18 d).  During 
the past year these radioisotopes have been produced 
by irradiating a germanium target with protons at the 
LANSCE isotope production facility (IPF).  Curie amounts of 
these arsenic isotopes were produced at the IPF and then 
chemically separated and made into experimental targets 
using our hot cell facilities at TA-48.  In July we undertook 
the first measurement of the 74As(n,p) reaction using the 
lead slowing-down spectrometer located at  the weapons 
research facility at LANSCE.   This data is currently under 
analysis.  Additional measurements are planned for 2010.  
Improved Hauser-Feshbach calculations for other reaction 
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channels that cannot be measured have recently been 
performed.  This new information will be incorporated into 
the arsenic reaction library in the near future and additional 
simulations will then be performed.

In short, this project involves a multi-disciplinary effort with 
a wide variety of scientists from several different research 
Divisions at LANL.  The good progress that we have made 
has also attracted the interests of LLNL and AWE scientists 
who are studying similar issues and we are forming new 
collaborations with them to further advance this research.  
We also continue to work closely with several universities 
supported through the NNSA / SSAA program to undertake 
new experimental measurements.

Future Work
The project addresses the Laboratory’s Grand Challenge 
“fundamental science underlying nuclear performance of 
our stockpile stewardship mission.”  The concept of the 
project is to advance our understanding of the key processes 
by constraining weapons simulations using existing UGT 
radiochemistry and prompt diagnostic archived data.  New 
cross section data on arsenic radioisotopes will be measured 
at LANSCE and Triangle Universities Nuclear Laboratory in 
North Carolina.  Theory will provide other cross sections 
that cannot be measured to improve the interpretation of 
radiochemical diagnostic data.

This project will advance a unique combination of arsenic 
radiochemistry and prompt diagnostics data to constrain 
and improve weapons simulations and to better understand 
performance.  This R&D involves the non-trivial production 
of radioactive targets of various arsenic isotopes; the 
undertaking of three state-of-the-art nuclear cross-section 
measurements for the 73As(n,gamma), 73As(n,2n), and 
74As(n,p) reactions; a reliance on nuclear theory to predict 
cross sections for other arsenic production and destruction 
network reactions that can not be measured at this time; 
a re-analysis of high-resolution prompt (PINEX and NUEX) 
diagnostics from the UGT archived database; and integrated 
simulations of a selected set of UGT events.  Additional 
information is contained in the classified LDRD files.

This project involves scientists from several different 
Divisions at the Laboratory - C, LANSCE, P, T, and X.  The cross 
section measurements will also be done in collaboration 
with scientists from Duke University, the University of 
North Carolina, and North Carolina State University.  The 
cross section measurements will be published in the open 
literature.

Conclusion
If successful, this project will have a high impact on our 
stockpile stewardship mission, significantly improving our 
understanding and predictive capability of performance.  
This project involves the non-trivial production of radioactive 
targets; the undertaking of three state-of-the-art nuclear 
cross-section measurements; a reliance on nuclear theory 

to predict cross sections for other reactions that can not be 
currently measured; a re-analysis of high-resolution prompt 
diagnostics and radiochemical diagnostics from our archives 
of underground tests; and the simulations of a selected set 
of UGT events using advanced simulation codes.
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Introduction
We are creating the technology for the world’s 
first integrated global grid of persistent monitoring 
telescopes and rapid response follow-up telescopes in 
order to find and to interrogate the optical light from 
space objects and cosmic explosions.  Our project 
integrates Information Science, Robotic Instrumentation, 
and Distributed Sensor Network technology into a 
full, end-to-end, globally distributed search engine 
for persistently monitoring the night sky. This fully 
autonomous robotic network will feed its observations 
back to real-time decision engines, pose new questions 
for interrogation, conduct triage, and optimize 
the network hardware configuration for real-time 
knowledge extraction.  Our grid of Thinking Telescopes 
is designed to observe the full night sky searching for 
optical transients, simultaneously monitor more than 
10 million persistent sources, recognize anomalous 
behavior, select targets for detailed interrogation, and 
make real-time, follow-up observations---all without 
human intervention. This challenging goal is only within 
our reach because of significant LANL achievements in 
robotic instrumentation, distributed networks, artificial 
intelligence, advanced database technology, and time-
domain astrophysics. The principal focus of our scientific 
effort is developing an understanding of Nature’s most 
powerful explosions, Gamma Ray Bursts (GRBs). But, the 
tools and methodologies developed on this project have 
general applicability to areas of Defense, Intelligence, 
and Homeland Security, and have direct applicability to 
specific problems in Space Situational Awareness.

Benefit to National Security Missions
This project will support DOE missions by developing 
a new paradigm employing robotic, distributed, 
instrumentation for situational monitoring. The tools 
and methodologies developed  will have general 
applicability to areas of Defense, Intelligence, and 
Homeland Security, and have direct applicability to 
specific problems in Space Situational Awareness 
and ubiquitous sensing. The bulk of our effort on this 
project during the last eighteen months has been 
devoted to the development and demonstration of 

technology for a modern, paradigm shifting, approach 
to Space Situational Awareness—an area of growing 
importance to the Nation and one of the Global Security 
Directorate’s  highest-priority areas.  Our project is 
a “flagship” effort that is being successfully used to 
demonstrate new approaches to Space Situational 
Awareness (SAA).  

Progress
We completed the construction and began 
commissioning of RAPTOR-K (Figure 1). RAPTOR-K 
is a wide-field, persistent optical monitoring array 
with unprecedented capability. It is composed of 
16 wide-field telescopes carried on a single rapidly 
slewing mount. Each telescope has a 2Kx2K E2V back-
illuminated CCDs at the focal plane and has a 3-sigma 
limiting magnitude of R~16th magnitude in 30 seconds.  
Altogether the 16 telescopes have an instantaneous 
field-of-view of ~1,000 sq-degrees. In normal operation, 
the array is capable of patrolling the full visible sky 
above 20 degree elevation on 6-minute circuit. It is 
roughly 30 times more sensitive than any other full 
sky optical monitor capable of finding transients 
with durations measured in minutes. This system is 
a fully autonomous robot and runs without human 
intervention. 

Figure 1. The RAPTOR-K telescope array.

To optimize the response for a global network of 
telescopes it is essential to monitor the transparency 
conditions for the full sky at each site. We designed, 
tested, and deployed a new system called RQD2 
(Raptor-Q/demonstrator-2), which is fully autonomous 
and easily deployable to remote locations around the 

Global Monitoring of the Sky with Thinking Telescopes: Finding and Interrogating 
Cosmic Explosions

W T. Vestrand
20080039DR



632

World. It is a small portable robotic observatory (Figure 
2) developed for the purpose of real-time sky condition 
monitoring that also has the capability to detect bright 
astronomical transients.   RQD2 consists of five wide 
field telescopes that, altogether, simultaneously view 
14,500 square degrees---approximately 90% of the sky 
above 12 degrees elevation.  The limiting sensitivity of 
the RQD2 system for a 10 second exposure is R≈10th on 
a clear, moonless, night.  The system normally detects 
about 55,000 objects in each set of exposures. Using 
those measurements our real-time photometry pipeline 
and machine learning algorithms are able assess the 
conditions over the full sky every 20 seconds  That 
information can then be feed back into the network to 
help task observations by the narrow field telescopes at 
that site as plan the tasking of time critical observations 
throughout the global network.   These RQD2 nodes, 
which will be deployed around the world, will provide 
essentially continuous monitoring of the full sky at each 
site and detect a variety of objects including variable stars, 
asteroids, and  bright explosive transients.  Each week a 
single RQD2 system takes about 18,000 images of the sky 
corresponding to about 0.3 TBytes.  Our first RQD2 system 
began normal operations on March 9, 2009.  

Figure 2. The RQD2 portable sky monitoring observatory.

We also completed the construction of a RAPTOR-T 
telescope and enclosure that is modified for a deployment 
in Northern Australia. RAPTOR-T is an array of four co-
aligned 0.4-meter telescopes deployed on a rapidly slewing 
mount that is capable of slewing to point anywhere in the 
visible sky to begin imaging in less than ten seconds. Each 
telescope uses a CCD with a 1024x1024 back- illuminated 
E2V chip and images through a different (clear/VRI) filter.  

The cameras are synchronized to provide simultaneous 
multi-color measurements with a R-band sensitivity of  
~19th magnitude in 60 seconds. The telescope array and 
enclosure are now complete and awaiting shipment to 
Australia.

Fully autonomous operation is a key feature of our system.  
An ability to delegate increasingly complex data analysis 
and decision making tasks to machines (software agents) 
is the key to success in this area.    We have developed an 
approach that employs state of the art Machine Learning 
(ML) algorithms to dramatically simplify the problem of 
finding optimal decision boundaries in high dimensional 
feature spaces.  We focused on supervised learning 
techniques that require training by a human analyst prior 
to application on new data, but generally are more mature 
and offer better performance.  To that end, we developed 
a software framework that enables us to quickly extract 
new features from a standard set of our data products and 
evaluate (cross-validate) the performance of candidate ML 
classifiers over a range of models and parameters.  Support 
for feature selection allows us to explore alternative 
feature spaces by weighting the relative importance of 
each dimension in the input data.  Our ML tool set has 
been integrated into the software package that can be 
rapidly deployed to a new node on the network.

 We also developed a mechanism for efficient search and 
retrieval of RAPTOR data that is distributed throughout the 
global network.  This was challenging because the physical 
location of required imagery, or even knowledge of which 
image supports an event in question, is often unknown.  
We developed an approach, called RAPSTER, that leverages 
design patterns and lessons learned from the public 
internet peer to peer file sharing community.  As each site 
node processes imagery it reports to a RAPSTER database 
which constructs temporal and spatial indexes of available 
imagery.  This database is then capable of constructing 
a list of imagery which intersects an arbitrary region of 
interest across the celestial sphere, optionally filtered by 
time.  A request is then submitted to a distributed storage 
mesh for each required image.  The mesh decides which 
location holds the desired image and streams it back.

A scientific highlight was our analysis of the observations, 
collected by eight of our telescopes, of a spectacular 
cosmological transient that for a few seconds was bright 
enough to be visible to the “naked eye”. This bright optical 
flash was generated by  a gamma-ray burst (GRB 080319B)  
at a distance of about 7.5 billion light years, making it the 
most luminous optical object ever detected by humankind. 
The comprehensive sky monitoring and multi-color optical 
observations collected by our telescope network enabled 
unpredicted observations of the development of the 
explosion and the afterglow in the minutes before, during, 
and after the stellar collapse. The unmatched dynamic 
range of our network allowed us to measure the evolution 
of the extremely bright transient over more than 12 
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magnitudes and measure properties that are normally not 
detectable.

Another key scientific accomplishment came from our 
study of the early afterglows from all GRBs with measured 
distances.  We found that the temporal behavior of 
the early optical afterglows can be divided into four 
morphological classes: fast-rising with an early peak, slow-
rising with a late peak, flat plateaus, and rapid decays since 
first measurement. We found that the fast-rising optical 
afterglows display correlations among peak flux, peak 
epoch, and post-peak power-law decay index. This can be 
understood if we are seeing structured outflows off-axis. 
We also found that the afterglows with plateaus and slow-
rises show a similar correlation between peak flux and 
peak time. That correlation can also be explained by the 
same model, if the observer is farther from the event axis 
than for the fast-rising afterglows or with a longer lived 
injection of energy and/or ejecta in the blast-wave.

Future Work
The primary focus of our final year of research will be the 
application of our technology to the persistent monitoring 
of  objects in the night sky.  Our goals are:  

Deploy a Thinking Telescope node at a location 1. 
more than 3,000 miles from LANL and demonstrate 
the ability to autonomously hand-off and maintain 
monitoring of an  object from site to site;

Quantify the space object measurement  accuracy and 2. 
system sensitivity; and

Develop an independent record of the behavior of 3. 
variable sources in the night sky and demonstrate the 
ability to trigger on important changes.

Conclusion
We will demonstrate a new approach to dynamic 
monitoring of the full night sky that has important 
applications to Space Situational Awareness and well as 
basic astronomical research.   Our telescopes, the world’s 
most powerful for finding and exploring changes with 
durations measured in seconds, are allowing us to probe 
the nurseries of the first black holes as well as detect 
extreme stellar flares and novae, unpredicted encounters 
with solar system objects, and find the nearby supernovae 
needed to calibrate estimates of dark energy in the 
universe.
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Introduction
The solution to the global energy challenge requires 
revolutionary breakthroughs in areas such as the 
conversion of solar energy into electricity. One such 
breakthrough is high-efficiency generation of multiple 
electron-hole pairs (excitons) from absorption of single 
photons known as carrier multiplication (CM). For more 
than 20 years it has been recognized theoretically that 
such a process has the potential to significantly increase 
the power conversion efficiency of photovoltaic devices 
via an enhanced photocurrent for a fixed photovoltage. 
In 2004, using a novel experimental approach, we 
discovered that semiconductor nanocrystals (NCs), in 
distinction from bulk materials, undergo this process 
very efficiently within the range of solar photon 
energies. In this project, we conduct theoretical and 
experimental studies of the fundamental physics of 
CM and relevant phenomena (e.g., charge and exciton 
extraction from the nanocrystals) that will ultimately 
lead to the development of novel principles, materials, 
and architectures for making use of this process in 
practical photovoltaic technologies. Specifically, to 
identify the factors that control the energy onset and 
the efficiency of multiexciton generation, we perform 
detailed studies of the CM mechanism in nanoscale 
semiconductors. Further, we test the CM performance 
of elongated nanocrystals (quantum rods) and quantum 
wires because these two types of nanostructures have 
good transport properties and are readily incorporated 
into devices, which could simplify practical realization of 
photovoltaics utilizing multiexciton generation.  Finally, 
we investigate energy- and charge-transfer processes in 
engineered energy-gradient structures in the context of 
extraction of multiple charges produced via CM from the 
nanocrystals.

Benefit to National Security Missions
This project directly supports DOE mission in Energy 
Security, specifically, in areas of alternative energy 
sources and energy efficiency. The proposed studies 

also address several critical research areas relevant 
to LANL challenges in  “Carbon-Neutral Energy” and 
“Design, Synthesis and Properties of Photoactive 
Nanostructures.”

Progress
During FY2009, our work in this project has focused 
in the following areas: (i) CM and competing process, 
and specifically, the role of photocharging, (ii) synthesis 
and spectroscopic studies of Ge NCs, (iii) the effect 
of three-dimensional confinement on carrier-carrier 
interactions in indirect-gap semiconductors, and (iv) 
exciton transfer in semiconductor nanowires probed 
by single-nanostructure spectroscopy. These studies 
resulted in 10 papers including 3 Phys. Rev. Lett.,  a 
feature article in Acc. Chem. Res., 2 J. Am. Chem. Soc. 
publications, 2 Phys. Rev. B reports, etc.;  3 more papers 
have been submitted. Our studies have been presented 
in numerous conference talks, including 11 invited 
presentations at important scientific forums such as 
March APS 2009 Meeting, Annual ACS 2009 Meeting, 
Gordon Research Conference on Nanoclusters and 
Nanostructures, Annual OSA 2009 Meeting, Topical OSA 
Meeting on Nonlinear Optics, Conference on Excitonic 
Phenomena in Semiconductors, etc. The work conducted 
in this project helped in the preparation of the LANL 
Energy Frontier Research Center (EFRC) proposal. Below, 
we provide a highlight on our most recent studies of the 
CM process. 

One goal of the last year studies was to understand 
the influence of NC photoionization on the measured 
apparent CM yields. Following the original 2004 
report on high-efficiency CM in PbSe NCs, this effect 
was observed in NCs of many different compositions 
including PbS, PbTe, CdSe, InAs, and Si. However, 
eventually this process has become a subject of intense 
controversy because of large variations in reported CM 
yields. It has been commonly conjectured that these 
discrepancies result either from possible measurement 
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errors or variations in NC surface properties. However, our 
studies demonstrate that dramatically different apparent 
CM yields can be obtained even from the same sample 
but under slightly different experimental conditions. 
Specifically, the observed multiexciton can differ by 
a factor of more than 3 according to whether the NC 
solution is static or stirred. Based on our studies, we have 
concluded that this discrepancy arises from photoinduced 
charging of the NCs by high-energy photons, which leads 
to exaggeration of CM signatures and increased apparent 
CM yields in the case of static solutions. The static-stirred 
differences observed in our work are similar to the 
magnitude of variations in published reports suggesting 
that uncontrolled ionization of the NCs is likely the main 
reason for large literature discrepancies. 

As the next step, we have developed a quantitative model 
that provides a description of apparent CM yields in a 
mixed ensemble of neutral and charged NCs. We use it to 
extract true CM efficiencies from measurements of static 
solutions with known degrees of photocharging. Using this 
model we have shown that the CM results obtained under 
different conditions converge to the same value after we 
accurately account for the effects of photocharging. The 
significance of these studies is that they clarify the recent 
controversy over CM in NCs and highlights some of the 
issues that must be carefully considered in spectroscopic 
studies of this process. The brief summary of this work 
is under consideration at Nature Physics while a more 
detailed report has been submitted to Nano Lett. 

Future Work
In FY 2010, we will focus on the following topics: 

Studies of the effect of dimensionality on CM • 
efficiencies

Studies of CM in the regime of intraband re-excitation • 

Energy transfer as a means for exciton extraction and • 
transport

Studies of single- and multiexciton effects in group IV • 
nanostructures

The research proposed for topics (i) through (iii) is 
described in great detail in the original LDRD proposal. 
Topic (iv) has emerged as a result of our recent success 
in the synthesis of Ge nanocrystals (NCs) (D. Lee, I. Robel, 
J. Pietryga, and V. I. Klimov, J. Am. Chem. Soc. 2009). 
Previously used fabrication methods resulted in Ge NCs 
of poor quality (highly polydisperse and non-emitting) 
not well suited for spectroscopic studies. Therefore, 
available spectroscopic data on this material are sparse 
and often inconsistent. Using our newly developed high-

quality Ge NCs, we should be able to address many 
important questions concerning photophysics of these 
interesting nanostructures. One focus of our studies will be 
multiexciton phenomena such as Auger recombination and 
CM.    

CM has been recently reported for the first time in Si 
NCs by NREL, showing that the phenomenon can occur 
in a bulk indirect gap semiconductor. However, while 
the bulk energy gap of Si (Eg = 1.1 eV) is well-suited to 
traditional single-junction photovoltaics, it is too large 
to be of much value for applications that target carrier 
multiplication. Our recent detailed-balance calculations 
indicate that the optimal energy gap in the presence of 
multiplication is around 0.5 – 0.7 eV. This result indicates 
that Ge, whose energy gap is 0.66 eV, is more suitable for 
applications in multiplication-enhanced photovoltaics than 
Si. Furthermore, Ge NCs have an absorption cross section 
that is about an order of magnitude larger than that of Si 
through most of the solar spectrum. Therefore, less Ge 
material is required for use in solar cells, compensating 
for the higher price of Ge compared to Si, and enabling 
the use of thinner NC films with favorable conduction 
properties and lower recombination losses. 

Prior to exploring CM, the spectroscopic signatures of 
multiple excitons need to be established. Therefore, we 
will perform intensity-dependent transient absorption 
and photoluminescence measurements to determine 
the exciton degeneracy of the lowest excited states as 
well as the spectral and dynamic signatures of biexcitons 
and higher order multiexcitons. Auger recombination 
rates will be extracted from relaxation dynamics by 
careful comparison with single-exciton decay rates. Once 
reliable signatures of multiexcitons are obtained, carrier 
multiplication will be investigated by analyzing the exciton 
multiplicity as a function of the excitation wavelength in 
the low-intensity regime. The goal of these experiments 
will be to determine whether CM is efficient in Ge NCs, and 
further, to establish size-dependent trends for parameters 
such as the CM threshold, the efficiency, and the electron-
hole pair creation energy.

Conclusion
As a result of the research conducted in this project, 
we expect to develop novel photoactive materials and 
new types of photovoltaic structures that will allow high 
efficiency conversion of solar energy into electricity using 
the CM process. Specific results expected from our work 
are: 

The development of reliable approaches for evaluating • 
the CM efficiency of various nanoscale materials
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Understanding the potential influence of extraneous • 
effects that can lead to CM-like signatures in 
spectroscopic data

A proven physical model of carrier multiplication in • 
nanostructures, which would help in the development 
of novel materials with enhanced CM performance,  
and 

The development of approaches for efficient extraction • 
of charge carriers from the NCs on time scales 
competing with those of radiative and nonradiative 
recombination.
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Introduction
This project explores for Physics Beyond the Standard 
Model by using neutron beta decay in three ways, each 
at the cutting edge of the field.  First, it uses ultra-cold 
neutrons, neutrons that have such low temperature that 
they can be stored for hundreds of seconds in material 
bottles, to measure the neutron lifetime.  This lifetime, 
with a value of about 15 minutes, is only known to 
about one second.  Unfortunately, existing experiments 
disagree at the six second level.  The present work is 
unique in using a gravito-magnetic trap (Figure 1) to 
store the ultra-cold neutrons while they decay, thus 
eliminating the leading uncertainties in previous work.  
Second, this project is establishing the technology 
that will be used for the next generation of neutron 
beta decay correlation experiments, which measure 
the correlations between the outgoing particles from 
neutron decay and the original polarization of the 
neutron.  Previous experiments have detected only the 
outgoing beta particle, with rough energy calibration; 
the result of the present work will be a new generation 
of experiments that measure the outgoing electron 
and proton in coincidence, with unprecedented energy 
resolution.  Finally, we are advancing the theory of 
neutron beta decay in two ways: first, by linking low 
energy neutron experiments to high energy kaon decay 
experiments that follow similar decay processes, and 
second, by exploring the impacts that different values of 
the decay correlations and neutron lifetime can have on 
the new physics emerging beyond the standard model.

Benefit to National Security Missions

This project supports the DOE mission in Nuclear Physics 
by enhancing our understanding of physics beyond the 
standard model.  This project will provide measurements 
of neutron properties, a main goal of the DOE Nuclear 
Physics Long Range Plan. Fundamental nuclear science 
underlies the weapons program and nuclear threat 
reduction.

Figure 1. The apparatus for the UCN neutron lifetime 
experiment.  Neutrons are filled into the magnetic trap from 
the bottom trap door.  Their decay products are detected using 
wire chambers at each end of the experiment.

Benefit to National Security Missions

This project supports the DOE mission in Nuclear Physics 
by enhancing our understanding of physics beyond the 
standard model.  This project will provide measurements 
of neutron properties, a main goal of the DOE Nuclear 
Physics Long Range Plan. Fundamental nuclear science 
underlies the weapons program and nuclear threat 
reduction.

Progress
Progress has been made on all three main goals of 
the project.  The first goal is developing and building a 
prototype experiment that will measure the neutron 
lifetime.  The ultimate goal of the full experiment is 
to measure the neutron lifetime to a precision better 
than any previous experiment (<1 s), and with entirely 
unique systematic uncertainties.  The goal of this part of 
the LDRD project is to build and test a prototype, which 
will make a measurement of the neutron lifetime to 
about the 10 second level or better.  The experiment is 
based on storing ultra-cold neutrons (UCN) in a gravito-

Probing Physics Beyond the Standard Model through Neutron Beta Decay
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magnetic trap[1]; that is, a trap which is closed on the 
bottom and sides by an array of permanent magnets and 
on the top by gravity.  Since UCNs rise about one meter in 
the earth’s gravity field, the scale of the trap is about one 
meter high by one meter wide by two meters long.  

Construction of the experiment continues.  Assembly 
and testing of the magnetic trap continues at an offsite 
contractor, while the construction and assembly of all the 
support structures and vacuum hardware is now complete.  
While construction continues on the trap hardware, we 
have pursued our studies of the dominant systematic 
uncertainties of this experiment, which are the presence 
of long-lived quasi-bound neutron states in the trap and 
the variability of the efficiency of detecting the neutrons 
as a function of time.  Either of these effects can lead to 
substantial systematic uncertainty in the measured lifetime 
of the neutron.  We are developing novel solutions to 
these problems, by controlling the orbits of neutrons in 
the trap and by developing monitor detectors that have no 
time dependence in their efficiency.

In pursuit of the second goal of the project, to develop 
the next generation of neutron beta decay experiments, 
we have designed, and worked with the manufacturer 
to construct, the first large-area ion-implanted silicon 
detectors for neutron beta decay studies. We have 
expanded the thickness of working prototypes of detectors 
from an initial 0.5 mm, to now 1.0, 1.5, and 2.0 mm. 
Detectors of at least 1.5 mm thickness are required to 
determine the energy of all electrons from neutron beta 
decay. We are currently testing the critical properties of 
these detectors, including entrance window thickness, 
energy resolution, and rise time. 

We have continued exploring improved measurements 
of neutron decay correlations using UCNs and the silicon 
detectors being developed in this project. The most 
promising appear to be the parameters b and B.  b is the 
Fierz interference term in the neutron decay that distorts 
the shape of the electron spectrum, if scalar or tensor 
interactions due to physics beyond the Standard Model 
interfere with the vector or axial vector interactions in the 
Standard Model.  B is the correlation between the neutron 
spin and the momentum of the anti-neutrino.  There is 
recent interest in precision measurement of B as it has 
been shown to be sensitive to certain extensions to the 
Standard Model [2].

Adapting the existing UCNA decay magnet to 
electrostatically accelerate the decay protons to about 
20 keV and replacing the existing detectors with silicon 
detectors could measure B. The silicon detectors allow 
detection of the (accelerated) protons in coincidence with 

the electrons. This allows determination of the proton 
asymmetry as a function of electron energy, as required 
to extract B. We estimate that a statistical uncertainty of 
approximately 10^-4 can be obtained. This is sufficient to 
put new limits on the supersymmetric models described 
above. We have published a paper outlining the concept of 
a UCN measurement of B [3]. A first test measurement will 
be attempted in December 2009, if beam time is available.

Finally, we have continued our theoretical investigations 
of the consequences of the next generation of neutron 
beta decay experiments.  The theory effort in this LDRD-
DR project has two main goals, aimed to assess the 
impact and significance of the proposed experimental 
effort.  During the FY 2009, the theory effort in this LDRD-
DR  project has focused on studying the implication of 
precise determinations of Vud and Vus on extensions of the 
Standard Model (SM) at the TeV scale.   

We have investigated in a model-independent framework 
the impact of quark-lepton universality (CKM unitarity) 
tests on physics beyond the Standard Model.  We have 
identified a minimal set of twenty-five weak scale effective 
operators describing corrections beyond the SM to 
precision electroweak measurements and semileptonic 
decays.  In terms of new physics corrections at the 
TeV scale, we have derived the low-energy effective 
Lagrangians describing muon decay and beta decays.  We 
have performed the phenomenological analysis assuming 
nearly flavor blind new physics interactions, under the 
well motivated assumption that flavor breaking at the 
TeV scale is suppressed by a symmetry principle or by 
the hierarchy  Λflavor >> TeV. We have shown that, in this 
limit, the extraction of Vud and Vus from any decay mode 
should give the same result and the only significant probe 
of physics beyond the SM involves the quantity  ⊗CKM = 
(|Vud|2  +  |Vus |

2 + |Vub|2  - 1).  We have shown that ⊗CKM 
receives contributions from four short distance operators, 
two of which correspond to corrections to the W-fermion-
antifermion vertex, the other two parameterizing four-
fermion contact interactions.  This result applies to any 
weakly coupled extension of the Standard Model, thus 
allowing us to study the interplay of ⊗CKM with other 
precision measurements in a model-independent way. The 
main conclusions of our analysis [4] are:

The  current phenomenological constraint ⊗CKM = 
(-1±6)×10-4 [5] bounds the scale of all four effective 
operators contributing to quark-lepton universality 
violation to be Λ >11 TeV 90 \% C.L.).  For three of these 
operators this constraint is at the same level as  the Z-pole 
measurements, as illustrated in Figure 2.  For the four-
fermion operator   Olq

(3)  involving two left-handed quark 
doublet and two left-handed lepton doublets,  the   ⊗CKM  
constraint improves existing bounds from LEP2 cross-
section measurements by one order of magnitude.
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Figure 2. The 90%  C.L.  allowed regions for the coefficients αn 
= v2/Λ2 (v=185 GeV) of the four effective operators that induce 
violations of Cabibbo universality. The first column displays 
the constraint from all precision observables except ΔCKM .The 
second column displays the constraint coming exclusively from 
ΔCKM. The remaining  columns display the constraint derived 
from various subsets of precision measurements (both at high 
and low-energy). The ΔCKM  constraint implies an effective scale 
of new physics  Λ> 11 TeV (90% CL).

Another way to state this result is as follows: should  • 
the central values of Vud and Vus move  from the 
current values [5], precision electroweak data would 
leave room for sizable deviations from quark-lepton 
universality (roughly one order of magnitude above 
the current direct  constraint).  Essentially only the 
four-fermion operator Olq

(3) could be responsible for 
⊗CKM  ≠0, as the others are tightly bound from Z-pole 
observables.

Our conclusions imply that the study of semileptonic  
processes and  Cabibbo universality tests  provide 
constraints on new physics beyond the SM that currently 
cannot be obtained from other electroweak precision tests 
and collider measurements.

Future Work
In the last year, we intend to bring to conclusion all 
three parts of this project.  First, we will complete 
an initial measurement of the neutron lifetime using 
our revolutionary magnetic ultra-cold neutron trap.  
Second, we will establish the optimal approach to next-
generation experiments measuring the neutron beta decay 
parameters, and demonstrate our silicon detectors, which 
will likely be used for these experiments.  Finally, we will 
complete our investigations into the theory of neutron 
beta decay, including pushing down the theoretical 
uncertainties in the decay process and studying the impact 
of more precise measurements on the Standard Model of 
Nuclear and Particle Physics.

Conclusion
Relying on LANL traditional capabilities and strengths, this 
program of neutron decay experiments and theoretical 
support will:

Result in a world-class measurement of the neutron • 
lifetime during the project and justify  future 
programmatic funding of asymmetry measurements

Significantly improve our knowledge of light quark • 
(up and down) mixing induced by weak interactions, 
and as a consequence, put stringent constraints on or 
detect the presence of a fourth generation of quarks, 
the violation of quark-lepton universality (due to 
supersymmetry or extra-dimensions), or the presence 
of new gauge bosons.
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Introduction
Some of the most common cosmic explosions occur on 
neutron stars (NS). Over the past decades x-ray satellites 
have observed x-ray bursts, superbursts, and giant 
flares on NSs in great detail. These observations have 
provided new insights, and an excellent account of these 
developments can be found in [1]. Yet, a comprehensive 
theoretical study of these phenomena needed to 
interpret observations in terms of fundamental 
processes is lacking. 

Due to the large gravity, the density in NSs increases 
rapidly with depth. In Figure 1 the density profile and 
the ground state composition are shown. In the crusts 
of NSs (the outermost 1-2 km of the star), the density 
increases from 106 g/cm3 at depth of 1 meter to 1014 g/
cm3 at the inner edge of the crust down at about 1.5 
kms. Nuclei become increasing neutron-rich and strong 
electric forces between densely packed nuclei organize 
these exotic nuclei into a strongly interacting liquid 
at shallow depth and a dense solid deeper down. The 
objective of this project is to develop the theoretical 
and computational tools to model this extreme matter 
alongside an effort to model explosive phenomena that 
occur in accreting and magnetized NSs. In accreting 
NSs, matter (mostly in the form of hydrogen and 
helium) from a companion star falls and accumulates.  
The explosive burning of this material produces the 
commonly observed x-ray bursts and the occasional 
x-ray superbursts [2]. In highly magnetized NSs known as 
magnetars, transitions between different configurations 
of the magnetic field is expected to trigger magnetic 
reconfiguration and magnetic energy release akin to 
solar flares [3]. Developing physics based models for 
thermonuclear and magntic explosions is one of the 
main thrusts of this research project. 

Another major thrust is modeling the spectra and 
light-curves for a wide range of supernova explosions. 
These explosions can be either driven by thermonuclear 
energy as in the case of Type I supernova or gravitational 

binding energy that drives core collapse supernova. In 
both these cases, the light curves, which are easily 

Figure 1. Schematic of the neutron star outer regions.

observable, provide a key diagnostic. To take full 
advantage of current and upcoming data (from Large 
Synoptic Survey Telescope LSST and x-ray missions 
such as the proposed Energetic X-ray Imaging Survey 
telescope EXIST), the theory must exist to accurately 
connect the observations to our understanding of 
these explosions.  This project uses LANL expertise in 
supernova explosions mechanisms and progenitors, 
computational physics, radiation transport, and atomic 
physics to develop state-of-the art codes to model the 
emission from supernova explosions.  With the codes 
validated on supernova explosions, we can attack a 
wider range of cosmic explosion emissions.

Benefit to National Security Missions
This project involves the modeling of multi-scale 
(explosive) phenomena in extreme environments. The 

Cosmic Explosions Probing the Extreme: X-Ray Bursts, Superbursts, and Giant 
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underlying nuclear, plasma and atomic physics, and the 
computational techniques for radiation hydrodynamics, 
are relevant to Department of Energy missions, especially 
the nuclear weapons mission.

Progress
The thermal state of the NS crust plays a role in igniting 
thermonuclear bursts. It is determined by the competition 
between nuclear heating, neutrino cooling and heat 
conduction. We made important progress in understating 
all three of these processes. Gupta, Moller and Kawano 
demonstrated that reactions involving neutron emission 
in the crust change the reaction pathways and results 
in robust heating [4]. Reddy and collaborators have 
discovered a new mechanism for heat transport in the 
inner past of the crust [6]. Here, neutrons coexist as a fluid 
surrounding nuclei and is superfluid like liquid helium at 
low temperature. The collective excitations of the neutron 
superfluid, called superfluid phonons, provide an efficient 
mode of heat transport. This mode of conduction was 
shown to play a role in hot accreting stars and is important 
in magnetars where electronic heat conduction is 
suppressed in direction perpendicular to the magnetic field 
[6].  In Figure 2, the thermal conductivity of this superfluid 
mode is compared to the conventional electronic heat 
conduction. In addition, Daligault and Gupta have 
reexamined the electron conduction in accreting stars 
using molecular dynamics simulations and find that the 
outer crust is amorphous with a low conductivity [5]. 

Figure 2. Thermal conductivity in a NS crust for T =108K (left) 
and T = 107 K (right). The dot–dashed (red) curve shows the 
contribution due to sPhs. The thick (thin) solid lines show the 
electron conductivity in the direction longitudinal (perpendicular) 
to the magnetic field lines for B = 1013 G (i) and B = 1014 G (ii). 
The dashed lines (yellow) is the lPh contribution.

To evaluate if superfluidity in the inner crust is robust we 
need to ascertain the critical temperature below which 
superfluid properties manifest. The critical temperature 
is determined by the magnitude of the pairing energy. 
Carlson and Gezerlis have performed Monet Carlo 
simulations requiring about 1 million CPU hours to 
determine the pairing energy. They found that the pairing 
energy was significantly larger than all earlier estimates 
[7].   

Outbursts on magnetars called flares occur due to the 
sudden release of magnetic energy [3]. The triggers for 
this release are poorly understood. Epstein, Li and Price 
have studied thermo-resistive instability in middle-age 
magnetars and find that this may be a viable trigger 
mechanism. This instability occurs because a temperature 
perturbation is amplified due to an increase in ohmic 
resistance–a thermal perturbation could feed on itself 
resulting in a runaway growth.

Crust cracking can also trigger bursts [3]. Here the 
magnetic field stresses the solid crust until a sudden 
catastrophic structural failure initiates a global magnetic 
field rearrangement. To determine the strength of the 
crust and the dynamics involved in crust breaking Kadau 
and Horowitz have developed large-scale molecular 
dynamics (MD) simulations of up to 107 million ions on 
LANL computers using LANL developed MD codes. They 
demonstrated that the breaking strain of the crust was 
large – ten times larger than previous estimates [8]. This 
finding marks a watershed in the field of neutron star 
dynamics with important implications for the production 
of gravity waves from neutron stars [8].   

We have developed a toolset to model supernova spectra 
and light-curves by adapting an existing code (RAGE). This 
required adding a transport scheme for the gamma-ray 
photons emitted in the decay of radioactive nickel and as 
well as modifying the code to run through the extreme 
range of conditions required to model supernova light-
curves. The initial testing phase is complete and our paper 
on light-curves from “failed supernovae” on the subject 
has been accepted for publication [9]. This paper makes 
direct ties to transients discovered by surveys such as the 
Palomar Transient Factory and provides the initial data 
for the Large Synoptic Survey Telescope (LSST).  Fryer has 
been a member of LSST transient science working group 
for 5 years and he contributed to an LSST-sponsored book, 
now entering the editing processing, on transient science.  
These transients tie to a wide range of observations 
and have important implications for ultraviolet and 
X-ray studies and we are developing ties with the Swift 
supernova search teams and the proposed EXIST satellite. 
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As an example, the emission from an accretion-induced 
collapse of a white dwarf in a range of wave bands as a 
function of time (a.k.a. the light curve in these bands) is 
shown in Figure 3.  The high ultraviolet (Swift W1, W2 
and M2 bands) are strong signatures of an accretion-
induced collapse.  With this signal, we hope to distinguish 
observations of these explosions from other type Ia/Ib/Ic 
counterparts. 

Figure 3. Absolute Magnitude (emission) versus time in 6 
different bands of an accretion-induced collapse of a white 
dwarf.  The strong emission in the ultraviolet (Swift W1, W2, and 
M2 bands) are strong indicators of this type of explosion.

The light curve effort is now focusing on a wider set 
of transients including all types of supernovae.  In 
collaboration with the Chicago FLASH center, this effort 
was part of a successful NSF proposal.  Among other 
things, these funds will cover a post-doc to work between 
the FLASH center and LANL.   The first project using FLASH 
explosion data is in preparation and should be published 
by the end of the year.  Here we have studied type Ia 
supernovae produced in the merger of two white dwarfs 
(“double degenerate”).  We have used tools developed 
in this to model the merger of two white dwarfs. These 
merger calculations provide the initial conditions for our 
light-curve calculations.  Using a FLASH explosion for the 
inner 1.4 solar masses, we then run the explosion through 
the density/temperature structure produced by these 
mergers.  In this manner, we can study the light-curves 
produced in double degenerate merger models of type Ia 
supernovae.  

Future Work
During the last year we intend to confront data on 
x-ray bursts, superburst and giant flares to extract 
the neutron star properties such as mass, radius and 
internal temperature. We anticipate that the improved 
microphysics described above and our new simulation 
tools will mitigate any ambiguity or degeneracy in the 
interpretation. Our effort to predict supernova light-curves 
using detailed radiation hydrodynamic calculations coupled 
to modern atomic opacities with data will continue to 
focus on identifying key observable features that can help 
us distinguish between different supernova engines and 
quantify systematic uncertainties associated with using 
supernova as standard candles to measure cosmological 
distances.

Conclusion
We have developed a realistic model for the NS crust 
and identified important physical processes that occur at 
these extreme densities. New mechanisms and improved 
quantitative input physics will enable us to test these 
models with existing data and provide a quantitative 
understanding of the some of the features we observe in 
the x-ray emission from neutron star explosions.  It would 
provide a means to determine the neutron star mass, 
radius and internal temperature. Such a determination 
is the holy grail of neutron star research. It would help 
constrain the properties of matter in the core where the 
density is well in excess of the density within atomic nuclei.     

Our current work to build a full suite of models for 
supernova light-curves that include the relevant physics of 
the underlying explosion and radiation transport with the 
relevant atomic opacity is well underway. This effort will 
quantify uncertainties associated with using supernova as 
standard candles.  
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Introduction
The standard model of elementary particles is very 
successful at describing all fundamental interactions 
at energy scales up to 100 times the mass of the 
proton: there are no significant discrepancies between 
theoretical predictions and experimentally measured 
results. Despite this success, a number of fundamental 
questions have been left out of the purview of the 
model. With the upcoming high energy physics 
experiments this is now an unsatisfactory situation and 
we need the answer to a number of questions, both 
to take the next logical step in theory design and in 
suggesting further measurements and analyses.  These 
include questions about the nature of the Higgs sector-
--whether the particle is elementary or composite, the 
mechanism that stabilizes the electroweak scale against 
quantum corrections, the number of spatial dimensions 
at the weak scale, and whether an as yet unobserved 
symmetry called supersymmetry is realized by nature 
at the electroweak scale to both stabilize it and lead to 
grand unification.

This project addresses these questions by focusing 
on the signatures of new physics at the Large Hadron 
Collider experiment at CERN Geneva.  The primary 
work (a) explores the nature of the Higgs’ particle and 
its decay modes that could be tested at LHC and (b) 
studies decays of proposed supersymmetric particles in 
which various leptons can be used as triggers or aids in 
interpreting the new data. It will explore the hierarchy 
of these particles to understand which theoretical 
constructs fit observations and if they are candidates 
for dark matter. In addition, the effort will also identify 
experimental techniques that can guide in searches 
for novel events and in elucidating the nature of new 
physics.

Benefit to National Security Missions
We support the high energy physics component of 
the DOE Office of Science mission by addressing four 
of its six long-term goals:  discover the Higgs’ particle, 
measure matter-antimatter asymmetry, probe the 
high energy frontier, and directly discover dark matter 

particles. Our instrumentation expertise will build 
capability for nuclear nonproliferation.

Progress
The two members of the team (Graesser, Kitano) have 
produced in the past year 7 research articles that are 
published in peer-reviewed journals. They have given a 
number of invited talks at international conferences and 
institutions, including a plenary talk given by Graesser at 
the preSUSY 09 international conference.  A selection of 
these accomplishments is discussed next.

In anticipation of the LHC, it is important to investigate 
novel scenarios for new physics, such as the recent 
class of models invented by Georgi [1,2] (dubbed 
``unparticles”).  What distinguishes unparticles is the 
existence of a continuous spectrum, which can be 
excited in collisions of Standard Model particles at the 
LHC.

Georgi, and also Grinstein, Intriligator, and Rothstein 
(GIR) [3] raise a number of issues about this scenario. 
Friedland, Giannotti and Graesser [4,5] decided to obtain 
a simple model in which a number of these questions 
can be addressed. They show that the well-known 
Randall-Sundrum model having a single brane, possesses 
all the properties of ``unparticles”, while also satisfying 
the unitarity constraints found by GIR. Specifically: the 
unitarity bound on CFT vector operators is obtained 
by considering brane-to-brane scattering and applying 
the optical theorem; the mysterious phase in the two-
point function is due to the production and escape of 
Kaluza-Klein particles through the horizon; the contact 
interactions and cancellations of divergences found 
by GIR at weak coupling are found to extend to strong 
coupling; these contact interactions dominate scattering 
amplitudes, but interactions at a finite distance 
are dominated by the CFT; and finally, the contact 
interactions are not really fundamental: at short enough 
distances the contact interactions are resolved. Some of 
these results generalize and extend the results found by 
GIR to strong coupling. 

If supersymmetry is correct then the LHC will produce a 
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number of new particles. Identifying the masses, quantum 
numbers and interactions of these new particles will 
provide critical information needed to infer the underlying 
theory at the TeV scale.

In [6] Graesser and Shelton focus on final states involving 
jets, missing energy and third generation particles such as 
the b quark or the tau lepton. The taus or b quarks can be 
produced with substantial rates in the decays of gluinos 
or squarks to the dark matter particle and visible matter, 
providing for a potentially rich phenomenology and insight 
into the underlying theory. Invariant mass distributions 
formed from combinations of b-quarks and leptons, or 
pairs of hadronic taus, are found to be sensitive to the 
gauge quantum numbers of the intermediate states and 
on mixing parameters. Signing the charge of the b-quark 
using the soft muon in its semi-leptonic decay can be used 
to obtain further sensitivity to the quantum numbers of 
the sbottoms and sleptons, as well as the mixing angles. 
Further work on b-l distributions is in progress.  Such 
a model-independent approach had not been done 
before - previous literature has focused on specific model 
parameter points.

Kitano has explored experimental consequences of his 
“sweet spot supersymmetry”. Here the gravitino is the 
dark matter and the next-to-lightest superpartner is a stau, 
which is charged.  Experimentally the stau appears in the 
detector as a heavy muon and its mass can be measured. 
This provides critical information, for it can then be used 
to reconstruct other masses and mixing parameters of the 
underlying Lagrangian.

In [7], Kitano studies the production of a pair of charginos 
or of a neutralino and a chargino. These fermions 
subsequently decay to staus and a tau neutrino or a tau 
lepton. At the LHC, Kitano finds that this final state can 
be completely reconstructed up to a two-fold ambiguity. 
Using this information, Kitano demonstrates that this 
system can be used to reconstruct the chargino and 
neutralino masses, and confirm that these particles have 
spin 1/2. Finally, the distribution of the energy of the 
lepton is found to be sensitive to the chiral coupling of 
the stau to the neutralino, allowing for a measurement of 
these interactions.

In [8], Graesser, Kitano and Director’s Fellow Kurachi 
construct an effective field theory for supersymmetry 
broken close to the TeV scale. In their scenario i) susy 
breaking is weakly communicated to the SM particles and 
their superpartners. and ii)  there might be additional 
light particles that are composites out of the sector that 
breaks supersymmetry. Using their formalism it is possible 
to write down operators coupling the Standard Model 
particles (+ superpartners) to the light composites, in a 
manifestly supersymmetric manner. This is a non-trivial 
result since the composite will not appear in complete susy 
representations, in general. 

As an application, they show: i) that one Higgs boson is 
needed to give mass to both up and down-type quarks; ii) 
that a spin-2 particle can partially unitarize the goldstino-
goldstino scattering channel (Figure 1); and iii) this spin-2 
particle can be produced at the LHC with a large enough 
rate to make discovery possible (Figure 2), in a region 
of parameters in which the effective theory is reliable 
(Figure 3). The first result i) is new and explicitly disproves 
the standard lore that two Higgs doublets are needed 
if supersymmetry is realized non-linearly. In short, the 
experimental signatures of this scenario are novel: the 
LHC will discover superpartners to all the SM particles, 
except the Higgs boson; and here the discovery of a spin-2 
resonance is interpreted as due to strong supersymmetric 
dynamics at the TeV scale, rather than the more 
conventional interpretation of it being the first resonance 
of an extra dimension.    

Figure 1. S-wave amplitude for elastic goldstino-goldstino 
scattering. The two contributions are:  Akulov-Volkov action 
(blue); spin-2 resonance exchange (red); their sum (pink). Note 
the partial improvement in the growth of the amplitude once the 
contribution of the spin-2 resonance is included.
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Figure 2. The production cross-section to two Higgs bosons 
through the spin-2 resonance, as a function of the graviton 
mass, for three choices of the center of mass energy. Note 
that production cross-sections at the Large Hadron Collider 
(green,red) are sizable for sub-TeV mass, while those at the 
Tevatron (blue) are small enough to not be excluded.

Figure 3. Region of parameters allowed by perturbativity is to the 
left of the two lines (shaded).

Future Work
In the final year of this project several directions will be 
pursued: 

Realistic collider study of using signed b-quarks in 1. 
events containing leptons and missing energy to assess 
the potential for probing the SU(2) quantum numbers 
of the new particles (specifically, sbottoms, stops and 
sleptons). 

What is the best strategy for discovering the composite 2. 
spin-2 particle? Can the Higgs boson be discovered in 
the decay of the spin-2? Can the sub-jet analysis of [9] 
be used in this channel to discover the Higgs boson in 
its decay to b-bbar? 

New physics can modify our expectations about the 3. 
properties of the Higgs boson. It may have new decay 
channels, not occurring within the Standard Model. 
If so, the upcoming experiment, LHC, may be looking 
at the wrong place for the Higgs boson. One part of 
this proposal is to investigate the potential for the LHC 
to discover and measure these unusual Higgs boson 
decays.

A final direction includes investigating and 4. 
understanding conformal field theories at the TeV 
scale, and its possible application to electroweak 
physics. 

Conclusion
This proposal is expected to answer some of the most 
pressing questions regarding the microscopic description 
of nature and the large scale structure of the universe, 
including:

What are the well-motivated models of physics beyond the 
Standard Model?

What signatures of such models will allow them to be 
tested by upcoming experiments?

What other experiments can provide independent tests of 
these models?

What new elementary particles will explain dark matter 
and baryon asymmetry of the Universe and what is the 
underlying theory that governs them?
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Introduction
Without a doubt, our current physical theories of 
Nature are incomplete and numerous investigations 
have be launched in attempts to understand some of 
the most obvious missing pieces in our understanding 
such as Dark Matter and the nonzero Cosmological 
Constant. Equally as perplexing, data from astrophysical 
sources have been analyzed to imply that the Fine 
Structure Constant (α), which quantifies the strength 
of electromagnetism, was smaller in the distant past as 
compared to its current value. It has long been surmised 
the strength of the fundamental forces, strong, weak, 
electromagnetism and gravity, may be space-time 
dependent yet our current theories cannot explain 
such variation. The discovery of modern space-time 
variation of strengths of the fundamental forces would 
dramatically change the way we interpret nature. 

We are developing an experimental apparatus capable 
of searching for modern-day variation of α with 
unprecedented sensitivity. Our technique will use two 
optical frequency standards reference to ytterbium 
ions (laser sources locked accurately to narrow 
transitions in these ions) that will be compared through 
a femtosecond laser-based frequency comb (FLFC). 
Specifically, the femtosecond laser will be referenced 
to a transition in Yb+ and some light from the FLFC 
will be frequency-quadrupled (using nonlinear optics 
techniques) and used to drive a narrow transition in 
trapped Yb2+ ions. In this way, the FLFC becomes a 
second optical frequency reference with its stability 
determined by Nature through the Yb+ frequency lock. 
Measurements of the FLFC’s frequency offset and 
repetition rate in this “locked” state are sufficient to 
determine possible time variation of α at one part in 
1018. In addition to possibly changing the way we view 
Nature, this experiment will perfect the technique of 
optical atomic spectroscopy with light generated directly 
from a FLFC. Our technique opens a new paradigm 
in optical spectroscopy since nonlinear optics and a 
FLFC can be used to generate nearly any color of light, 
overcoming a serious limitation for many transitions of 
interest in the science community.

We are also working on a collaborative experiment at 
UC Berkeley that uses two nearly degenerate atomic 
levels in dysprosium with the same goal in mind. In 
this experiment, the optical frequency references are 
replaced with a single radio-frequency (rf) reference. 
Atomic Dy is the only known system with opposite 
parity levels that are close enough in energy to 
allow transitions between them to be driven with a 
commercial rf source. The techniques and systematic 
effects that will ultimately limit the accuracy of these 
two experiments are very different from each other, but 
are still quite similar in many practical ways that make 
them complimentary.

Benefit to National Security Missions
The primary research proposed here directly supports 
the Grand Challenge of “Beyond the Standard Model” 
and is directly relevant to DOE, Office of Science 
missions. Other impacts resulting from this project 
include better optical frequency standards and 
quantum state manipulation of trapped ions which 
can be important for national security and information 
security. Other immediate technology developments are 
advanced, highly sensitive optical detection techniques 
of atoms and molecules based on Nobel prize winning 
optical frequency comb technology, which can be 
important for homeland security and threat reduction. 
For example, we have recently developed a method to 
remotely detect airborne mercury emissions from as far 
away as 10 km and are actively seeking support to prove 
the technique experimentally. It also appears likely that 
the technique can be modified to detect other airborne 
signatures of interest.

Progress
This past year, we have continued to advance towards 
our goal to improve our knowledge of variation of α 
at the level of (dα/dt)/α ~10-18yr-1. Last year our most 
exciting progress was trapping of isotopically pure Yb2+ 
in a radio-frequency Paul trap, but we had focused on 
trapping of the even isotopes since they are significantly 
easier to trap than odd isotopes. The odd isotopes 
possess a nuclear magnetic moment that splits the 
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ground state of the Yb+ ions, as shown in Figure 1, which 
allows a deleterious effect called “optical pumping” to 
occur. However, the odd isotopes are highly desirable for 
our work due to a far smaller response to environmental 
perturbations. This year we have succeeded in trapping 
and laser cooling isotopically-pure odd isotopes of Yb+ as 
well. In particular, we have focused on 171Yb+. This work 
required a more powerful source of 369.5 nm laser light 
and we designed and constructed one from first principles 
this past year based upon frequency doubling of a 
titanium-doped sapphire (Ti:Sapph) laser source.

Figure 1. Partial energy level diagram of the 171-Yb+ ion. The 
cooling transition is shown in violet and requires a 370 nm laser 
source to drive it. The “clock” transition is shown in blue and 
requires 436 nm laser light, but at a very low intensity due to the 
extremely narrow line - 3.1 Hz compared to the cooling transition 
linewidth of 30 MHz. The hyperfine splitting are denoted in green 
text. The even isotopes such as 174-Yb+, do not possess a split 
level structure and only half of the energy levels shown here exist 
in these ions.

This new source is capable of supplying over 50 mW (as 
compared with 3 mW from our older source) which is 
enough power for locking the laser to a Yb+ absorption cell 
for frequency stability as well as supplying power to the 
eliminate the loss of cooling power and fluorescence signal 
from the optical pumping within the ground state of 171Yb+. 
We only recently succeeded in trapping and crystallizing 
171Yb+ ions in large clouds and are still working to isolate 
single ions of this species. Work to stabilize this new laser 
source to a Yb+ plasma source is also underway presently.

We investigated collisional decay channels in Yb+ that have 
not been studied previously involving the cooling and clock 
states and two other metastable states. We have measured 
the cross-sections for the two dominant collisional decay 
channels involving these transitions and have published 
the results in Physical Review [1].

We completed the development of the frequency-doubled 
femtosecond frequency comb for direct spectroscopy of 
the Yb+ “clock” transition at 436 nm. The repetition rate 
(frep) and the carrier-envelope offset (f0) of the FLFC are 
both currently locked to a Cs-beam frequency reference 
with a long-term stability of 5×10-12. We have acquired all 
the necessary apparatus to lock a second Ti:Sapph laser 
to an optical resonator with a finesse ~105 through two 
intermediate resonators to achieve a linewidth <1 Hz. This 
is the first operating FLFC at LANL. The repetition rate and 
high peak power make this system ideal with which to 
perform atomic and molecular spectroscopy using light 
directly from the comb or with its harmonics. In particular, 
narrow transitions can be driven with light from the FLFC 
without problematic AC Stark shifts and a broad spectrum 
of light can be generated easily with single-pass nonlinear 
optics.

With single-pass nonlinear optical crystals, we have 
generated several mW of light at 436 nm with a bandwidth 
of ~2 nm for ~1 μW per spectral component. Saturation 
of the 2S1/2–

2D3/2 “clock” transition in Yb+ requires less than 
10 nW for our optical arrangement. This agrees with our 
calculations and also shows us that the same technique 
is more than adequate to saturate the 221 nm “clock” 
transition in Yb2+ that requires a second step of frequency 
doubling.

We also worked closely with our collaborators at UCB 
on our second search for variation of α based on nearly-
degenerate levels in atomic dysprosium. In 2007, we 
reported our first limit on variation of α, (dα/dt)/
α=(-2.7+/-2.6)×10-15/yr from this experiment. This past two 
years, we have designed and constructed a new, dedicated 
spectrometer that will reduce the influence of the 
systematic effects due to the background pressure, residual 
magnetic fields, inhomogeneities in the rf electric field, as 
well as other systematic effects expected to be important 
below the 1-Hz level. We have also recently succeeded in 
laser cooling the transverse dimensions of the Dy atomic 
beam as shown in Figure 2. This success is important for 
increasing the signal/noise for our measurements as well 
as to reduce or eliminate problematic systematic effects 
for our improved determinations of (dα/dt)/α.

Finding qualified scientists to support such experimental 
efforts such as this is always a challenge and it is worth 
noting here that we have hired four excellent postdocs 
within the past 18 months.
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Figure 2. Data showing the narrowed line of the atomic 
dysprosium beam. The natural linewidth of this transition is less 
than 1 MHz, but Doppler broadening of the collimated beam is 
still 21.2 MHz without transverse cooling.

Future Work
Over the next 12 months, we will perform high resolution 
spectroscopy on the 2S1/2–

2D3/2 “clock” transition in Yb+ with 
laser light synthesized directly from our optical frequency 
comb. The initial goals of this spectroscopy are a resolution 
of Δω/ω=5×10-14, or 50 times better than the current state-
of-the-art comb spectroscopy.

Our work with Yb2+ is also novel and is the first trapped-
ion investigation with a doubly-charged species. This work 
opens a new paradigm for trapped-ion laser spectroscopy 
studies as well as optical frequency standards. We will also 
perform spectroscopy on Yb2+ to investigate several aspects 
of this system which require a thorough analysis before 
it can be used as the reference for an optical frequency 
reference. These investigations include an understanding 
of the decay mechanisms from the excited states of the 
“cooling” and “clock” transitions and the magnitude of the 
ground and excited state magnetic moments. 

We plan to continue the characterization of the newly-
constructed apparatus for measurements of (dα/dt)/α 
in atomic Dy and to incorporate our recent success with 
transverse optical cooling of Dy into the apparatus. We 
expect to reach a sensitivity of ~1x10-16/yr within the next 
12 months or shortly thereafter.

Conclusion
Measurement of a nonzero variation of α on physics and 
metrology would play a crucial role in the development 
of a unified theory of Nature. We are making excellent 
progress towards our goal of measuring (dα/dt)/α with 
an expected level of sensitivity of ~10-18yr-1. LANL’s work 
on Yb2+ is also of interest to the National Institute for 
Science and Technology (NIST), since it can be the basis for 
a new optical frequency standard of exceptional stability. 
Finally, we are developing powerful frequency synthesis 
techniques based upon optical frequency comb technology 

that can be immediately applied to sensitive detection 
of atoms and molecules such as mercury (as mentioned 
above) and others.
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Introduction
The answer to the question: “Is the neutrino its own 
anti-particle?” is critical for theories of particle mass. 
It is also needed to help uncover the reasons matter 
dominates over anti-matter in our Universe. The 
neutrino mass will not only tell us about the energy 
scale at which the Standard Model breaks down, but 
also has implications for the large-scale structure of the 
Universe. Finally, lepton-number violation is significant 
in its own right.

Neutrinoless double-beta decay is the only practical 
method for investigating the particle/anti-particle 
question.  If the neutrino is its own anti-particle, 
neutrinoless double-beta decay will have the best 
sensitivity to neutrino mass of any laboratory technique. 
Calculations of the nuclear matrix elements for this 
process have driven the advancement of nuclear shell-
model codes. Our double-beta decay program will 
greatly influence the wider-particle physics, nuclear 
physics, astrophysics and cosmology endeavors.

If this nuclear decay process exists, one would observe 
mono-energetic beta emission originating from certain 
isotopes. This is in contrast to classical single beta 
decay, in which the beta particles (electrons) are spread 
over a wide range of energies. One  isotope that may 
undergo double-beta decay is Ge-76. Germanium-diode 
detectors fabricated from material enriched in Ge-76 
have established the best half-life limits and the most 
restrictive constraints on the effective Majorana mass. 
This material holds great promise for future advances in 
double-beta decay experimental techniques. Eventually, 
these future experiments could detect a double-beta 
decay lifetime as long 1027 y, which produces only about 
1 event per ton per year. At this sensitivity, we can look 
for neutrino mass values near that indicated by the 
atmospheric neutrino oscillation results.

The primary goal of this proposal is to establish the 
experimental and theoretical technology for a “near 
background-free” search for neutrinoless double-beta 
decay in Ge-76. This proposal supports the construction 
of a first cryostat using detectors fabricated from 

natural-abundance Ge. This first cryostat will be an 
effective prototype for the future 2 cryostats that will 
be populated with detectors fabricated from enriched 
material.

Benefit to National Security Missions
The Nuclear Physics Long Range Plan strongly endorses 
research in this area of double beta decay. The DOE 
Office of Nuclear Physics has defined this research as 
a mission need. The similarity of requirements means 
that this R&D will be applicable to certain environmental 
monitoring applications. Furthermore, this work will 
develop sensor technology for Threat Reduction, e.g. 
Nonproliferation, and for materials  management in the 
weapons program.

Progress
Progress has been made on several fronts during our 
first year. Our efforts have been divided between a 
better understanding of the various types of background 
that could make our search for double beta decay 
difficult, beginning the construction of the first cryostat 
of detectors, and theory efforts.

We have continued to do a number of experiments to 
investigate the background contributions for a double 
beta decay experiment. Much of our recent work in this 
area has exploited the nearby proximity of the neutron 
facility. We have just published a paper on neutron 
interactions in lead, to determine a rate for a particularly 
troublesome background reaction. We have made 
progress analyzing similar data we have for Ge and Cu. 
We plan to take similar data on the material cadmium 
zinc telluride (CZT) this summer. We have studied the 
production rates of troublesome isotopes that result 
from interactions with cosmic-ray neutrons. We have 
also completed taking data to understand surface alpha 
backgrounds, and the analysis of those data is nearing 
completion.

We are working closely with the designers of the 
Sanford Underground Laboratory (SUL) at Homestake to 
prepare for occupation of an underground laboratory 
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there. We will be one of the initial experiments to reside 
in that facility. Through our direction, SUL has prepared 
a laboratory design that will meet our requirements. 
There has been a bit of delay in the anticipated beneficial 
occupancy date of the finished lab. However, some of 
this schedule risk has been mitigated by a plan to install 
a temporary lab to begin the time critical electroforming 
of the low-activity shield parts. These parts must be built 
underground, so they are not contaminated by cosmic-ray 
activation. This step is very time consuming and hence it is 
important to get it started soon. We now anticipate having 
access to the full lab in mid to late 2010.

Significant progress has been made on the shield and 
calibration engineering. (See Figure 1 for a concept 
drawing.) The shield will be composed of a large mass of 
Cu and Pb. We have purchased the required lead and it 
has been delivered. We have also purchased the Cu stock 
required for the shield and it has been delivered and is 
being stored underground at SUL. Our design engineer has 
completed an initial conceptual design for the shield. This 
design is being refined and the engineering is beginning.

Figure 1. A concept drawing of the shield design for the 
experiment.

We ordered and received 18 Ge detectors, which will 
comprise about half that needed for the first cryostat. 
We plan to purchase an additional batch of detectors 
next year. We have done acceptance testing of these 18 
detectors.

 The theory team has investigated the nuclear matrix 
element of neutrinoless double beta decay. This matrix 
element is required to obtain the absolute mass scale of 
neutrinos from an experimental signal.  Jonathan Engel 
from the University of North Carolina has collaborated 
with the T-division team examining short-range parts of the 
matrix element and setting up exact calculations in small 
systems where the approximations of the full calculations 

in real nuclei can be tested.  The former work has helped 
to limit the uncertainties arising from the short-range 
correlations.  The latter is just initiated, but should allow 
significant tests of shell model and related theories.

 Future Work
The Standard Model (SM) has been very successful in 
describing the fundamental forces of nature for several 
decades. However, the preponderance of matter over 
anti-matter in the Universe, the origin of mass, and the 
unification of the forces are key aspects of the theory that 
are unanswered.

The fundamental properties of the neutrino are critical 
to understanding these basic components of the SM. The 
answer to the question: “Is the neutrino its own anti-
particle?,” is needed to help uncover the reasons matter 
dominates over anti-matter in our Universe. If the neutrino 
is its own anti-particle, then a natural explanation for the 
matter/anti-matter asymmetry arises (leptogenesis).  The 
answer is also critical for theories of the origin of mass. 
Another question: “What is the neutrino mass?”, has 
implications for the large-scale structure of the Universe. 
A third question: “Is lepton number violated?”, is also 
a significant test of the SM - an observation of lepton 
violation would mean that a new model is needed. 
Neutrinoless double-beta decay (BB) is the only practical 
experimental method for investigating the neutrino 
particle/anti-particle question.  And if the neutrino is 
its own anti-particle, BB will have the best sensitivity to 
neutrino mass of any laboratory technique.

If this nuclear-decay process exists, one would observe a 
mono-energetic line originating from an isotope subject 
to this decay mode. One such isotope that would undergo 
this decay is Ge-76. Germanium-diode detectors fabricated 
from material enriched in Ge-76 have established the best 
BB half-life limits and the most restrictive constraints on 
the effective neutrino mass. Therefore, this material holds 
great promise for future advances in BB techniques. The 
technology has now reached the point that results from BB 
projects will address the critical questions listed above.

We will test several technologies to determine if ton scale 
Ge-based BB experiments are feasible.

Conclusion
The results from this project will demonstrate that the 
proposed technique is capable of reaching the sensitivity 
required for future double beta experiments. These 
experiments have the potential to elucidate the origin 
of the matter-antimatter asymmetry of the Universe and 
hence address the question of why galaxies, stars, and 
planets were possible.
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Introduction
The prediction, design and control of turbulence 
have challenged our ingenuity for thousands of years.  
Roman water systems, air flight, climate, and Inertial 
Confinement Fusion (ICF) highlight the range of scientific 
problems that involve fluid turbulence. Los Alamos 
National Laboratory (LANL) has led developments of 
high fidelity fluid flow diagnostics, and the discovery 
that starting conditions can influence the development 
of hydrodynamic turbulence and material mixing in 
buoyancy driven flows. These leading edge advances 
have come about through studies of buoyancy driven 
turbulence in ICF targets. This Directed Research (DR) 
project couples a well-balanced set of unique LANL 
facilities and advanced diagnostics with experts in 
theory and computation. This synergistic expert team 
is determining the role of designed starting conditions 
and characterizing their effect on the development 
of material interpenetration, mixing, and turbulence. 
Thus, a timely opportunity has arisen to develop a 
new paradigm for buoyancy driven turbulence, namely 
“Turbulence by Design” (TbD), with LANL fluid dynamics 
research at the leading edge. The central goal of this 
DR is to determine the extent to which certain starting 
conditions can be used to predict and design turbulent 
transport/material mixing, Figure 1. The broad impact 
of this research includes the ability to design ICF 
targets for net energy gain, determination of early-
time astrophysical processes, a better understanding of 
climate and ocean flow dynamics and, more generally, 
a scientific basis for understanding the development of 
buoyancy driven turbulence and its prediction/design/
control.

Benefit to National Security Missions
This project will support the DOE and NNSA mission in 
Nuclear Weapons and Energy by determining the effect 
and use of initial conditions on Inertial Confinement 
Fusion, and code validation for Stockpile Stewardship. 
Additional high impact on climate, energy generation 

and usage, astrophysics, and any technological area that 
involves turbulence.

Figure 1. Memory of initial conditions (on the left) is NOT lost 
during turbulence development (left to right).

Progress
Over this first 12 months of the project we have 
produced six journal publications, given eight seminars 
and six conference papers, and presented four 
conference posters (including a 1st Place at the LANL 
LDRD DAY, 9/15/2009). In addition we have successfully 
hired four post-docs and purchased approximately 
$150K of needed experimental equipment, materials 
and supplies.

Major scientific achievements for the first 12 months of 
the project include:

Completion of single mode analysis using linear • 
and non-linear analysis, with the implementation 
of a ordinary differential equation (ODE) solver for 
multiple modes that produces results comparable 
with 3-D transient simulations of different initial 
conditions (PI, co-PI: Andrews and Ristorcelli). 
The ODE solver will permit the development of an 
optimization design route for turbulence based on 
“best” initial conditions

Turbulence By Design
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Figure 2. Computer simulations (on the right) that use the RAGE 
computer code are being used to design, and then interrogate, 
experiments (on the left) to explore the late-time effects of initial 
conditions.

Execution of Richtmyer-Meshkov experiments and • 
comparison with ILES simulations based on measured 
initial conditions - the comparison was excellent, 
Figure 2, and sets the scene for experimental/
computational/theoretical investigations of alternative 
initial conditions (Co-PI’s: Prestridge and Grinstein).

Formulation of turbulence modeling parameters based • 
on linear and non-linear stability analysis that will 
permit inclusion of initial conditions in simulations 
of transient turbulent mixing simulations. This key 
component of the research is central to our transition 
plan, and will provide a major impact across predictive 
science for variable density flows and turbulence. (co-
PI: Ristorcelli).

Roadrunner-executed 3-D Direct Numerical • 
Simulations Rayleigh-Taylor mixing, with de-mixing, 
Figure 3. These are the first numerical simulations of 
turbulent mixing on Roadrunner, and will form one of 
our canonical datasets against which we will be testing 
our methodologies for “Turbulence By Design” (co-PI: 
Livescu).

Aside from these major scientific advances, we performed 
numerous other supporting analyses and experiments.

Figure 3. Rayleigh-Taylor mixing layer, computed from a Direct 
Numerical Simulation (DNS) on the LANL Petascale Roadrunner 
computer. Such mixing conditions occur during the implosion 
phase of Inertial Confinement Fusion (ICF). At late times the flow 
structures become seemingly random, however their random 
properties are, in part, determined by characteristics of the initial 
conditions.

Future Work
Recent work at Los Alamos National Laboratory (LANL) has 
shown that buoyancy driven turbulence can be affected at 
late-time by initial conditions, and memory of the initial 
conditions is not lost. This is a remarkable discovery that 
suggests an important opportunity to predict and “design” 
late-time buoyancy driven turbulence, i.e. Turbulence 
by Design (TbD), with transformative impact on our 
understanding and prediction of Inertial Confined Fusion 
(ICF), free-convection, environmental and technological 
flows, and general fluid mixing processes. Often, and 
especially in turbulence research, the assumption is made 
that initial conditions (ICs) wash-out (loss of memory) and 
that the turbulence develops to a universal self-similar end 
state. However, there is a growing body of fundamental 
research that indicates only special turbulent flows are 
truly self-similar. Indeed, empirically-based turbulence 
modification is commonly used for example with golf-ball 
dimples. At the heart of our TbD blue-print for turbulence 
prediction and thus design lies the hypothesis that initially 
seeded small amplitude, long wavelength, perturbations 
can develop at late-time and be used to control turbulence 
transport and material mixing.

The broad impact of this hypothesis extends well beyond 
our interest in buoyancy and shock driven flows and 
incorporates the possibility of scientifically designing 
boundary conditions/shapes for passive turbulence 
control. Thus, we envision a transformative opportunity 
for LANL to define a new paradigm for turbulence research 
that leaves behind the universal “fully-developed” 
equilibrium concept, and embraces late-time turbulence 
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in ICF through prescribed ICs that enhance, suppress, 
or maintain turbulence intensity/structure for practical 
gain as related to LANL Grand Challenges. The late-time 
signatures of ICs also imply a better understanding of mix 
dominated buoyancy problems such as supernovas, solar 
ponds, ocean over-flows, and heat-transfer enhancement 
by rotating flows, and thus address a broad class of 
technological problems with the potential of revolutionary 
advances and discoveries.

Conclusion
This fundamental research will control the development 
of turbulence by design of starting conditions. Our 
focus is Inertial Confinement Fusion, with the goal of 
enhanced energy gain, lower energy costs, and reduce US 
dependence on foreign energy sources. However, more 
immediate impacts will be felt since oil trapping salt domes 
in Texas and the Gulf are also buoyancy formed structures 
whose location, size, and orientation depend on how they 
start and thus lend their prediction to our research. Other 
applications include more efficient engine fuel sprays, 
reduction of drag, cooling technologies, and weather 
prediction.
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Introduction
This project will search out and exploit new connections 
between several areas of quantum physics and 
information science to build new tools and technologies, 
which support the Laboratory mission.

We will develop the new field of quantum sensing, 1. 
using the power of quantum mechanics to create 
sensors of forces and fields performing beyond the 
current state of the art.  This requires both theory 
to develop optimum measurement strategies, 
and experiment to provide the tightly-controlled 
quantum systems which can implement these 
strategies.

We will explore the many interlocking aspects of 2. 
many-body physics, atomic and optical physics, 
and quantum control essential to understanding, 
controlling, and predicting the properties of 
materials.  The focus will be on understanding 
those materials relevant to energy, such as high Tc 
superconductors.

We will use the tools of quantum information 3. 
science to gain new insights into the power and 
potential of quantum computers to solve otherwise 
intractable problems and to increase information 
security.  In particular we hope to find new classes 
of algorithms for quantum computers and new 
techniques for increasing the range of quantum 
key distribution for provably secure protection of 
information.

Benefit to National Security Missions
This project will support the DOE missions of the 
Office of Science by enhancing our understanding 
of basic quantum physics and of the properties of 
matter.  It will also support the nonproliferation mission 
by investigating quantum sensing methods. The 
understanding of superconductors will benefit energy 
transmission technology.

Progress
This project is finding and exploiting new connections 
between several areas of quantum physics and 
information science and building new tools and 
technologies, which support the Laboratory mission.  In 
the first year of the project we have made progress in 
three of these areas:

Quantum Information Theory
Our focus here is on finding ways to use quantum 
technologies to increase the security and capacity of 
communication channels.

Patrick Rice, working with Jim Harrington and Israel 
Owens, has analyzed two methods for entanglement-
based quantum key distribution, with a comparison of 
the methods’ secret bit yields as a function of loss and 
noise.  He has also carried out numerical simulations 
to analyze the performance of a particular topological 
color code under various error models.  We believe 
that the quantum information science community will 
see this as groundbreaking work for understanding the 
utility of these codes for use in fault-tolerant quantum 
computation.  A paper on this work [1] has been 
submitted for publication.

Jon Yard has completed a project with collaborator Igor 
Devetak (USC) that proves the existence of a optimal 
quantum protocol for performing quantum data 
compression when the sender and receiver each have 
quantum side information [2].  With Matt Hastings, he 
has made progress in relating this optimal protocol to 
the notion of topological entanglement entropy, which 
is an entropic signature of topological order in two-
dimensional quantum spin systems.  This is important 
because topological order is expected to play a role in 
the design of novel materials and devices, including 
high-Tc superconductors and quantum computers.  This 
research illustrates the connections between quantum 
information science and quantum many-body physics 
developed in this project.  Yard has also begun work 
with Cris Moore (UNM/SFI) and Alex Russell (UConn) 
on developing a new algorithm for approximating 
topological invariants on quantum computers, part 
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of our goal to develop new algorithms for quantum 
computers and to better understand the origin of the 
power of quantum computing.

Technology for Quantum Sensing and Quantum 
Information Processing
Warren Lybarger and Jon Chiaverini have increased our 
experimental trapped-ion quantum sensing and quantum 
computing capability by building a scanning transfer cavity 
laser-stabilization system to maintain several of the lasers 
at the required frequency within 1 MHz over several hours.  
This stability of one part in a billion has been achieved 
in a straightforward system that allows for changing of 
the individual laser frequencies while locked, a necessity 
for precision laser cooling, spectroscopy, and control 
of individual atoms.  They are also exploring the use of 
dynamically configurable trapping array microstructures for 
advanced quantum processing schemes.  By transforming 
the RF trap electrodes in real time during an experiment, 
qubit manipulation and transport can be greatly simplified 
over current methods.

Alexander Chumak and Vyacheslav Gorshkov (Nat. Acad. of 
Sciences, Ukraine) have been working with LANL’s Gennady 
Berman, Boris Chernobrod, Alan Bishop and colleagues on 
applications of quantum technologies to communication 
and sensing.  First, they have proposed a new free space 
optical communication system based on spectral encoding 
of a broadband laser.  This novel technology gives high 
data rates combined with reduced sensitivity to beam 
wandering and atmospheric scintillation [3].  Second, they 
have investigated how tiny micromechanical mirrors might 
be used as room temperature sensors of infrared and 
terahertz radiation [4], a region of the spectrum where 
there is a pressing need for sensitive detectors, which do 
not require cooling.

Quantum Many-body Physics
David Roberts is pursuing two tasks in collaboration with 
Andrew Sykes (Queensland) building on their unique 
expertise in solving the scattering problem in a bosonic 
superfluid (one of the most important quantum many-
body systems).  First, using new solutions obtained while 
investigating drag forces in a quasi-1D geometry, they are 
calculating the lifetime of a “black soliton”, which would 
be important for a theoretical understanding of solitons 
as well as their experimental realization.  Second, they 
are also adapting methods of investigating drag forces 
in bosonic superfluids to systematically calculate for the 
first time similar effects in BCS fermionic systems that 
are experimentally realizable.  Roberts is also working 
with Ashton Bradley (University of Otago) on a classical 
field study of the transverse force of a moving vortex in 
a superfluid in finite temperature BECs.  This has been 
an outstanding problem since the 1960s with important 
implications for superfluids and superconductors.

Wojciech Zurek, collaborating with Jacek Dziarmaga and 
his graduate student Marek Rams of the Jagiellonian 
University in Krakow, has been investigating topological 
defect formation in the course of a phase transition.  
Very recently they have made significant progress in 
understanding the quantum aspects of defect formation 
(in particular, their decoherence).  They have also studied 
defect formation in the Bose-Einstein condensate ring 
lattice that can now be realized by experimentalists at 
LANL.  Finally, Dziarmaga, Michael Zwolak, and Zurek have 
developed a simple implementation of a “topological 
Schroedinger cat” in the quantum Ising model.  The 
analysis is at this point only partly completed, but will 
likely lead to a paper that sheds novel light on symmetry 
breaking in phase transitions and the quantum-classical 
transition.

Future Work
The main scientific issue to be addressed in this project is 
exploiting more fully the potential of quantum mechanical 
coherence and entanglement, particularly in areas, which 
cross boundaries between traditional scientific disciplines.  
In the next year our high-level plan is as follows.

Working at the intersection of information science and 
quantum physics, we will address the important question 
of identifying the origin of the power of quantum 
computing. Most physicists believe that entanglement is 
key, but much remains to be understood. The goal here 
is to gain additional insight and understanding of this 
key issue.  We expect to investigate network quantum 
information theory, quantum conditional information, and 
their roles in understanding and computational modeling 
of complex quantum systems. Another challenge for 
quantum information processing is to develop quantum 
algorithms for problems whose computational complexity 
renders them insoluble on classical hardware. In this 
project, we will seek new quantum algorithms for an 
important class of problems in the mathematical theory of 
knots.

We will also continue to investigate the emerging field of 
quantum sensing.  Here the goal is to find ways to build 
instruments with sensitivities to forces, accelerations, 
and electromagnetic fields which exceeds the standard 
limits due to shot noise, etc.  Tasks include the theoretical 
issue of devising optimum measurement strategies, and 
the practical challenge of implementing those strategies 
on suitable quantum hardware, such as trapped ions or 
ultracold atoms.

Finally, we will build a coalition to work at the fertile 
overlap of atomic and optical physics, quantum 
information science, and condensed matter physics.  
Here one goal is to devise new techniques for computing 
quantum systems in the face of exponential complexity.  
Another is to link the very clean quantum phase transitions 
observed in ultracold gases to the quantum critical 
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behavior, which is important in many materials, such as 
unconventional superconductors.

Conclusion
Our project is on track.  Success will produce:

New quantum sensing technolgies with sensitivity far 1. 
beyond the current state of the art.  Applications range 
from surface microscopy to precise measurements of 
gravity and electromagnetic fields.

New techniques and computational tools for 2. 
understanding, controlling, and predicting the 
properties of materials and other many-boson 
systems, including those relevant to energy such as 
high-Tc superconductors.

New algorithms for quantum computers to allow 3. 
solutions of classes of mathematical problems which 
are currently intractable, and new techniques for 
improving the range of applicability of quantum 
key distribution, which enables completely secure 
distribution of cryptographic key material.
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Introduction
The project goal is to advance the science of extreme 
phenomenology associated with astrophysics, space 
physics, geoscience, and climate change. Specific issues 
to be addressed include: initiation of earthquakes, 
seismic, and volcanic events; arctic climate change; 
regional climate prediction and impacts; and space 
plasma and astrophysical transients that require 
advanced modeling and simulation. Novel concepts 
involved are also developed, in support of the broader 
set of issues. This LDRD project is executed under the 
technical leadership of the Institute for Geophysics and 
Planetary Physics. While it must meet the same criteria 
for excellence as other LDRD projects, this project is 
related to the broader natural sciences mission of IGPP. 
In support of this project’s scope and tasks, Institute of 
Geophysics and Planetary Physics (IGPP) uses its General 
and Administrative (G&A) and LDRD resources to assess 
science needs and opportunities, develop strategies, and 
support the most cutting edge basic scientific research. 
The tasks under this LDRD project, in turn, promote 
workforce development and science excellence.

Benefit to National Security Missions
The research supports DOE missions associated 
with energy security, climate change, geophysical 
hazards, and astrophysics.  Much of the research ties 
to capabilities associated with weapon simulation 
and space and/or surface based detection of nuclear 
activities.

Progress
Progress during FY09 is distributed per the broad 
categories:  astro- and space- physics; geosciences; and 
climate science.

In our astrophysics and space science effort, we modeled 
the evolution of magnetic fields in galaxy clusters.  
These simulations show that the mergers of mini-halos 
during the cluster formation lead to and sustain the 

intercluster turbulence.  The turbulence amplifies the 
“seed” magnetic fields that emerge from active galactic 
nuclei (AGN) in the deep past at high redshifts. We 
found that cluster mergers and accretion can spread 
the AGN scale magnetic fields to the whole cluster, 
through both bulk motion and turbulent diffusion 
[3,5,6].  We also investigated neutrino flavor evolution 
in cosmic explosions.  In the dense regions of exploding 
stars, neutrinos interact with matter and change their 
flavors (electron, muon or tau). We simulated the 
shock breakout epoch of a 15 solar mass core collapse 
supernova. We found that coherent flavor-evolving 
behavior is very pronounced, even though coupling to 
electrons is always orders of magnitudes larger. Our 
results to date show that coherent neutrino-neutrino 
scattering can affect energy deposition, nucleosynthesis, 
and neutrino signals from supernovae. This is because 
flavor oscillations can occur much deeper than through 
the standard mechanism and can be extraordinarily 
sensitive to neutrino mixing parameters to levels much 
smaller than any terrestrial experiment [12,13]. We have 
studied Sunyaev-Zel’dovich (SZ) clusters, which contain 
hot gas that distorts the spectrum of the microwave 
background [4]. We have used a combination of 
analytic, numerical, and statistical modeling to obtain 
cosmologically relevant results from both the thermal as 
well as kinetic SZ effects. We have created thermal and 
kinetic SZ images from simulations including adiabatic 
gas dynamics. From our simulations, we created mock SZ 
images for all the halos and at all redshift slices. These 
will be used to compare with observed survey data. We 
have developed advanced data analysis techniques for 
modern Compton gamma-ray telescopes [10]. During 
Compton event reconstruction, the measured positions 
and energies are transformed into the photon scattering 
sequences. We have developed enhanced methods 
for event reconstruction based on Bayesian and neural 
network methods in order to achieve improved source 
recognition and background.  These methods will allow 
us to identify, and measure the spectra of gamma rays 
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sources in future space missions [11].  We studied the 
dynamics of the Saturn’s magnetosphere with data from 
the Cassini spacecraft. We found beams of H+ and O+ that 
escape from Saturn’s moon Enceladus and entered the 
magnetosphere [7,8].

Progress in geoscience research included advances in our 
understanding of the dynamics of rift valleys; hydrological-
geological systems; and flow through porous geological 
media. 

To advance rift valley dynamics, a three-dimensional • 
finite element model of the Rio Grande Rift and 
Bandelier Tuff were used to describe the evolution 
of multiple interacting rift systems, and to address 
rotational dynamics.  The models were validated with 
field observations [1,2,9].  In order to explore global 
similarities, field data were collected during FY09 in 
the East African rift, including geological, structural, 
paleomagnetic, beryllium, and biomarker data; the 
data will be analyzed during the remainder of the 
LDRD project.  

A reactive transport code was developed and applied • 
to the evolution of hydrological systems on small icy 
planetary bodies (including moons) [14,18]; the study 
was applied to Jupiter’s moon Encelaedus and Saturn’s 
moon Europa with excellent data validation [17]. 

To advance flow through porous media, process • 
modeling of large fractured rock systems was able 
to demonstrate on limestone fractures that buoyant 
convection is a governing process [15,16].

Progress in climate sciences focused on two tasks:  one 
addressing a key process governing Indian Ocean – Atlantic 
Ocean  interactions, and the other systems dynamics 
involving climate-infrastructure-economic interactions.  
For the first, we made major strides forward in explaining 
dynamical interactions between the Indian Ocean and 
Atlantic Ocean, i.e., involving the Agulhas Ocean current.   
Because vortex rings within the Agulhas current act as 
the dominant mechanism for heat and mass exchange 
between the two oceans, our studies of Agulhas current 
dynamics focused on the formation of discrete boundary 
current rings in the Indian Ocean that migrate around the 
southern tip of Africa into the southern Atlantic Ocean.  
These rings govern in large part the global ocean controls 
over the Meridional Ocean Circulation that in turn affects 
northern hemispheric climate during, in particular, rapid 
climate change episodes.  We developed a theoretical 
description for these rings, and began numerical 
simulations to simulate their behavior.  In  the second 
climate task, we developed a systems dynamic tool to 

describe the impacts of local and regional climate change 
on energy, water, transport, and economic infrastructures.  
The systems dynamics tool is able to operate on the 
scale of a typical US county, and determine the matrix of 
infrastructure design choices that are necessary to satisfy 
jurisdictional goals, e.g., carbon footprint reduction, mix 
of renewables to be inserted into the grid, and benefits of 
economic instruments.  The tool has been demonstrated 
using data test beds obtained from various US counties, 
and it will be extended to address a variety of instruments 
applicable to energy, water and transport infrastructures.

Future Work
Research will focus on several broad themes.  In the 
first theme (astro- and space physics), we will address 
cosmological modeling developments associated with 
gamma-ray events, neutron star physics, supernova 
evolution, cosmological structure formation and the 
plasma environment of the Earth.  We will, in particular, 
simulate cosmological flows including gravity, plasma 
physics, and gas dynamics via adaptive mesh refinement. 
We will apply this capability to the analysis of galaxy 
clusters and the distribution of matter on scales from 
hundreds of megaparsecs down to kiloparsecs. Our work is 
aimed at interpreting observational data from the various 
cosmological surveys. In addition, we will explore plasma 
sheet, magnetospheric, and reconnection dynamics of the 
Earth’s upper atmosphere, in order to explain episodic and 
severe phenomenology.

In the second theme focusing on geosciences, we will 
explore the necessary geophysics in order to better 
understanding crustal seismic events.  We will focus on 
seismic “noise” and silent slip (or tremor).  These recently 
recognized but poorly understood phenomena may be 
precursory phenomena to major earthquakes.  We will 
develop better methods of recognizing slip events within 
the seismic records, determining the spatial distribution of 
slip events, and locating them within seismogenic zones.  
We will also use seismic data obtained from active sources 
to understand crustal deformation within a continental 
rift zone.  Faults are indicators of the broader strain field 
in the crust.  We are interested in the geometry of faults 
and their growth through time, and how faults affect the 
distribution of resources such as hydrocarbons and water.  
Finally, we will use our expertise in numerical modeling 
and code-development to simulate how large (decimeter- 
to meter-scale) voids can develop in carbonate rocks (a 
process called “karstification”), and how these voids affect 
fluid flow through rock layers containing them. All of the 
above efforts push the state of the art in their fields, yet 
have important applied and basic importance.
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In the third theme of climate change, we will improve 
models of future climates, by addressing hydrology-ice 
sheet-permafrost interactions, regional climate prediction 
and impacts, and impacts on hurricane formation.  In 
the third theme, we will advance our understanding of 
earthquake initiation, volcano-atmosphere interactions, 
subduction zones, and flow through porous media.

Conclusion
The research is expected to lead to the following:

a much finer resolution prediction of climate change, • 
including predictions of extremes in future climate 
states that affect energy infrastructures and improved 
predictions of sea level rise;

a better understanding of the precursors of • 
earthquakes and the processes associated with 
earthquake initiation and evolution.

a better understanding and prediction of middle • 
atmospheric phenomena that affect the safety and 
security of satellite operations;

an improved understanding of the evolution of the • 
universe, in particular dark matter and dark energy; 
and

 improved models of fluid flow, transport of materials, • 
and distribution of resources in the crust of the earth.
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Abstract
The discovery of solar and atmospheric neutrino 
oscillations opened new questions and opportunities 
at the intersection of nuclear and particle physics, 
astrophysics and cosmology. This project funded 
a diverse experimental program to elucidate the 
fundamental properties of neutrinos and to seek out the 
missing or “dark matter” in the universe.

A major effort involved research and development 
of a novel detector concept, dubbed CLEAN for 
Cryogenic Low Energy Astrophysics with Noble liquids, 
to directly search for dark matter utilizing targets of 
liquid argon and liquid neon operating deep beneath 
the earth’s surface. Substantial progress was made 
in the engineering design and fabrication of major 
components for the MiniCLEAN detector. With a 500 kg 
target, and operating in the newly excavated SNOLAB, 
MiniCLEAN will provide a competitive search for dark 
matter and serve as prototype to a massive (10 to 100 
ton) CLEAN detector capable to study dark matter and 
simultaneously make a precision measurement of low-
energy neutrinos from the sun.

This project also supported, in part, research and 
development for a detector (Majorana) in search of 
neutrinoless double beta decay and the antineutrino 
phase of MiniBooNE (Booster Neutrino Experiment) 
at FermiLab. A theoretical component to the project 
provided computational support relevant to the 
experimental program and in interpreting the 
experimental data provided world wide in the context of 
fundamental theories within and beyond the Standard 
Model.

The project is summarized under the major headings 
below with subheadings pointing to its major 
components; MiniCLEAN, Majorana, MiniBooNE.

Background and Research Objectives

MiniCLEAN
Neutrinos, now known to have non-zero rest masses, 
constitute at least as much mass as do all of the stars 
in the universe but they cannot provide the observed 
matter density or large-scale structure required of non-
baryonic, cold dark matter. A compelling candidate for 
dark matter requires new physics in the form of Weakly 
Interacting Massive Particles (WIMPs), the likes of which 
could be directly detected as the recoil in ultra-low 
background detectors operating deep underground. The 
challenge hinges on our ability to achieve sensitivities 
some three orders of magnitude beyond the state-of-
the-art. This requires novel detector technologies ca-
pable of scaling to very large target masses (ultimately, 1 
ton and beyond) and maintaining unprecedented levels 
of radioactive background (ultimately, less than 1 event 
per ton per year).

The CLEAN program seeks to detect dark matter directly 
using interchangeable targets of liquid argon (LAr) or 
liquid neon (LNe).  Unlike most other noble liquid dark 
matter detectors, CLEAN will operate as a liquid-only 
“single-phase” detector, observing only the scintillation 
light produced by WIMP scatters.  Our approach follows 
that of the very successful non-accelerator neutrino pro-
gram, emphasizing scale and simplicity. The basis for our 
background rejection is threefold: external backgrounds 
from radioactivity in the photomultiplier tubes (PMTs) 
and detector structure are reduced by self-shielding and 
removed by fiducial volume restriction, neutrons scatter-
ing within the volume are removed by self-shielding and 
a delayed-coincidence tag, and internal backgrounds 
from radioactivity inside the target liquid are reduced 
using pulse-shape discrimination.  The last is made ex-
tremely effective because of the remarkable difference 
in the time profile of the scintillation light produced by 
WIMP-like nuclear recoils and electron-like backgrounds 
(see Figure 1), and the superior light collection achiev-
able in a single-phase detector. As with large-scale neu-
trino experiments, our design approach scales well to 
very large masses since there are no large electric fields, 
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the target material cost is low, and the fast signals mini-
mize event pileup. In many ways, the experiment becomes 
simpler as it becomes larger because of improved fiducial-
ization, self-shielding, and simpler optics. For details of our 
approach, please see Refs.[1] and [2].

Figure 1. The left panel shows the scintillation time distribution 
in LAr where the intensity of the late light relative to the prompt 
light is different for backgrounds (electrons and gamma rays) 
compared to nuclear recoil (WIMP) signals. The right panel is 
from an earlier simulation by Boulay & Hime (ref.[1]) based on 
the realization in the utility of prompt-to-total light yield as a 
powerful means of Pulse-Shape-Discrimination (PSD) in LAr.

The scientific and technical objectives of the MiniCLEAN 
component of this project include a detailed conceptual 
design, guided by sophisticated Monte Carlo simulations 
to ensure a scientific reach competitive with other experi-
ments planned on a similar timeline. A full engineering de-
sign made up a significant portion of the project, including 
the construction of dedicated apparatus in the laboratory 
to test all major components of the MiniCLEAN detector 
prior to fabrication. Equally important was the growth and 
development of the MiniCLEAN collaboration and a plan 
for detector fabrication and assembly underground.

Majorana
The data obtained from neutrino oscillation experiments 
tells us the difference between neutrino masses but not 
the absolute mass scale, knowledge of which determines 
the role that neutrinos play at subatomic to cosmological 
scales. Moreover, unlike their charged partners, neutrinos 
can be indistinguishable from their antiparticles. Neutri-
noless double beta decay is the only practical means to 
directly explore the absolute mass scale of neutrinos and 
to determine whether or not the neutrino is its own anti-
particle[3,4]. The objective of the Majorana experiment is 
to study neutrinoless double beta decay with an effective 
Majorana-neutrino mass sensitivity indicated by atmo-
spheric neutrino oscillations. This exciting physics goal is 
technically within our grasp and best pursued using the 
well-established detector technology based on enriched 
76Ge, augmented with recent advances in signal processing 
and detector design. Majorana will consist of a large mass 
of 76Ge in the form of high-resolution intrinsic germanium 
detectors located deep underground within a low-back-
ground shielding environment. Detector modules would 
be fabricated in a stepwise fashion, starting with a single 
60 kg module that would serve to demonstrate the Majo-

rana methodology and provide a stringent test of recent 
claims[5] for a positive signal.

MiniBooNE
The MiniBooNE experiment at FermiLab was constructed 
to test the evidence for neutrino oscillations found at LSND 
(Liquid Scintillator Neutrino Experiment). A confirmation of 
the LSND result would require physics beyond the standard 
paradigm of neutrino mixing amongst the three known 
generations of active neutrinos. Results from the Mini-
BooNE neutrino run were not consistent with the LSND 
data when interpreted as standard neutrino oscillations, 
however, an unexpected excess of events was found in the 
low-energy part of the neutrino spectrum. Results from 
the antineutrino run also show no support for the previous 
LSND result and, curiously, also do not reveal the low-ener-
gy excess observed in the neutrino run [6].

This LDRD project supported LANL collaborators on Mini-
BooNE to create new and improved techniques for ana-
lyzing the data and maximizing the scientific reach of the 
experiment by comparing the neutrino data to the anti-
neutrino data. In addition, studies were performed and 
proposals written for potential new experiments that could 
shed further light on the results obtained from LSND and 
MiniBooNE.

Scientific Approach and Accomplishments

MiniCLEAN
Our conceptual model for the MiniCLEAN detector is 
shown in Figure 2. The central target of liquid cryogen will 
be contained in a low-background stainless steel vessel 
(the Inner Vessel - IV). The IV contains ports to accommo-
date PMT optical modules that will view the inner liquid 
via light guides. The front faces of the light guides are 
coated with a wavelength shifter that shifts the extreme 
ultraviolet scintillation light into the blue. The light guides 
transport the blue light to PMTs immersed in the cryogen. 
With a 150 kg (500 kg) fiducial (target) mass and two years 
of operation, MiniCLEAN will achieve sensitivity to the 
WIMP-nucleon scattering cross-section of ~2x10-45 cm2 for 
a 100 GeV WIMP mass, as shown in Figure 3 and based 
upon our simulations and constraints from measurements 
made with prototype detectors and test-benches operated 
in the laboratory. Also shown in Figure 3 are predictions in 
sensitivity based on scaling the clean concept to a fiducial 
mass of 40 tons, the minimal scale thought useful for a si-
multaneous study of low-energy solar neutrinos using LNe 
as the target material.
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Figure 2. The central target of liquid cryogen will be contained in 
a low-background (Stainless Steel) SS-vessel (the Inner Vessel - IV). 
The IV contains ports to accommodate optical cassettes (right) 
providing a “cold-seal” to the IV and viewing the inner liquid via 
light guides made from low-radioactivity acrylic. The front faces 
of these light guides provide the 4π Wave-Length-Shifting (WLS) 
sphere viewing the target volume and that shift the Extreme-
Ultra-Violet (EUV) scintillation light into the “blue” where it can 
be detected by an array of photomultiplier tubes (PMTs). When 
coated with an optically reflective material, the acrylic light guides 
transport the blue light to the array of PMTs, the signals of which 
are read out via conventional digital electronics and hardware. 
The IV and optical cassette/PMT array is contained within an Outer 
Vacuum Vessel – OV, also fabricated from low-radioactivity SS, that 
provides the thermal shielding and basic containment of the central 
cryogen. The optical cassettes require assembly, and insertion into 
the IV, in a radon-free environment so as to prevent the plate-out of 
radon daughters onto the inner-facing WLS surfaces.
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Figure 3. The spin-independent WIMP-nucleon cross-section versus 
WIMP mass. Sensitivity contours are shown for the existing “state-
of-the-art” experiments (CDMS and XENON10) and next generation 
detectors in light of the predictions of supersymmetric models (shown 

as the solid colored island). MiniCLEAN is designed for a 400 kg 
target (150 kg fiducial mass) of LAr/LNe and to be competitive with 
the forthcoming LUX (Large Underground Xenon) experiment. At 
the 40-ton scale, CLEAN can largely cover the phase space predicted 
by supersymmetric models and simultaneously provide a precision 
measurement of the low-energy (pp-fusion) neutrinos from the Sun.

Significant accomplishments were made as it concerns 
the engineering design and fabrication of the MiniCLEAN 
detector. At this time the vacuum vessel, inner detector 
vessel, cryogenic systems, purification systems, electronics, 
initial calibration systems, and underground infrastructure 
at SNOLAB have been designed, with detailed engineering 
drawing packages available. This has lead to fabrication 
of major components of the detector, including the outer 
vacuum vessel (Figure 4) and the central sphere comprising 
the inner, cryogenic vessel. The inner vessel provided a sig-
nificant engineering challenge and its design was modified 
at a relatively late point in the project to ensure that the 
necessary tolerances could be met at an affordable cost. 
The design of the inner vessel is tightly coupled to that 
of the optical modules that form the wavelength shifting 
surface, light guides and contain the PMTs. A conceptual 
design that fosters ease of assembly in a low-radon envi-
ronment is in hand and the complete array of PMTs has 
been delivered. Progress was also made in the purchase of 
the major ancillary systems servicing the central detector, 
including the cryogenic and purification systems, digital 
electronics and data acquisition.

Figure 4. The Outer Vacuum Vessel (OV) for MiniCLEAN is 
presently in fabrication from PHPK, Inc. in Ohio. It is constructed 
in pieces so as to facilitate its movement and assembly 
underground at SNOLAB.

Significant progress has been made in the development 
of the MiniCLEAN collaboration which now boasts some 
65 individuals (~35 FTE) from 16 institutions in the US and 
Canada. This includes SNOLAB who is providing the under-
ground infrastructure for the MiniCLEAN detector and en-
dorsement for its installation in its newly excavated Cube 
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Hall. The MiniCLEAN collaboration, under LANL leadership, 
has formulated an organizational structure for managing 
the project.

Majorana
We installed and operated a detector in a cryostat to test 
the mechanical, thermal, and electronic designs for Majo-
rana. We learned that we can cool the detectors effectively 
by weak coupling, instead of the traditional effective con-
duction technique. We have also learned much about our 
design that has led to changes in the basic design for Ma-
jorana. Independent experiments were also performed to 
characterize radioactive backgrounds such as surface con-
tamination from alpha emitters and cosmogenic produc-
tion. A program was also carried out at LANSCE to measure 
inelastic neutron reactions on Ge, Cu, and Pb, information 
that was previously absent in the nuclear-data base.

MiniBooNE
New analysis techniques were developed for the antineu-
trino data. By comparing neutrino to antineutrino data 
it was found that many systematic uncertainties cancel, 
allowing a much more sensitive search for differences 
between neutrino and antineutrino oscillations. In this 
analysis a sizeable excess of low energy events is still found 
in the neutrino data but still none are observed in the an-
tineutrino data. Prompted by this remaining anomaly in 
the neutrino data, a proposal for a new experiment, Osc-
SNS, was written to place a MiniBooNE-like detector at the 
ORNL SNS Facility. In addition, a letter-of-intent (BooNE) 
was submitted to build a new MiniBooNE detector (or to 
move the existing MiniBooNE) detector at a distance of 
~200m from the neutrino target at FermiLab. These experi-
ments would determine whether or not the low-energy 
excess in MiniBooNE is caused by neutrino oscillations, 
provide unprecedented sensitivity to muon-to-electron 
neutrino oscillations, and allow a search for sterile neutri-
nos as well as signatures of CP and CPT violation. 

Impact on National Missions
The work performed under the auspices of this project 
is central to LANL’s Grand Challenge to understand phys-
ics Beyond the Standard Model. It is also supports basic 
research missions of the DOE Office of Science, namely 
to obtain a fundamental understanding of the universe 
through the elucidation of neutrino properties and the 
identification of cosmological dark matter.

The project supported key personnel at the Laboratory, 
both in senior and early career positions and spanning 
across a diverse set of groups and divisions. The team 
boasts six Fellows of the American Physics Society and 
two Laboratory Fellows. The project recruited some of the 
best young students and post-doctoral research associates 
(PDs) from around the globe. Indeed, two of our younger 
PDs, Laura Stonehill and Keith Rielage, were promoted to 
staff members during the course of the project.

The project also seeded several new opportunities and car-
ry-on projects. The work associated with development of 
Majorana led to the successful award of an FY09 LDRD-DR 
for “Double Beta Decay” and significant future funding is 
eminent from the DOE Office of Nuclear Physics. The work 
on CLEAN led to the successful award of an FY10 LDRD-
DR proposal for the “CLEAN Detection and Identification 
of Dark Matter”. With LANL management, doors are now 
opened with the DOE Office of High Energy Physics and 
promise for a strong dark matter program at LANL.
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Abstract
Only a decade has passed since the astonishing 
discovery of a mysterious agent driving an accelerated 
expansion of the Universe. Since confirmed by different 
probes, this discovery has been hailed as the harbinger 
of a revolution in fundamental physics and cosmology. 
Why is there so much excitement? Simply because no 
fundamental understanding exists: Cosmic acceleration 
demands completely new physics. It challenges basic 
notions of quantum theory, general relativity, and the 
fundamental make-up of matter. In order to understand 
the nature of the accelerated expansion of the Universe, 
we have to disentangle the expansion history of the 
Universe, as captured by the Hubble expansion rate, 
from the growth of structure as seen in the evolution 
of the distribution of galaxies – the cosmic web. At 
Los Alamos National Laboratory, we carry out some of 
the world’s largest simulations of the evolution of the 
structure in the Universe to guide the interpretation of 
observations from the world’s largest galaxy surveys. 
During this project we have carried out research on 
different large scale structure probes of dark energy, 
proved for the first time that simulations can reach the 
required accuracy to interpret future high-precision 
measurements of the distribution of galaxies, built 
a unique simulation data base, and a new statistical 
framework to analyze cosmological data from high-
precision simulations. The project made important 
contributions to areas crucial for the Laboratory’s 
mission: high-performance computing, verification 
and validation, and quantification of margins and 
uncertainties. 

Background and Research Objectives
The cause for the accelerated expansion of the Universe 
is a complete mystery. No compelling theoretical 
explanation has been proposed so far. Currently, the two 
most popular explanations are a dark energy, maybe 
driven by a scalar field, or a modification of general 
relativity on the largest scales. In order to make progress 

in either direction, we first have to characterize the 
underlying cause for the acceleration. Only then will we 
be able to distinguish different scenarios.  The two major 
sources of information we have are (1) measurements 
of the expansion history of the Universe, and (2) the 
evolution of structure in the Universe. Structure in 
the Universe forms by gravity-driven amplification of 
primordial density fluctuations, leading to the complex 
distribution of mass as traced by the distribution of 
galaxies, the cosmic web. The intrinsic geometry of 
the web defined by dark matter and galaxies, and the 
properties and evolution of its structural components, 
such as galaxy clusters, are the twin information 
reservoir for dark energy. They provide data on the 
evolution history of the Universe and the growth rate 
of structure formation, essential for distinguishing dark 
energy from modified gravity. The key to optimally and 
robustly extracting encoded information is an integrated 
theory, simulation, and analysis program that puts the 
observational datasets to full use.

In this project we targeted three large-scale structure 
probes of dark energy: baryon acoustic oscillations, 
clusters of galaxies, and weak gravitational lensing. 
The complementary nature of these probes provides 
essential cross-checks on the results obtained. All 
three probes rely heavily on the ability to make precise 
theoretical predictions at the level of 1% accuracy. 
At the start of this project, predictions at the 10% 
level accuracy were state-of-the-art. A major aim 
of this project has been therefore to establish new 
standards and improve the state-of-the-art by an order 
of magnitude. Since the large-scale structure probes 
involve nonlinear physics, high-performance simulations 
are crucial to make such predictions. A major objective 
has been to establish for the first time ever that the 
theoretical predictions indeed can reach the required 
accuracy to interpret ongoing and future observations 
to characterize dark energy. Without such an effort, it 
would not be possible to analyze future cosmological 
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observations at the level required to understand the 
causes for dark energy. These efforts would be theory 
limited. 

Once this high accuracy had been reached, the major 
second objective has been to develop a statistical 
framework built on a relatively small number of very 
costly high precision simulations that would provide 
accurate predictions for cosmological statistics such as the 
two-point correlation function or power spectrum, in a 
large parameter space. We have developed the very first 
framework in cosmology that fulfills these requirements. 
We carefully tested it and showed that it works to the 
required accuracy. A public release is under way.

These two major objectives of the project have led to 
many scientific insights in cosmology, including insights 
into the structure and evolution of clusters of galaxies, the 
evolution of the dark matter power spectrum (which is 
the essential statistic for weak lensing and baryon acoustic 
oscillations), new methods for code verification, leading 
to one of the biggest simulation data bases (the Coyote 
Universe) available. We elaborate on these results below.

Scientific Approach and Accomplishments
Our project required a three-pronged approach, combining 
high-performance simulations with sophisticated statistics, 
and verification and validation, all of them integral to 
the Laboratory’s mission. We summarize here our major 
results.

Precision determination of cosmological statistics
A first major task was to prove that it is possible to obtain 
results at the 1% accuracy from complex simulations. 
As a first step, we carried out an international code 
comparison and validation project. Almost all leading 
cosmological simulation groups world-wide participated in 
this project (including groups from Germany, Switzerland, 
Princeton, and Berkeley) leading to a comparison of 10 
codes. The overall agreement over a wide dynamic range 
was at the 10% level, an order of magnitude shy of what 
is required. As part of this project, new components 
for ParaView have been developed (ParaView is a 
visualization tool that has been developed in part at 
Los Alamos and allow for comparative visualization) to 
make such a comparison easier. An invited paper on the 
major findings has been published [1]. Figure 1 shows an 
example for the comparison of a simulated cluster from 
four different codes. The simulations are particle based 
–  ParaView enabled the easy and fast translation of the 
particle information into density information. The density 
information is much easier to interpret since it provides 
a view of the overall structure of the halo. The work has 
led to three follow up publications in the visualization 

literature [2-4] discussing new visualization techniques to 
easily identify differences in simulations and to streamline 
the comparison process.  An additional paper is currently 
under review.

Figure 1. Comparison of a simulated cluster from four different 
cosmology codes. Shown is the two dimensional density. 
Gadget-2 and HOT are two high resolution codes while MC2 
and FLASH were run at medium resolution. The difference in the 
center of the cluster (the high-density red region in Gadget-2 and 
HOT) is clearly visible and due to the resolution difference. The 
analysis was carried out with ParaView.

Since the aim was to reach accuracy at the 1% level, 
next two focused projects were carried out, analyzing 
the halo mass function (the key observable from clusters 
of galaxies) and the dark matter power spectrum (the 
key observable for weak lensing and baryon acoustic 
oscillations). The first project was based on a simulation 
database of 60 high-performance simulations and resulted 
in a comprehensive study of the mass function and its 
time evolution [5]. Convergence criteria for the required 
force resolution, simulation box size, halo mass range, and 
initial and final redshift were established. In combination 
with the excellent statistics from the large number of 
simulations, it was possible to obtain predictions at the 
few percent accuracy level. In addition, the project led to 
new insights about the universality of the mass function 
(its dependence on cosmology parameters and how 
to project this dependence onto linear quantities) and 
the evolution at high redshifts.  In the second project it 
was proven that the nonlinear power spectrum can be 
obtained from simulations at the 1% level accuracy out 
to length scales relevant for current observations [6]. This 
project has led to the “Coyote Universe” simulation suite 
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that encompasses almost 1,000 simulations of varying 
resolution, a unique 60 TB database in the cosmological 
community. In this simulation suite we went beyond the 
currently favored cosmological constant model for dark 
energy and allowed for different values of the dark energy 
equation of state. Currently, two more projects (one on 
the power spectrum and one on weak lensing) are carried 
out by researchers at the University of Hawaii and UPenn, 
based on this data set. We expect the community to use 
the simulation suite for a large variety of different projects 
that researchers would not be able to carry out otherwise.

Cosmic Calibration Framework
In order to interpret ongoing and upcoming observations 
and extract useful cosmological information from them, 
such as the dark energy equation of state, very costly high 
precision, multi-physics simulations must be performed. 
A single high-resolution simulation at the desired 
accuracy requires roughly 20,000CPU hours on a modern 
supercomputer. Including waiting times in the submission 
queue, this translates to approximately a week of real run 
time. A statistical analysis of cosmological data based on 
simulations would require 10,000 – 100,000 simulations 
of different cosmological models, impossible to carry out 
currently. It is therefore essential to any effort to create a 
prediction capability  – a so-called emulator – that can be 
built from a small set of simulations. The emulator then 
provides highly accurate predictions in the full parameter 
space via interpolation in parameter space covered by the 
simulations. We have developed such a framework based 
on (1) sophisticated design methods (Orthogonal Array 
Latin Hypercube designs) to decide at which parameter 
settings to run the simulations, (2) Gaussian Process 
models for creating the emulator itself, and (3) Markov 
Chain Monte Carlo methods to extract cosmological 
information from simulations and observations. We 
first demonstrated that the method works on a set of 
medium resolution simulations and simulated data for 
large-scale structure and cosmic microwave background 
measurements [7]. We extended the work to include 
covariances in Ref. [8]. Based on the Coyote Universe 
we built an emulator for the dark matter power 
spectrum accurate at the 1% level [9]. Figure 2 shows the 
comparison of the emulator to a high-resolution simulation 
result. The agreement at different cosmological epochs is 
at the 1% level. The emulator is ready for public release 
and will play a crucial role for current and future analysis of 
weak lensing and baryon acoustic oscillation experiments. 
The Cosmic Calibration Framework will be immensely 
important in future cosmological surveys that attempt to 
extract information from the nonlinear regime of structure 
formation, specifically for baryon acoustic oscillations 
and weak lensing. Without such a framework, this task is 

impossible. The work has led to several invited colloquia 
and seminars world-wide and other research groups are 
starting to develop tools along the same lines now.
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Figure 2. Comparison of the prediction from our new emulator 
to a high-resolution simulation result. Shown is the ratio of the 
power spectrum from the emulator prediction to the simulation 
result for six different cosmological epochs. The precision of the 
emulator is at the 1% level, fullfilling the accuracy requirements 
for weak lensing and BAO surveys. This reult improves the 
current state-of-the-art by an order of magnitude.

Clusters of galaxies
Clusters of galaxies and their count as a function of mass 
– the so-called mass function – are important probes 
of dark energy. We have contributed to the currently 
best measurement of the dark energy equation of state 
from clusters of galaxies [10,11]. The measurements 
were obtained from Chandra observations. In a second 
observational project, based on the same Chandra 
database we have investigated the properties of a special 
class of clusters and groups of galaxies, so-called fossil 
groups [12,13]. Fossil groups are groups or clusters of 
galaxies that are dominated by a single bright galaxy in 
the center and an extended X-ray halo, but they lack the 
typical large number of galaxies usually associated with 
such a system. It is important to understand the properties 
of such system if one wants to use clusters of galaxies as 
a precision probe of cosmology. We discovered several 
new such systems and carefully analyzed their properties. 
Figure 3 shows one of the systems in the X-ray and Figure 
4 shows the same system in the optical waveband. We 
also carried out theoretical studies related to clusters of 
galaxies in addition to the project on the evolution of the 
mass function, mentioned above. 
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Figure 3. X-ray image of one of the fossil groups described 
in Ref. [12]. The inner circle shows the area where the X-ray 
spectroscopy was performed. The out circle corresponds to the 
radius at a certain overdensity.

Figure 4. X-ray contours overlayed on an optical image from SDSS 
data for the same fossil group shown in Figure 3. The central 
bright galaxy is very easy to identify. The brightness of this 
galaxy and the relative faintness of the other galaxies belonging 
to the group are the characteristic features of a fossil system. 

From simulations, we estimated the bulk virial scaling 
relation of halos formed in an ensemble of simulated 
cold dark matter cosmologies [14]. We showed that the 
result is insensitive to cosmological parameters, the 
presence of a gas component, and numerical resolution. 
This relation was combined with the halo mass function 
and it was shown that a high normalization condition is 
favored, in contrast to the findings from cosmic microwave 

background measurements at that time. In the recent past, 
the cosmic microwave background measurements have 
been improved and the results are now much closer to our 
theoretical predictions. 

A major concern with respect to mass function 
measurements is the definition of a dark matter halo 
in a simulation. Figure 5 illustrates how different halo 
definitions will lead to different halo mass estimates. 

Figure 5. Dark matter halo extracted from a cosmological 
simulation. Shown are different definitions of the halo, the 
red circle indicates the halo boundaries if it is identified by an 
overdensity method, the blue particles belong to the halo of it is 
identified with a friends-of-friends algorithm, and the black line 
shows the iso-density contour in this region. It is clear from this 
figure that different definitions of a dark matter halo will lead to 
different masses. This in turn will lead to different cosmological 
constraints. We have established connections between different 
definitions which allow the translation of the masses from one to 
the other.

In observations, we cannot measure the dark matter 
mass directly, instead we measure for example the gas 
temperature or count the numbers of galaxies in a cluster 
and infer the mass from that. In simulation, we can 
measure the dark matter halo mass directly, but we have 
to be able to connect this measured mass to observables. 
Therefore, we have to find a definition of dark matter halos 
that can be easily connected to observations. In Ref. [15] 
we have studied this question in detail. As part of this work 
we developed a new approach to extract cosmological 
information from the number of systems that have more 
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than one dark matter halo component. Preliminary studies 
from SDSS data by a group at Princeton seem to agree well 
with our predictions.

First cosmological hybrid architecture code
During this project we initiated the development of 
the first cosmology code that can take advantage of 
new hybrid architectures, such as the Roadrunner 
supercomputer at Los Alamos. We showed that we 
could achieve speed-ups of a factor of 50-100 with such 
a code and outlined the principle design. Due to these 
very promising results, a separate project was funded to 
fully develop the code. This new code ran successfully on 
Roadrunner and led to some of the largest cosmological 
simulations ever performed.

Overall, the project has led to a large number of scientific 
publications, has been presented at more than 30 
occasions (conferences and Universities), has led to new 
funding from DOE Office of Science High Energy Physics, 
NASA, and NSF (in collaboration with Universities).

Impact on National Missions
As part of this research, we developed new, world leading 
simulation techniques to exploit modern supercomputing 
architectures. We developed new methods for validation 
and verification of complex computer simulations. We 
contributed to studies of quantification of margins and 
uncertainties. We developed new and innovative statistical 
methods to extract scientific information form a limited set 
of simulations combined with high-precision observations. 
We advanced our understanding of the Universe, its make-
up, and its evolution.

The effort enabled us to attract a new Oppenheimer Fellow 
(Ujjaini Alam) and a new Director’s Fellow (Adrian Pope). 
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Abstract
This project aimed at extending the scientific 
understanding in relativistic laser-matter interactions 
to develop a revolutionary class of ion beams, driven 
by high-energy short-pulse lasers.  Specifically, we 
demonstrated conversion of laser energy into nearly 
mono-energetic ion beams at >100 MeV, and peak 
ion energies of >0.5 GeV.  Relativistic laser-matter 
interactions is at the frontier of plasma physics, and 
more generally, high-energy density physics (HEDP), 
which was called “The X-games of Contemporary 
Science” in a recent study commissioned by the National 
Research Council of the National Academies of Science.  
This research supports and relies on scientific disciplines 
critical to LANL, such as atomic physics, accelerator 
physics, and large-scale computation of multi-scale 
phenomena.  The research supports the development 
of advanced compact accelerators at LANSCE, by 
enabling the technology for complementary co-located 
capabilities lacking today, such as high-current heavy 
ion beams, and by providing novel paths to upgrade 
existing capability, such as advanced proton injectors.  
The development of these laser-driven beams will 
enable LANL to push the research frontiers significantly 
in important areas.  We discuss below three of these 
applications: weapons physics research in the area 
of boost physics, ion-driven fast ignition of inertially-
confined fusion targets, and cancer tumor therapy. 
Within this project we succeeded to experimentally 
demonstrate a new ion acceleration mechanims, 
Break-Out Afterburner (BOA) acceleration. This was the 
first such demonstration of a fundamentally new ion 
acceleration mechanism in 10 years and an unmatched 
proof of the predictive capabilities of our VPIC plasma 
code, which not only had predicted the existence of 
this mechanism but also the quantitative parameters 
later observed in the experiments. Using both our 
experimental and numerical data, we developed a 
reduced analytical model that also showed excellent 
predictive capability within its range of applicability. 

With respect to the envisioned applications we were 
able to demonstrate the three fundamental parameters 
for carbon-driven fast ignition individually: 500 MeV 
carbon ions, <20% energy spread and >10% conversion 
efficiency. A follow-on project funded by the Office 
of Fusion Energy Sciences will study the challenge of 
bringing them all together simultaneously. We also 
demonstrated 100 MeV mono-energetic carbon ions as 
required by the weapons/boost related uses of ignition 
project funded by Campaign 10. With respect to cancer 
therapy, Trident does not have the right parameters 
to demonstrate the 4 GeV required for tumor therapy, 
however, we could show that our models for the BOA 
acceleration work and are in excellent agreement with 
the observed experimental data, showing the principle 
feasibility of reaching such energies and allowing 
extrapolation for design of the required system.

Background and Research Objectives
Ultrahigh-intensity lasers today routinely reach 
intensities of 1020 - 1021 W/cm2. When interacting 
with matter at intensities above 1018 W/cm2 the 
ponderomotive potential of the laser field will be on 
the order of the rest mass of an electron resulting 
in immediate acceleration of electrons to relativistic 
velocities within a half cycle of the laser field. To 
accelerate protons directly in the laser field, the 
ponderomotive potential would need to reach the 
proton rest mass energy of 1 GeV, which corresponds 
to intensities >1024 W/cm2 and is thus still 3 orders of 
magnitude from current laser capabilities. However, the 
accelerated electrons can in turn be used to accelerate 
other particles like protons and heavier ions. Since 
the laser-created fields are more than a million times 
stronger than in conventional accelerators, lasers have 
the potential to shrink those km long machines to 
room sized devices suitable for universities, industry 
and hospitals. However, so far the ion energy is still 
too low for many applications and the up to now 
employed acceleration mechanism seems to have hit 

High-Current, High-Energy, Laser-Driven Ion Accelerators: An Enabling and 
Revolutionary Scientific Research Tool

Juan C. Fernandez
20070023DR
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a threshold. This project set out to demonstrate for the 
first time a new acceleration mechanism called Break-
Out Afterburner acceleration, that has the potential 
of increasing achievable ion energies by more than an 
order of magnitude for a given set of laser parameters. 
Utilizing ultrahigh pulse contrast and nm-scale targets we 
can thus reach energy regimes relevant to a wide array 
of applications ranging from fusion energy production to 
medicine and tumor therapy.

Prior to this project, the most promising mechanism for 
directed laser-driven ion acceleration was the so called 
TNSA (Target-Normal Sheath Acceleration) scheme [1,2], 
where a high-energy, high intensity short-pulse laser 
incident on a µm-thick foil target heats electrons to 
relativistic energies, which in turn creates a virtual cathode 
on the rear of the target that accelerates the ions (typically 
adsorbed protons unless the target is cleaned in situ) on 
the rear target surface. However, there are limitations 
on that process as implemented to date, which include 
a broad quasi-Maxwellian ion distribution which is not 
suitable for many applications, and energies are typically 
in the ~ 1- 10 MeV/nucleon range for laser intensities of 
1019-1020 W/cm2, regardless of laser energy.

During the proposal stage of this project, a new 
acceleration mechanism for heavy ions, called the 
Breakout Afterburner (BOA) [3,4] was discovered at LANL 
in massive particle in cell (PIC) simulations using the VPIC 
code, the most advanced PIC code existant, running on 
the Lightning computer (Roadrunner prototype), the 
most powerful for this type of application. In this novel 
mechanism, a linearly-polarized ~ 1021 W/cm2 laser pulse 
drives all the electrons under the laser spot in an ultra-
thin (~ 10-100 nm) target. The target becomes transparent 
and the laser continues to couple to the same electrons 
for the duration of the pulse. Energy transfers efficiently 
to the ions via a kinetic Buneman instability, driven by the 
relative electron-ion drift [4]. The result is ~ GeV carbon 
ion energies. Since then, another advanced mechanism, 
Radiation Pressure Acceleration (RPA), has been discovered 
[5] and verified with VPIC. RPA relies on a circularly 
polarized laser at about the same intensity as BOA, to 
push on the electrons without heating, which couple their 
energy to the ions electrostatically.

The work in this LDRD Directed Research (DR) project 
has been aimed principally towards the experimental 
validation of these advanced acceleration mechanisms 
with heavy (non-hydrogen) ions, developing a better 
understanding of how to utilize these beams in key 
missions. 

Specifically, the project as proposed had one primary goal 

and two secondary goals:

Primary goal
Experimental demonstration of Break-Out Afterburner 
Acceleration and significant progress in understanding the 
underlying physics

 (From the proposal: “This project has a primary goal of 
developing a revolutionary ion beam technology based on 
the laser-plasma afterburner.”)

Secondary Goals 
Deploy a laser-accelerated ion beam (probably heavy ions 
such as Pd) in a demonstration integrated experiment 
relevant to boost. 

Optimize beam performance and assess the suitability of 
these beams for two selected missions: to demonstrate a 
high-power C-ion beam in the 30-40 MeV/nucleon range, 
the energy suitable for FI and to demonstrate feasibility 
of a high-energy C-ion beam of >100 MeV/nucleon, as 
required for cancer therapy.

Scientific Approach and Accomplishments
To achieve the stated goals we formulated a research 
program that integrates theory, modeling and 
experiments. We made use of a multi-disciplinary, multi-
division and indeed multi-institution team to synergistically 
combine all relevant capabilities into a single project. 
Participants from P-24 and X-1 from LANL participated 
in this project, forming the experimental and modeling 
branches of project, respectively. Furthermore we were 
able to form a strong collaboration with the University of 
Munich and the Max-Planck-Institute for Quantum Optics 
in Garching, Germany, where the co-PI Hegelich held a 
Visiting Professorship for the last 2 years of the project 
as a co-appointment with his LANL position in P-24. This 
constellation allowed us to bring additional capabilities 
to bear that are not present at Los Alamos, e.g. the 
development of ultrathin, ultrarobust free standing nm 
Diamond-like Carbon films (DLC), access to laser systems 
with parameters substantially different from Trident, and 
theory support. 

The main modeling tools were the VPIC code on the 
Lightning and FLASH LANL supercomputer clusters. Smaller 
PIC simulations were performed at MPQ with their legacy 
codes in the framework of a collaboration (see below). 
The main experimental facility was the LANL Trident laser, 
delivering pulses of ~50-100 J, ~500-800 fs into a 3.5µm 
radius spot at ultrahigh contrast, resulting in an on target 
intensities of 1-5 x 1020 W/cm2. Additional experiments 
where performed within the Munich collaboration (see 
below) at the Ti:Sapphire laser of the Max-Born-Institute in 
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Berlin, Germany, delivering pulses of 0.7J, 45fs, 3x1019 W/
cm2 on target.

To accomplish the proposed research goals the original 
proposal put forth the following broad tasks: 

mitigate laser pre-pulse at Trident to the required level • 

demonstrate the required hydrodynamic performance • 
of a target with reduced prepulse; 

develop suitable ultrathin targets• 

implement ex situ methods for producing the surface • 
ultra-thin film layers required for laser targets; 

implement on Trident the in situ target conditioning • 
required; 

perform the suite of PIC simulations necessary to • 
understand better the enhanced TNSA and the laser-
plasma afterburner regimes and, ultimately, develop 
reduced models to inform experimental design; 

design the targets and the experimental campaign; • 

deploy the initial validation experiments of the • 
afterburner concept; 

assuming success, evaluate the results and refine the • 
theoretical models; 

use the refined theoretical models to demonstrate the • 
beam parameters and beam-ion species necessary for 
our three identified customers: boost, FI and cancer 
therapy; 

deploy a demonstration integrated experiment • 
relevant to boost; 

publicize and share our results with our collaborators • 
in other fields (FI, etc.); 

preliminary assessment on how to integrate this • 
accelerator technology at a major accelerator facility 
such as LANSCE.”

Due to insights gained during the project as well as focus 
shifts within one of the potential customer programs (C1-
Boost), some of these tasks were modified or discarded. 
In the following we will describe the progress achieved for 
each task and then summarize the results in the context of 
our primary goal.

Mitigate laser pre-pulse at Trident to the required level 
The key parameter to shooting nanotargets is the so-called 
laser contrast, which describes how fast the pulse turns on. 

Due to the nature of Chirped Pulse Amplification, where 
a short sub-ps laser pulse is stretched in time (ns) then 
amplified and then recompressed to its original short dura-
tion, the short high intensity pulse sits on a ns pedestal of 
incompressible noise. In addition reflections in the system 
can also cause short prepulses before the main pulse. The 
laser contrast is ratio of the pedestal/prepulse intensity to 
the peak of the main pulse. For a typical ultrahigh intensity 
system that ratio is on the order of one millionth (10-6) 
at ~1ns before the 500fs main pulse. If the focused main 
pulse intensity is ~1020 W/cm2, the prepulse intensity will 
be ~1014 W/cm2, i.e. more than enough to create a plasma 
and to destroy the target before the main pulse can inter-
act with it. For the BOA process to work it is imperative 
that the target is still overdense at the peak of the pulse. 
Therefore, at peak intensities above 1020 W/cm² very good 
contrast ratios of better than 10-11 at ~ps are required. To 
realize these extreme, ultrahigh contrast conditions, we 
developed a new cleaning system based on Short Pulse 
Optical Parametric Amplification (SPOPA) [6]. Using an 
additional compressor stretcher pair and exploiting two 
quadratic (χ2) nonlinearities we obtain cubic cleaning per-
formance at great stability at modest intensity, realizing 
a contrast good enough to ensure main pulse interaction 
with an overdense target. The thus realized contrast is 
below the detection threshold of our optical diagnostics 
and therefore better than 10-10 at 10 ps before the peak of 
the pulse. Damage threshold measurements on the used 
targets put it as low as <2x10-12 for a 1.2ns pedestal and 
<5x10-10 for 0.5ps. Figure 1 shows the latest contrast mea-
surement.

Figure 1. Temporal contrast measurement of the Trident laser 
pulse before (black) and after (red) cleaning, with an overlayed 
calculated cube fit to the cleaned signal (grey). Inset shows a 
larger temporal range: a - known artifacts, e - etalon reflection. 
Black curve is before cleaning, red is after cleaning.
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Demonstrate the required hydrodynamic performance of 
a target with reduced prepulse
Shooting targets of various thicknesses with the old fron-
tend and with the new ultrahigh contrast frontend we de-
termined the hydrodynamic target performance by means 
of a Backscatter Imaging diagnostic [7]. This diagnostic 
shows if a target is still overdense at the time of the peak 
pulse interaction or if the prepulses/pedestals damaged 
it and it suffered hydrodynamic expansion to an under-
dense state. With the old frontend this could be observed 
for targets of 100nm and thinner. The new, high contrast 
frontend allows shooting targets as thin as 3nm in an over-
dense state. 

Develop suitable ultrathin targets
implement ex situ methods for producing the surface • 
ultra-thin film layers required for laser targets 

implement on Trident the in situ target conditioning • 
required

Earlier experiments used ultrathin source layers on µm 
sized targets to achieve an enhanced, mono-energetic 
TNSA. However, it became clear in the early stages of the 
proposal that freestanding nanotargets were required for 
BOA. Such targets were developed and fielded in collabora-
tion with the University of Munich and the Kurchatov Insti-
tute in Moscow. These targets, Diamond-like Carbon (DLC) 
foils can be as thin as 3nm while freestanding over ~1mm2. 
Up to 75% sp3 (diamond bonds) have been achieved, re-
sulting in target densities of up to 2.8 g/cc.

Perform the suite of PIC simulations necessary to 
understand better the enhanced TNSA and the laser-
plasma afterburner regimes and, ultimately, develop 
reduced models to inform experimental design
A suite of special PIC simulations in 1D, 2D and 3D has 
been performed over a range of different laser and target 
parameters, reproducing laser and target conditions as 
used in the experiments as closely as possible. They show 
excellent qualitative and quantitative agreement for both 
the carbon energies and the spectral shape. Based on the 
detailed analysis of this simulations combined with the 
observed experimental data, a reduced analytical model 
has been developed (HYT-model, Hegelich-Yan-Tajima), 
that describes the maximum ion energies for a given set of 
laser and target conditions. The model is also in excellent 
agreement with both the simulations and the experimental 
data. Figure 2 shows the maximum carbon cutoff energies 
as measured in experiments on Trident, predicted by VPIC 
simulations and by the HYT-model. 

Figure 2. Cutoff energy vs. Target thickness: Comparison of 
experimental data, simulations and analytical model. The squares 
are the measured mean (red) and maximum (black) cutoff 
energies for different target thicknesses, the different sized error 
bars are the result of different number of shots for the respective 
thicknesses. The blue diamonds are the equivalent cutoff energies 
obtained by VPIC simulations both 1D and 2D. One can observe 
a slight variation not in small part due to fluctuating laser 
parameters at different shots in the experiment while having a 
fixed set of parameters (“typical”) for the simulation. The green 
line is the prediction by our analytic model, which is in excellent 
agreement over the validity range of the model up to ~600nm. 
Beyond that the model predicts much lower energies since it does 
not contain the physics of thick target interaction and therefore 
underestimates the TNSA component in this regime.

Design the targets and the experimental campaign
After successful target and laser development a number of 
experimental campaigns were designed, starting out with a 
first demonstration of BOA and building onto that to inves-
tigate the details of the mechanisms and its dependence of 
various laser and target parameters. This resulted in four 
experimental campaigns, in April 2008, September 2008, 
April 2009 and September 2009.

Deploy the initial validation experiments of the 
afterburner concept
Initial scoping experiments were performed in April 2008, 
at this point however without the full contrast cleaning 
setup. Instead, a double plasma mirror setup was used that 
provided good contrast but at the cost of half the available 
pulse energy, thus limiting us to intensities of ~5 x 1019 W/
cm2, roughly one order of magnitude less than desired for 
first BOA demonstration. Nevertheless we could observe 
a first onset of a relativistic transparency regime. Results 
have been published in [8].

The first full BOA experiment was fielded in September 
2008, now with the new ultrahigh contrast frontend. It was 
an immediate success, resulting in the first demonstration 
of BOA acceleration of carbon ions to >0.5 GeV as shown 
in Figure 3. The results have been reported at various 
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interational conferences and led to the development of a 
predictive reduced model. Together, with the subsequent 
experiments they now form a complete dataset that is in 
preparation for publication in Nature.

Figure 3. Ion spectra from BOA acceleration from a 58nm 
DLC target, optimized for carbon acceleration under Trident 
conditions (this shot: 90J,  540 fs, 2x1020 W/cm², contrast 
<10-10 @ xx ps): The highest ion energies where observed at an 
8.5° angle in the plane orthogonal to the laser polarization (red 
line) and agree well with a 2D VPIC simulation with the same 
shot parameters (green line). The energy on axis (black line) is 
significantly lower, as predicted in 3D BOA simulation (inset). The 
accelerated protons (grey, brown) obtain the same energy per 
nucleon, i.e. the same velocity, as predicted for the BOA regime.

Assuming success, evaluate the results and refine the 
theoretical models
Based on the successful first beam time we conducted 
two more experimental campaigns. The to date developed 
models supplied us with predictions for target parameters 
(thickness) and laser parameters that had not been shot 
before. In the subsequent experiments we tested those 
predictions which and obtained excellent agreement 
between theory and experiment, as shown in Figure 2.

Use the refined theoretical models to demonstrate the 
beam parameters and beam-ion species necessary for our 
three identified customers: boost, FI and cancer therapy
Applying our models it is now possible to evaluate laser 
and target parameters for the abovementioned customers. 
For fast ignition the individual parameters have now been 
demonstrated: i.e. >0.5 GeV particle energies (Figure 
3), >20% energy spread (Figure 4) and >10% conversion 
efficiency (Figure 5). However, those were not achieved 
simultaneously and not even on the same laser system in 
case of the conversion efficiency. Bringing them together 
will require laser capabilities beyond what Trident can 
deliver. Based on our models we now understand that 
not only the intensity and pulse duration is important but 

also the actual pulse shape. More precisely, the sharper 
the rise time of the pulse, the clearer the mono-energetic 
features and the higher the conversion efficiency. That 
means that even for an optimum pulse duration of ~100fs, 
which already is significantly shorter than what Trident can 
deliver, one would want a rise time as short as possible, on 
the order of ~10fs, requiring the same bandwidth as a true 
10fs pulse. A way around this at least for proof-of-principle 
experiments was discovered during the last phase of this 
project: it appears to be feasible to use the nanotargets 
as pulseshaping mechanism, to deliver significantly 
steeper flanks than normally possible. A number of follow 
on proposals will pick up this idea to realize different 
laser-plasma interactions. However, for significant future 
advances lasers with substantially shorter pulses than 
Trident at the same or higher intensities will be required.

Figure 4. Mono-energetic carbon ions from a 5nm DLC target 
shot at Trident. The energy spread is ~20%, at more than 100x 
higher particle numbers than previously best record with micron 
Pd-C targets (also Trident, Hegelich et al., Nature 2006).

Figure 5. Calculated conversion efficiency for protons and C6+ ions 
as a function of target thickness for DLC targets shot at a 1J, 45fs 
laser system at MBI Berlin. 
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Deploy a demonstration integrated experiment relevant 
to boost
This task was dismissed due to the lack of resources (per-
sonnel and beam time) and due to a focus shift from the 
potential sponsor which made it unlikely that even a suc-
cess would generate follow-on funding.

Publicize and share our results with our collaborators in 
other fields (FI, etc.)
This project has already resulted in the publication of 17 
papers in peer reviewed journals by us and our collabora-
tors and 10 more are currently under preperation. It also 
resulted in more than 30 invited talks at international con-
ferences, symposia and colloquia by the co-PI (Hegelich) 
alone plus a multitude of contributed talks and posters. We 
can state without exaggerating that this project established 
Los Alamos as the one of the top institutions in relativistic 
laser matter interactions in general and the world’s leading 
institution in laser-driven ion acceleration in particular.

Preliminary assessment on how to integrate this 
accelerator technology at a major accelerator facility such 
as LANSCE”
In collaboration with Dr. I. Hoffmann from GSI Darmstadt 
we performed a preliminary assessment on how 
to integrate a laser driven front end into the SIS-18 
synchrotron at GSI. In contrast to earlier assessments 
this now is a feasible endeavor given sufficient funding. 
We also started to investigate the opposite possibility 
of developing a relativistic booster amplifier for 
LANSCE based on the results of this project. First joined 
assessments with LANSCE personnel are currently 
beginning and will, if warranted, result in future proposals.

To summarize, we can say that prior to this project, 
the most promising mechanism for directed laser-ion 
acceleration was  Target-Normal Sheath Acceleration 
(TNSA). The successful demonstration of Break-Out 
Afterburner (BOA) acceleration has lead to a paradigm 
shift in laser-driven ion acceleration. We are now reaching 
energies and efficiencies that make applications, staging 
and the use of smaller systems with higher repetition rate 
feasible.

Within this project we then studied and determined 
the laser parameters necessary for an experimental 
demonstration (12/2007) such as ultrahigh contrast laser 
pulses, conceived and developed optical technology to 
realize these parameters (3/2008) and implemented them 
in the Los Alamos Trident laser system (9/2008). Not only 
did this make Trident the highest contrast laser systems 
of its class by orders of magnitude in the world, giving 
LANL unique experimental capabilities, the successful 
implementation led directly to the first demonstration of 
BOA acceleration (10/2008) and detailed experimental 

studies of the mechanism. Using these results we 
directly validated our code VPIC in this physics regime 
and we were able to develop a reduced analytical model 
describing the basic features of the new mechanism that 
showed true predictive capabilities within its parameter 
range. Furthermore we experimentally demonstrated 
(individually) the required particle energy for carbon-
driven fast ignition, as well as the required narrow 
energy spread ∆E/E and a laser-to-ion energy conversion 
efficiency of ~10%. This result is a huge step towards 
establishing the feasibility of carbon fast ignition, moving 
the challenge from the principal question if the necessary 
parameters can be achieved at all to the question on how 
to achieve them simultaneously, marking a transition from 
a fundamental science question to an engineering science 
question.

Impact on National Missions
This project has strongly and demonstrably supported 
multiple national missions. These include both the 
fundamental science and the national security missions. 
Specifically, this project has supported three important 
components of the national security mission: energy 
security, global security and nuclear weapons physics.

This project has advanced the frontiers of fundamental 
scientific research in the areas of relativistic laser-
plasma interactions and plasma physics, as well as 
the interdisciplinary subjects of advanced multi-scale 
supercomputer modeling, high-energy density physics, 
high-power high-energy laser systems, and applied 
materials science (through the development of self 
standing ultra-thin [~ nm] diamond films as laser targets). 
The former are important science topics stewarded by 
several federal funding agencies, such as NSF and DOE 
Office of Fusion Energy Science (OFES) through the 
emerging High Energy Density Laboratory Plasmas (HEDLP) 
joint program with NNSA. The latter multidisciplinary 
subjects are also important components of the scientific 
underpinnings of  large DOE programs, such as Fusion 
Energy in Office of Science and the nuclear weapons 
science campaigns in Defense Programs.

Two broad examples can be cited for the scientific impact 
of this project. One example is represented by the 
various refereed scientific publications enabled by this 
LDRD project, listed in this report, with more to come. In 
fact, as a direct result of the LANL LDRD investment, Los 
Alamos is now recognized as the center of excellence for 
the emerging worldwide capability for laser-driven ion 
acceleration. Another example of impact is the fact that 
the ability to accelerate C ions to hundreds of MeV, as 
championed by this project, has enabled a novel concept 
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for fast-ignition fusion, based on laser-driven ion beams to 
ignite the target, as documented in Ref. [Fernandez2009]. 
That impact is further underscored by the fact that the 
further development of laser-driven ion beams has been 
funded in a four-year multi-institutional project by the joint 
OFES-NNSA HEDLP program.

As mentioned above, this project has impacted several 
aspects of the national security mission. In the area of 
energy security, the impact through inertial fusion energy 
and fast ignition has been outlined above. In the area of 
nuclear weapons research, some of the techniques for ion 
acceleration are being further developed at the Omega EP 
facility at the Univ. of Rochester, and being incorporated in 
designs of weapons physics experiments planned for the 
National Ignition Facility (NIF) at the Lawrence Livermore 
National Laboratory. Moreover, the development as part 
of this LDRD project of techniques to achieve ultra-high 
contrast laser pulses is likely to be incorporated by other 
major laser facilities (mostly operated by NNSA), further 
improving the research capability available to Defense 
Programs. The more novel impact is in the area of global 
security. The techniques for ion acceleration developed as 
part of this LDRD project can also be applied to develop 
~ GeV proton beams. Such beams would be immensely 
useful as a tool for active interrogation to detect special 
nuclear material. In recognition of this, a research proposal 
was submitted to, and funded by the Domestic Nuclear 
Defense Office (DNDO) of the Dept. of Homeland Security. 
This three year proposal entails an investment of $3.8M by 
DNDO.

The two recently funded follow-on projects illustrate the 
tremendous scientific and programmatic potential of this 
laser-driven ion acceleration capability developed by the 
LDRD program.  Besides the missions mentioned above, 
other applications include affordable ion-beam-based 
human therapy for cancer tumors, advanced accelerator 
development and rare isotope production. Indeed, this 
LDRD investment is likely to pay off for years to come.
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Abstract
We exploited the exquisite sensitivity of cold atom Bose-
Einstein condensates (BECs) – the matter wave analog 
of lasers - and we explored the advantages offered by 
the quantum nature of BEC-systems to probe surface 
forces.  We targeted one force in particular: the electro-
magnetic quantum fluctuation-induced Casimir-Polder 
force experienced by an atom near surfaces, of interest 
in nanotechnology.  This project also explored the laser-
like coherence of cold atom Bose-Einstein condensate 
(BEC) systems for developing a coherent optics to image 
surface forces. Coherent BEC optics could give access to 
the ten nanometer resolution that remains a challenge 
in surface microscopy.  

The participants focused on quantum fluctuations 
relevant to near-surface physics; they proposed ultra-
sensitive probes and have explored their realization.  
They developed the tools for an optics technique with 
Bose-Einstein condensates (BEC’s) as a novel surface 
microscopy.  The work has been organized around 
three focal points: (I) near-surface quantum fluctuation 
physics, (II) ultra-sensitive quantum probes and (III) slow 
matter wave holography. 

We developed novel theory-concepts and experimental, 
numerical and mathematical tools. We proposed an 
ultra-sensitive weak force probe that consists of phase 
separated BECs, and a Josephson-like ring BEC that can 
take on a macroscopic Schrodinger cat state – a linear 
superposition of two very distinct many-body states 
– that can exhibit extraordinary sensitivity to external 
forces.  We calculated Casimir forces for corrugated 
surfaces and wedge-like metal surfaces and we studied 
highly sensitive macroscopic Schrodinger cat states in 
first-order quantum phase transitions.  We studied the 
limitations on canceling interactions to reduce the phase 
diffusion effect in cold atom interferometers and we 
studied standing wave BEC-patterns to use ring-BECs as 
gyroscopes.  We explored the use of freely expanding 

BECs to image external potentials holographically.  The 
tools include a mathematical framework to describe 
quantum evolution in many-body systems, a numerical 
fast Schrodinger solver, and an experimental trap to 
contain BECs in a 2D-geometry with arbitrary potential.

Background and Research Objectives
Quantum mechanics manifests itself at atomic scale 
lengths. Nanotechnology reaffirmed this truism in a 
somewhat unexpected context by struggling with the 
effects of electromagnetic vacuum quantum fluctuations 
when engineering micro and nano-scale devices: MEM’s 
and NEM’s (micro and nano electromechanical devices) 
such as nano-cantilevers. Cantilevers are tiny mechanical 
bridge-like structures sticking out of the surface that can 
resonate at well-defined vibrational frequencies.  Such 
structures have been used as switches and as probes 
to measure weak fields such as the magnetic field of 
a small spin samples (important for future quantum 
computation architectures).  Similar structures are 
developed to detect single virus cells in biomedical 
application of nanotechnology: cantilevers coated with 
anti-bodies can detect single virus cells as they change 
their vibration frequency when a single virus cell is 
captured.  However, the engineering of ultra-small 
and ultra-sensitive cantilevers is hampered by vacuum 
fluctuations of the electromagnetic field. Generally, the 
Casimir force attracts the cantilevers to the surface, 
collapsing smaller and more fragile cantilevers onto the 
surface (known as the problem of stiction).  

The sudden relevance of quantum fluctuations was 
predicted a long time ago by Feynman In his 1959 talk 
‘There’s plenty of room at the bottom’.  A simple order-
of-magnitude estimate makes the point: due to its 
coupling to the electromagnetic field modes, a single 
rubidium atom located a distance of 1 micron from a flat 
surface, perfect conductor is attracted to that surface 
with an acceleration that is approximately half a ‘g’ (the 
acceleration experienced by falling objects at the surface 
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of the earth).  At a distance of 10 micron, this acceleration 
is reduced by a factor of 105 (at zero temperature).  For 
general surface shapes and material compositions, Casimir 
forces, which are not additive, are difficult to compute. 
These forces are, however, important: not only do small 
scale geometrical shapes significantly alter the Casimir 
force, but different material compositions involving 
materials with strong magnetic response may give rise to 
repulsive instead of attractive forces.  

The measurement of Casimir forces with specific surface 
geometries remains a challenge in spite of well-developed 
surface microscopy techniques.  While scanning tunneling 
microscopes can image individual atoms and while 
atomic force microscopes are very sensitive, surface 
technology remains unable to image surfaces on the 
tens of nanometer scale relevant to nanotechnology and 
force components parallel to the surface remain hard to 
measure.  The presence of a single spin has been detected 
but the detection process is time consuming (twelve hours) 
and the measurement involves a high magnetic field to 
orient the spin, yet several proposed architectures for 
solid state quantum computers explicitly rely on single spin 
measurements. Also quantum issues such as collapsing 
the spin component in the measurement process, 
backaction on the measured spin, and decoherence play 
a crucial role.  A general strategy involves probes that are 
themselves quantum objects and that utilize many-body 
quantum effects to yield ultra-sensitive probes. It has been 
suggested, for instance, that a many-body Schrodinger 
cat state of N atoms in a state that is a superposition of all 
N atoms in one spine state and all atoms in another spin 
state might measure an optical frequency with a relative 
error that is N times smaller than the error of measuring 
the same frequency with one particle – the Heisenberg 
limit. We refer to such device as a Schrodinger cat sensor. 
Alternatively, new strategies have been suggested in this 
project: The Loschmidt echo is highly sensitive to a weak 
field that that breaks the time reversal so that realizing a 
Loschmidt echo and detecting how good the initial state 
can be reached after nearly complete time reversal can 
give a highly sensitive probe of the weak field. Other 
macroscopic Schrodinger cats are highly sensitive: a 
superconducting quantum interference device (SQUID)-like 
ring-BEC with a Josephson junction and quantum droplets 
that nucleate in a first order quantum phase transition.  
Cold atom interferometers are currently limited by the 
phase diffusion caused by inter-particle interactions and 
we have studied the limitations of canceling interactions 
with a Feshbach resonance.

Scientific Approach and Accomplishments

Near-Surface Quantum Fluctuation Physics
We developed methods to calculate Casimir forces for 
atoms near specific geometrical surface structures – a 
corrugated surface [1-3] in one case and a wedge [4,5] 
in another. We found non-trivial effects of geometry 
in dispersion atom-surface forces, constructed exact 
analytical solutions, revealed the interplay between 
geometry, material properties and temperature [6]. We 
proposed experiments to use cold atoms, and BECs in 
particular, to probe quantum and thermal fluctuation 
forces in the presence of surface structures.  We calculated 
the effects of corrugation and roughness of material 
surfaces on the normal and lateral Casimir-Polder force on 
a BEC. We proposed different methods to measure such 
interactions: the use of a “BEC cantilever” to measure 
lateral frequency shifts of the center-of-mass oscillation of 
the BEC due to Casimir forces, the use of a “BEC AFM” (BEC 
Atomic Force Microscope) to map the energy landscape 
of the Casimir potential, and the use of two-photon Bragg 
spectroscopy [7] to measure Casimir-induced modifications 
of the low-energy Bogoliubov spectrum of the BEC in 
proximity to a material surface. 

The cold atom experimental explorations of Casimir forces 
focused on demonstrating a measurement of the Casimir 
force caused by corrugated surfaces of specific dimensions. 
We had the surface for this measurement fabricated in 
Sandia National. LANL surface experts characterized the 
Sandia-fabricated nanoscale patterns with atomic force 
microscopy to determine width, depth, and step edge 
angles as calibrations for BEC imaging. We developed an 
RF off-axis magnetron sputter deposition capability to 
produce La0.7Sr0.3MnO3 films on LaAlO3 substrates. This 
combination of film and substrate gave a lattice mismatch 
that induced out-of-plane tensile stress resulting in out-
of-plane maze-like patterns of magnetic stripes suitable 
for holographic BEC imaging.  We developed a deposition 
capability to produce magnetic oxide films with out-
of-plane domain patterns for holographic imaging. We 
obtained a NanoMan software computer program from 
Veeco Instruments, Inc. to produce stripe patterns using 
the atomic force microscope by either scratching or 
electric field induced surface modification on both thin 
gold films and single crystal silicon surfaces. We produced 
and characterized surface patterns consisting of multiple 
striped patterns with different spacings than those from 
the Sandia micro-fabrication facility.  

Ultra-sensitive Quantum Probes
The project focused on alternative probes – we showed 
that the tunability of trapping frequencies of trapped 
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phase-separated BEC’s can nearly cancel the buoyancy and 
trapping force experienced by a phase separated bubble 
immersed in an immiscible, larger trapped BEC [8].  Near 
the cancellation point, the bubble position becomes very 
sensitive to an external force that is experienced differently 
by the atoms in the bubble than by the atoms in the larger, 
surrounding BEC and the displacement of the bubble is 
proportional to the external force. This device, which we 
have called a BEC-level (in analogy with the spirit-level 
used in construction work) yields a hypersensitive weak 
force detector.  Estimates of the experimental accuracies 
suggest a sensitivity that could allow Casimir force 
measurements as far away from the surface as 50 or 80 
micron. 

Phase diffusion, the loss of the phase memory induced by 
inter-particle interactions, is expected to be the ultimate 
limitation of the accuracy of BEC-interferometers.  One way 
around this problem is the cancellation of the interactions 
using a Feshbach resonance.  However, while the Feshbach 
resonance can cancel the inter-particle interactions 
for a specific relative momentum vector, there is still a 
momentum dependence that remains.  Particularly if the 
separated BEC blobs are contained by tight BEC-traps, the 
interacting pairs of BEC-atoms experience a range of relative 
momentum vectors.  We studied Feshbach resonance 
interactions and we described the low relative momentum 
expansion of the scattering amplitude and the effective 
interaction near the point of vanishing scattering length [9].

We showed that the zero temperature phase separation 
in mixtures of fermions and bosons, which is a first-order 
quantum phase transition, can spontaneously create many-
body Schrodinger cat states allowing oscillations between 
separated and non-separated states [10-12].  While such 
state does not lend itself to probe external forces, the 
experimental realization of this state would allow an 
important, direct observation of the rate of decoherence 
and the fragility of the quantum many-body state [13-17].   

We proposed a quantum interference device-like device 
with a cold atom BEC confined to a ring-shaped potential 
containing a tunnel junction [18]. This system can take on 
metastable states carrying nonzero persistent currents, 
realizing a cold atom analog of the Superconducting 
Quantum Interference Device (SQUID) that found numerous 
applications, such as ultrasensitive magnetometers. We 
studied various properties such as transitions between 
different current carrying states and means of their control, 
and we showed that the measurements can be performed 
in a standard “time-of-flight” experiment.

On the subject of spin probes, we proposed the detection 
of critical points of quantum phase transitions with a 

Loschmidt echo [19-21], taking advantage of the sensitivity 
of the systems near criticality.  The accuracy of quantum 
probes depends sensitively on quantum effects in its time 
evolution.  We have developed a novel mathematical 
framework for treating quantum effects in the dynamics of 
many-body systems [22-24].  We developed a consistent 
dynamical theory for observables of open many body 
quantum nonlinear bosonic systems. We show that non-
quadratic (nonlinear) terms in a Hamiltonian provide a 
singular ‘‘quantum” perturbation for observables in some 
‘‘mesoscopic” region of parameters. In particular, quantum 
effects result in secular terms in the dynamical evolution 
that grow in time. We argue that even for open quantum 
nonlinear systems in the deep quasi-classical region, 
these quantum effects can survive after decoherence and 
relaxation processes take place. We demonstrate that 
these quantum effects in open quantum systems can be 
observed, for example, in the frequency Fourier spectrum 
of the dynamical observables, or in the corresponding 
spectral density of noise. For BEC’s we show that the 
characteristic time of deviation of quantum from classical 
dynamics for observables coincides with the characteristic 
time-scale of the well-known quantum nonlinear effect of 
phase diffusion. We apply our results to the Bose–Einstein 
condensates in a one-dimensional toroidal geometry, and 
derive the estimates for the observation of the discussed 
effects in experiments [22]. 

The flow in a long, thin BEC can register exceedingly weak 
potential variation near a surface.  How can one detect 
the superfluid flow?  By observing the fringe positions in a 
long-lived standing wave BEC pattern induced by a localized 
attractive potential in a larger BEC, one could measure small 
potential differences.  We have studied the formation of 
such standing wave patterns and their dynamical stability. 
As the potential depth is increased, the time-independent 
Gross-Pitaevskii equation describing the BEC develops 
solutions where the BEC wavefunction has nodes. We 
subject the solutions to a linear stability analysis to clarify 
when they are stable.  One of the interesting results is that 
the system can exhibit reentrant stability, whereby a nodal 
BEC state can go from being stable to unstable to stable 
again whilst the depth of the potential is increased [25].  

Cold Atom Holography
Another focus was ‘slow matter wave holography’: a cold 
atom BEC scatters off a surface potential and interferes 
with the directly emitted wave to give holographic 
fringes in the recorded density pattern.  The BEC wave 
is ‘launched’ by switching off the trapping potential of 
the BEC that has been transported close to the surface. 
To avoid integrating out the fringes, the atomic density 
should be measured within a thin slice of space in three 
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dimensions. The experimental effort of this project aims 
at a proof-of-principle demonstration. We developed a 
sophisticated computer-controlled deflection system that 
allows us to create completely arbitrary 2D potentials 
(Figure 1).  Rather than work in 3D and image just a slice of 
the interference pattern, we decided to use a cylindrically-
focused red-detuned laser beam to form a light sheet 
trap which confines all of the atoms to a horizontal plane.  
Superimposed on the sheet is a tightly-focused red-detuned 
beam which propagates vertically, forming an “optical 
tweezer” within the light sheet.  The tweezer beam is 
controlled by our deflection system, so it can be rapidly 
switched from a single beam trap to painting a complex 
potential.  The system can now also paint a blue-detuned 
beam to create repulsive potentials, or indeed combinations 
of attractive and repulsive.  The experiments are guided 
by numerical simulations of the scattering process using 
the full 3D time-dependent Gross-Pitaevskii equation. 
This system was intended to simply provide the scattering 
object in the holography demonstration, but the technique 
has turned out to be much more powerful than expected, 
opening up new possibilities in the final year of the project.  
Our publication [26] describing how this technique can be 
used to produce Bose-Einstein condensates in arbitrary 
shapes (Figure 2) and evolve them with arbitrary dynamics 
was picked up and highlighted by both Nature and Optics 
and Photonics Focus.

Figure 1. Schematic of the set-up to trap 2D-BEC and subject 
them to arbitrary, dynamic potentials.

Figure 2. Measured Density Patterns of BECs contained in the 
2D-trap. 

Impact on National Missions
This project supports the DOE mission in basic science by 
developing cold atom systems, of fundamental interest, 
into practical sensing and microscopy technologies, which 
can probe condensed matter surfaces on novel length 
scales.  The results can enhance the LANL capabilities in 
material science and quantum information. Advances in 
quantum information bring potential benefits to the labo-
ratory mission on information science and technology, the 
advances in sensing can benefit the security missions.
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Abstract
The most challenging and, arguably, relevant class of 
many-body systems are intractable by brute force-
methods, because their physics depends crucially on 
the role of interactions and correlations and/or on the 
interplay of multiple length and/or time scales. The list 
of problems that fall within this category -- turbulence 
in fluids, disordered systems, classical and quantum 
phase transitions, conventional and high-temperature 
superconductivity -- illustrate their ubiquity in nature, 
their relevance, and the central role they have played in 
the development of science. The complexity that follows 
from the intertwining of scales and the nonlinearity 
that results from the inclusion of inter-particle 
interactions and correlations places the description of 
this physics among the most challenging focal points 
of science. We have focused on fluid turbulence and 
instability, on elastic-plastic deformation in solids, on 
collective effectives in cold atoms, superconductors and 
superfluids, and on materials properties at the nano-
scale. In addition to focusing on fundamental, frontier 
physics, this project impacts practical engineering areas 
and contributes to core missions of the Laboratory.

Background and Research Objectives
The nature of multi-scale systems has varying 
degrees of difficulty and challenge.  Perhaps the most 
straightforward is the problem of fluid turbulence 
where the physics of energy transfer is almost the 
same at every scale and the challenge is to solve this 
strongly coupled nonlinear problem using a number 
of approaches, because no one method has been 
discovered to deal with the whole problem.  There is 
strong coupling of turbulence with both fundamental 
mathematics and important physical applications such as 
the mixing of different fluid components.  Our research 
goal in this area is to use experiment, theory and 
simulation in a combined attack on important problems 
in turbulence.

Another challenging multi-scale system involves the 
coupling of the dynamics of discrete, atomic-scale 
defects such as dislocations with continuum elastic 
fields at large scales.  Merging dislocations with such 
continuum descriptions is beyond the capabilities of 
molecular dynamics approaches and requires other 
methods.  Of particular utility is the concept introduced 
by Landau in which the state of the system is determined 
by minimizing a free energy function.  We incorporate 
dislocation descriptions into the energy function theory 
to give an improved quantitative tool for understanding 
complex materials such a martensites.

Soft condensed matter systems such as granular 
materials or colloids are also of great current research 
interest because of their inherent non-equilibrium 
aspects and because of the ability to directly compute 
or experimentally measure detailed properties arising 
from the discrete nature of the particles.  We use 
these systems to understand granular kinetic energy 
distributions, to determine the underlying constitutive 
relations coupling discrete grain motion and macroscopic 
flows, and to explore states with co-existing phases such 
as fluid-solid behavior in avalanching flow.

Superconducting materials and cold atom systems 
comprise an important frontier of materials science.  In 
these systems many components, e.g., electrons, atoms, 
etc., strongly interact to display unexpected cooperative 
effects.  Further, nano-scale materials such as carbon 
nano-tubes exhibit novel effects arising from their 
small spatial scale, scales where quantum effects are 
extremely important.  We study a broad range of such 
systems to better understand and model the many-body 
interactions that lead to unique macroscopic materials 
properties.

Scientific Approach and Accomplishments
Our scientific approach is based on an interdisciplinary 
attack on challenging problems involving systems 
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with interacting degrees of freedom over a wide range 
of spatial and temporal time scales.  In the past year, 
our project has spawned a number of new insights by 
exploring intriguing prospects of new technologies (such 
as cold atom physics and nanotechnology), by employing 
non-equilibrium transport approaches to quantum 
problems, by applying Ginzburg-Landau free-energy 
approaches to the description of plasticity in martensitic 
phase transformations, by transferring techniques across 
fields (such as between nonlinear physics and many-body 
quantum physics) and by exploiting the power of novel 
numerical techniques coupled to precision experiments 
(turbulence). This multi-disciplinary approach provides 
a powerful strategy to bring fundamental advances and 
provides different angles of attack to the description of 
multi-scale systems.

A very active part of this project involved systems where a 
fluid is driven to a turbulent state through the application 
of an external applied force.  One interesting aspect 
of such turbulent systems is the resultant mixing that 
occurs to species (temperature, concentration, reactive 
chemicals, etc.) immersed in the turbulent flow.  We 
showed how one can use dynamical systems concepts of 
stable and unstable manifolds and Lyapunov exponents 
to characterize the mixing rates and associated spatial 
structures driving the mixing in a two-dimensional 
experimental flow [1].  Figure 1 shows the “stretching 
fields” (stable and unstable manifolds) for several different 
realizations of the turbulent flow. In related theoretical 
and numerical work, we convincingly elucidated the 
physical mechanisms for the inverse energy cascade 
of 2D turbulence [2] by using an analysis approach of 
decomposing the velocity field into large-scale and small-
scale components and calculating the flux of energy 
between the two parts.  We used this approach to show 
how the process of an inverse cascade of vorticity could 
be applied usefully to 3D turbulence in pipe flow [3] and 
to model sub-grid (the small-scale part) flux of a passive 
scalar [4]. We also demonstrated [5] that for a stratified 
shear flow, vertical mixing can be described very efficiently 
by a Prandtl mixing length model, with implications for 
easy parameterization of mixing in outflows of marginal 
seas and river flows into lakes.  These results may help 
provide better understanding of turbulence and mixing in 
the ocean and may be useful in producing more efficient 
and accurate global ocean models.  Further, we explored 
mixing that occurs in the Rayleigh-Taylor instability [6] 
with accompanying chemical reactions [7], an important 
process in, for example, supernova events.  Figure 2 
illustrates how the Rayleigh-Taylor instability is affected by 
the inclusion of chemical reactions: mixing becomes more 
localized to isolated patches when the dynamical evolution 

time becomes larger than the characteristic reaction time. 
Finally, we showed numerically how turbulence arises 
in complex fluids with an elastic component such as a 
polymer additive [8].  This “elastic turbulence” provides a 
mechanism for mixing in micro-fluidics which are usually 
highly laminar and resistant to mixing.

Figure 1. Stretching fields of periodically-forced 2D turbulence 
with red (blue) indicating forward (backward) in time fields: a) 
periodic flow for Reynolds number Re = 8, b) turbulent flow Re = 
108), c) same as in b) but one period later, d) reverse stretching 
fields for field shown in b) with virtual dye placed in the flow and 
advected by the velocity fields to demonstrate how lines of large 
stretching affect mixing of the fluid.

a) b)

cold, heavy hot, light

Figure 2. Comparison of Rayleigh-Taylor growth for different 
ratios of evolution time to characteristic inter-species chemical 
reaction time: a) 12.5 and b) 0.5.  The color map for density/
temperature is shown below.  In a) the growth and structure of 
the instability is almost unaffected by the reaction but in b) one 
starts to see that the reaction rate affects the growth, leading to 
more unreacted fluid.



693

In other work on fluids, we tested aspects of non-
equilibrium fluctuations in experimental [9] and numerical 
[10-11] realizations of turbulent flows, demonstrated a 
power-law dispersion of clusters of slowly falling particles 
[12], and described how hyperviscosity - often used in 
numerical simulations – can produce a “bottle-neck” effect 
in the energy spectrum [13]. Further, we investigated how 
the process of wave breaking is related to singularities of 
nonlinear hyperbolic equations [14] and elucidated the 
role of hydrodynamic boundary conditions in superflow 
[15].  We also used a novel computation approach, 
the lattice-Boltzmann method, to study the stability of 
laminar rectangular jets [16], to compute mass transfer in 
thermally-driven cavity flows [17], and to demonstrate that 
turbulent-like heat transport scaling could be obtained in a 
laminar natural convection state [18].

Granular materials can take on states that are very similar 
to familiar gas, fluid and solid states of matter.  We 
showed how singular energy distributions arise in driven 
and undriven granular media [19].  We performed a 
detailed analysis of experiments on avalanche dynamics 
of thin granular layers on an inclined plane where we 
distinguished between rather gentle avalanches that 
formed smooth shock-like fronts and more violent 
avalanches where the front breaks and grains are propelled 
faster than the avalanche front speed [20].  In work related 
to our fluids efforts on turbulence, we showed how power-
law scaling for cluster size distribution arise from simple 
properties such as desorption and fragmentation [21].  
Colloidal systems, which have many features in common 
with granular materials, are of both fundamental and 
applied interest.  We studied the properties of colloid 
layers using novel computational approaches [22] and 
showed how multi-layer structures form on surfaces [23].  
Other related work on soft condensed matter systems 
includes enhanced mixing and diffusion with plastic 
flow [24] and a surprising transition from reversible to 
irreversible flow in periodically-driven vortices [25].

Many multi-scale problems involve difficult mathematical 
challenges.  In this area, we have had considerable success.  
In particular, we have built on work first performed in 
CNLS over a decade ago on the formulation of complex 
Hamiltonians in quantum mechanics.  This work led to 
the entire field of so-called PT (parity-time) symmetric 
Hamiltonians that have a non-Hermitian character.  
We elucidated the nature of such Hamiltonians in a 
review article [26], pointed out spontaneous breaking 
of PT symmetry in classical systems [27], described the 
interaction of different types of Hamiltonians, and used 
the complex plane representation to build a nonlinear 
construction of orthogonal polynomials [28].  We also 

developed efficient methods for diffusive relaxation [29] 
and developed closures for characterizing degenerate 
density states [30].  Finally, the discovery that certain 
classes of nonlinearly coupled oscillators spontaneously 
synchronize has found many applications to natural 
systems and to technology. We discovered that the 
Kuramoto model of nonlinearly coupled oscillators, 
which has been used to illustrate synchronization, can be 
reformulated as a linear coupling problem, which allows 
the exact solution of classes of Kuramoto models that were 
previously not soluble and which gives novel insight into 
the dynamics of the synchronization transition [31].

One of the most challenging of multi-scale systems is 
the problem of elastic-plastic deformation in materials: 
the structures giving rise to plastic deformation are 
atomic scale defects such as dislocations whereas 
elastic continuum field descriptions are necessarily 
macroscopic in nature. We demonstrate [32] that the 
presence of the incompatibility of elastic strain with 
microscopic dislocations gives rise to an additional long-
range contribution in the inhomogeneous part of the 
Landau free energy and to the corresponding stress fields 
describing martensitic materials. Competition among the 
local and long-range interactions results in frustration 

in the evolving order parameter (elastic) texture. Figure 
3 shows a comparison of domains with and without the 
dislocation structures that can be accommodated using 
our energy functional approach. We also demonstrate 
how a generalized self-consistent field theory for polymer 
melts that includes elastic stress and strain fields can 
be applied to the study of copolymers melts [33]. By 
obtaining the stress distributions for volume conserving 
strain loadings where lamellar and hexagonal structures 
are stable, we show that the local stress is reduced at the 
domain interface but slightly enhanced in the immediate 
vicinity of the interface. Other work in describing the 
structural properties of materials include the construction 
of a potential from simulations of extended defects in 
tungsten [34], an elucidation of the discrepancy between 
the theoretical and measured yield stress in body-centered 
cubic metals [35], and applying ideas from spin glass 
theory to martensitic shape-memory alloys [36].
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Figure 3. Distribution of an elastic order parameter that 
minimizes the Landau-Ginzburg free energy functional for the 
martensite, low-temperature phase of a shape memory alloy. 
The texture is entirely due to the nonlocal part of the free energy 
functional. In the left half of the domain one has a perfect crystal 
with no dislocations or vacancies, interstitials, etc., whereas in 
the right half of the domain each mesoscopic cell contains a 
coarse-grained dislocation.

Multi-scale systems often have a strong nonlinear 
component, giving rise to coherent structures such as 
solitons.  Such structures have emerged as important 
signatures of nonlinear interactions in cold atom Bose-
Einstein condensates (BEC).  In one study [37], we 
consider solitons in sine-Gordon systems with additive 
inhomogeneities and show, by means of a collective 
coordinate approach, that the soliton moves like a 
particle – a “soliton rachet” in an effective potential that 
is the result of the inhomogeneities. In other work we 
explored localized structures on discrete lattices [38-40] 
and demonstrated the soliton-like structures – static 
and dynamic phyllotaxis – that arise in both natural and 
artificial “magnetic” cacti [41].  In Figure 4, we illustrate a 
comparison of these natural and artificial cacti.

The description of promising applications in 
nanotechnology and cold atom physics and of important 
classes of materials such as strongly correlated electron 
systems and high-temperature super-fluids combine 
the demands of addressing multi-scale complexity with 
the challenges of understanding inherent, macroscopic 
quantum behavior.  In cold atom physics, we have shown 
the emergence of long-range diagonal order (crystal order) 

in mixtures of Bose-Einstein condensates (BEC’s) [42]. 
This system displays a super-solid-like response to small 
rotations.   We have shown the existence and dynamical 
stability (in specific regimes) of standing wave patterns in 
the BEC-wave function subject to a localized potential well.

Figure 4. A specimen of Mammillaria elongata displaying a 
helical morphology ubiquitous to nature, a magnetic cactus 
of dipoles on stacked bearings, and a schematic of a wrapped 
Bravais lattice showing the angular offset Omega (screw angle) 
and the axial separation a between particles.

We have suggested and studied the prospect of observing 
odd-pairing superfluidity in fermion-BEC mixtures close 
to the line of mechanical instability with respect to 
phase separation (the spinodal decomposition line) [43].   
This exotic form of fermion super-fluidity can compete 
successfully with p-wave pairing and is characterized by 
a double time super-fluid order parameter that is odd 
with respect to exchanging the time variables.  We have 
shown that cold atom ring-BEC’s with a constriction that 
acts as Josephson junction can undergo macroscopic 
quantum tunneling and can be brought into a macroscopic 
Schrodinger cat state. 

In materials studies we have developed improved time 
dependent density functional theory (TDDFT) descriptions 
[44-45].  Specifically, we have worked out methods for 
calculating exchange interaction energies exactly in certain 
limits.  We have applied TDDFT to investigate optical 
response and phonon induced dynamics in CdSe and PbSe 
quantum dots, to study excitons in semiconductor carbon 
nano-tubes [46], to model complex molecules using 
an exciton scattering approach [47], and to understand 
the self-assembling mechanisms of semiconductor 
carbon nano-tubes functionalized by DNA [48].  In 
nanotechnology, we have developed optimal methods 
for designing optical properties of nano-scale quantum 
systems. We found that optimal design may lead to an 
improvement of specific optical properties (such as electric 
field intensity in the nanostructure at specified frequency) 
by more than three orders of magnitude [49]. Our 
approach has been applied to the design of extra sensitive 
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single molecule detectors, and for the design of nano-
capacitors with high energy density.

Impact on National Missions
Modeling multi-scale systems underpins many aspects of 
LANL missions.  Much of our work is aimed at fundamental 
capabilities in these areas including the turbulence work 
that impacts climate modeling and the Rayleigh-Taylor 
instability studies that are important in astrophysics and in 
ICF programs.  Materials science efforts on elastic-plastic 
deformation are closely related to theoretical support for 
the LANL MaRIE initiative.  Granular materials and colloids 
represent soft condensed matter systems that couple 
traditional statistical and solid-state physics with emergent 
properties in biological systems.  These opportunities are 
bearing fruit under the auspices of the DOE-funded Center 
for Integrated Nanotechnology.  Much of the research on 
computational chemistry is also having strong impact on 
related CINT efforts in carbon nanotubes and other nano-
scale photonic structures. 
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Introduction
The discovery of 170 extrasolar planets in the past 
decade has stimulated an explosive growth in studying 
the basic processes that regulate planet-system 
evolution. At least two fundamental mysteries have 
emerged. One is that proto-planet embryos that are 
formed farther out in protoplanetary disks could 
migrate towards their central stars through tidal 
interactions with their nascent gaseous disks. This 
seriously limits the time available for these embryos 
to grow into giant planets, contrary to the discoveries 
of many giant planets both in our Solar system and 
many extra-solar planet systems.  Another mystery is 
how the orbital evolution of protoplanets/embryos 
produces the observed large diversity in semi-major axis 
and  eccentricity distributions, which are completely 
different from solar system planets.  Our models, run on 
supercomputers, will address these mysteries.

Benefit to National Security Missions
The proposed research will push the limits of 
supercomputing and help to establish the Laboratory as 
a leading institution in computational protoplanetary 
research. Protoplanetary science is becoming a major 
research area in astronomy. We can make an immediate 
impact in this field and enhance the DOE mission in basic 
science.

Progress
We have completed a major study on understanding 
the influence of disk viscosity on the migration of 
protoplanets. We discovered that, when the disk 
viscosity becomes small, the gas density in the disk 
around the planet shows systematic changes so that 
the net torque on the planet motion is greatly reduced. 
This is because the density evolution is determined by 
the damping of density waves driven by the planet. 
So, when the viscosity is low, this feedback process is 
quite efficient so the torque on the planet is greatly 
reduced. This causes the migration of planets to slow 
down drastically and, in some cases, the migration is 
completely halted. We have carefully examined the 

dependence of important feedback process on the 
disk viscosity, planet mass, and disk sound speeds. This 
result has important implications on the migration rate 
of planets and on the crucial question whether small 
mass planet can survive in the protoplanetary disks 
or not. We find that planets will be able to survive if 
the disk viscosity is small. This work is published in 
the Astrophysical Journal Letters. In addition, we have 
completed a systematic study on the migration of low 
mass planets over long-term (> 100,000 years). We find 
that there exists a wide range of disk viscosity in which 
migration is halted and the disk condition is favorable for 
giant planet formation. This result has been submitted to 
the Astrophysical Journal for publication. 

We have also completed a linear theory analysis of 
the Rossby vortex instability (RVI) in the presence of 
magnetic field. We discovered the RVI a few years ago 
and we have shown that it plays an important role in 
determining the flow dynamics in the co-orbital region 
of a planet. Our new work elucidated the influence of 
magnetic fields on this instability. We find that, when 
the magnetic field becomes stronger, the RVI is gradually 
stabilized by the magnetic fields. We attribute this 
stabilizing effect to the tension of the fields. This work 
will have implications for understanding both the linear 
and nonlinear outcome of the RVI when disk magnetic 
fields are present. This work has been published in the 
Astrophysical Journal.

Further important improvements were made to our 
numerical simulation package. In addition to already 
high resolution and highly efficient implementation 
of the disk-planet interaction schemes, our newly 
developed fully two-dimensional disk self-gravity solver 
has been proven to be extremely efficient and accurate. 
Furthermore, we have developed the adaptive mesh 
refinement schemes to enable very high resolution 
near the planet so that the gas flow around the planet 
can be accurately followed and studied. Thus far, we 
have been able to make simulation runs that are of the 
highest resolution and the longest evolution time when 
compared to other groups in the community. Adequate 
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computing resources from LANL’s Institutional Computing 
machines have made this possible. A full description of 
our advanced simulation package is being written up for 
journal publication.

Future Work
We will continue the study of planet migration in low 
viscosity disks and in disks with strong self-gravity. We will 
concentrate on the eccentricity evolution of planets. The 
scenario we will explore is the fact that the massive disks 
can both drive and damp the planet’s eccentricity during 
the planet’s orbital evolution. We will examine these 
processes in detail and perform a series of hydrodynamic 
simulations to see if eccentricity can be excited. In 
addition, we will also continue the study on the migration 
and dynamics of multiple protoplanets or embryos in disks. 

Conclusion
We propose a comprehensive theoretical and 
computational study of the orbital evolution of both 
single and multiple protoplanets/embryos in gaseous 
protoplanetary disks. We will investigate our newly 
discovered instability, associated with the disk’s potential 
vorticity profile, affects protoplanetary evolution. This 
instability produces vortices that cause the torques on the 
protoplanet/embryo to experience large changes.  We will 
also examine the effects of disk self-gravity and the effect 
of having more than one protoplanet, neither of which 
have been well studied. Our simulations will push the 
limits of supercomputing.
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Introduction
The Standard Model of particle and nuclear physics is 
now known to provide only a very partial description 
of the fundamental constituents of the Universe. Solid 
-- now overwhelming -- evidence for Beyond Standard 
Model (BSM) physics first came from cosmological 
observations and terrestrial neutrino experiments. 
Significantly, precision cosmology and the neutrino 
sector are intimately related and each provides 
complementary information about the other. Cosmology 
provides the best known limits on the sum of all 
neutrino species, currently very difficult to constrain 
with terrestrial experiments. In addition, cosmological 
observations can probe new directions in neutrino 
physics such as the existence of sterile neutrinos, which 
have no Standard Model interactions. In this project, we 
conduct an integrated research program that connects 
state-of-the-art experiments, observations, and theory, 
to shed light on the neutrino mass, the effective number 
of neutrinos, and the sterile neutrino sector. We target 
robust constraints on the neutrino mass to an accuracy 
of 0.05 eV, a fractional error on the number of neutrino 
species of 0.2, and to confirm or exclude the sterile 
neutrino as a viable warm dark matter candidate. 
This collaboration will have access to the latest and 
upcoming cosmological observations and leading 
cosmological theory and simulation capabilities.  Our 
results will help motivate the design of future neutrino 
oscillation experiments.

Benefit to National Security Missions
This project will support the DOE Office of Science 
(HEP/NP) mission by enhancing our understanding of 
the neutrino sector using ground-based and satellite 
observations. The high-performance computing and 
verification and validation pieces of the proposal tie 
in to aspects of NNSA threat reduction and stockpile 
stewardship programs. The neutrino sector is a key 
aspect of the LANL NPAC portfolio.

Progress
In the past year, the project work has focused in 
two directions. The first is the understanding of how 

velocity dispersion in the dark matter affects structure 
formation. This is important to understand two 
different physics problems: (i) the effect of neutrino 
free-streaming and nonlinear influence on structure 
formation for conventional low-mass (less than 1eV) 
neutrinos, (ii) constraints on properties of warm dark 
matter such as sterile neutrinos. Along with extending 
our own code, we have also been working to develop 
a new code using the IPPL framework developed at 
PSI, led by Andreas Adelmann. Code tests are now 
underway. Yves Ineichen, Dr. Adelmann’s student, 
will visit in Nov/Dec 2009 to add a new initializer to 
the IPPL code for neutrino simulations. The second 
major direction is the construction of an emulator for 
the cosmic microwave background and the density 
fluctuation power spectrum with neutrino properties 
taken into account. This methodology is very useful to 
analyze data soon to be taken by Planck -- we have been 
invited to help the Planck analysis team at JPL/LBNL with 
their work.

To understand the velocity dispersion problem, we have 
included multiple particle species in our cosmology 
simulation code. We have also run warm (all the way 
to hot) dark matter simulations in comparative runs 
against cold dark matter simulations with the same 
phases in the initial conditions. With this method, 
we can directly compare the difference between the 
predictions in a way independent of statistical variance. 
This method will allow the halo mass function to be 
fine-tuned as a probe of warm dark matter and of 
specific properties of sterile neutrinos. (For sterile 
neutrinos it is important to have realistic and accurate 
transfer functions for putting in the appropriate initial 
conditions for sterile neutrino applications, these have 
been generated by Kev Abazajian at the University of 
Maryland and incorporated into our code.) In addition to 
halo properties, halo assembly over time is also affected 
by having warm dark matter. In order to investigate 
this, we have written a code to analyze the halo merger 
statistics over time (the “merger tree”). Analysis of the 
merger trees has been carried out. A paper describing 
our results is now being completed.
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The analysis of precision cosmological simulations can only 
be performed by Markov Chain Monte Carlo methods. 
These require very large numbers of simulations, typically 
in the tens of thousands to hundreds of thousands. We 
have recently applied sophisticated statistical methods 
to reduce the number of required simulations to only of 
order hundreds, using high-dimensional interpolation 
to construct “look-up” emulators as a replacement for 
brute force simulation. We are now building emulators 
for the cosmic microwave background temperature 
anisotropies that include neutrino properties as an input. 
These emulators have 10 degrees of freedom and cover a 
dynamic range more or less consistent with that of Planck, 
the latest cosmic microwave background satellite mission, 
launched last month. The aim is to produce emulators 
with errors at the sub-percent level, a very challenging 
requirement for a system with so many degrees of 
freedom. Recently, we have realized that aside from the 
principal components we were using to represent the data, 
axis rescalings help considerably in reducing the difficulty 
of data representations. The new cosmic background 
anisotropy emulator will be ready for release in December 
2009.

Future Work
Precision cosmology provides key observational probes 
of the neutrino sector. Cosmological observations can be 
very sensitive to the neutrino mass and less so to mass 
splittings and mixing angles, while terrestrial experiments 
strongly constrain the mass differences, but provide less 
stringent constraints on the absolute mass. Cosmology also 
provides constraints on the total neutrino energy density, 
including the existence of possible additional sterile 
neutrino degrees of freedom (a sterile neutrino does not 
possess any Standard Model interactions).

Because control of systematic errors is essential in 
cosmology, this project takes an integrated approach to 
addressing three problems we believe to be the most 
promising scientifically as well as timely in terms of 
upcoming observations and experimental results. These 
are the total neutrino mass, the number of neutrino 
species, and constraints on the sterile sector. The analysis 
requires significant advances in theoretical predictions 
for the effects of neutrinos on the microwave background 
(high-resolution data from Planck and polarization results 
from ground-based observation) and large scale structure 
(results from galaxy surveys, weak gravitational lensing, 
and analysis of the quasar Lyman-alpha forest), and in 
combining observational and experimental data with 
results from large-scale simulations to yield the required 
constraints with robust error bounds. As a consequence 
of some recent work at Los Alamos, we are in an excellent 
position to achieve mass limits of order .05 eV, constrain 
the number of neutrino species within +/- .2, and to 
confirm or exclude sterile neutrinos as a warm dark matter 
candidate.

Conclusion
The Standard Model (SM) of particle and nuclear physics 
is one of the crowning scientific achievements of the last 
century. Despite its successes, the SM is incomplete. The 
dominant components of the Universe -- dark energy 
and dark matter -- are not included in the SM. Nonzero 
neutrino masses also provide compelling evidence for 
physics beyond it. Significantly, cosmology and neutrino 
physics are themselves inextricably connected.  We expect 
to attain significantly improved constraints on the sum 
of neutrino masses, the number of neutrinos, and how 
structure formation in the Universe is influenced by the 
neutrino sector.
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Introduction
The very first stars in the universe end their lives in the 
most powerful thermonuclear explosions in all of nature. 
Although these events are intrinsically extraordinarily 
bright, we have yet to directly observe them. These 
stars, a critical underpinning of our cosmological model, 
only exist on paper and in large computer simulations. 
In this proposal, we outline an approach to directly ob-
serve these events, thereby either confirming a pillar 
of cosmology, or revolutionizing our understanding of 
stellar formation. We combine state-of-the-art modeling 
of the explosions with advanced techniques to estimate 
gravitational lensing. The former tells us what we are 
looking for, and the latter tells us whether we can hope 
to actually see them. We will model the lightcurves (the 
spectrum of emitted light) of the explosions, determin-
ing how bright they are, and how often they happen. We 
will also model the cosmic magnification, which causes 
very distant objects to be significantly brightened due 
to the gravitational effects of intervening matter. We are 
breaking new ground on both of these aspects, leading 
the theoretical effort in estimating the source bright-
nesses, and well as establishing the very first gravitation-
al lensing results for sources at the edge of the Universe. 
By combining both of these advances, we will definitely 
answer whether or not it will be possible to directly ob-
serve the very first cosmic explosions.

Benefit to National Security Missions
Large-scale computer simulations will be used to study 
the basic science of stellar evolution. Current hydro-
dynamic codes will be used and tested in astrophysi-
cal environments, contributing to the verification and 
validation effort. Techniques developed to simulate and 
predict observational data may contribute to threat re-
duction missions.

Progress
This project has been tremendously productive over 
the past year. On the Population III side, we have made 
major progress on the topic of Mixing in Zero and Solar 
Metallicity Supernovae, and well as establishing a Cos-
mological Radiative Transfer Comparison Project, with a 

focus on  Radiation-Hydrodynamic Tests. On the lensing 
side, we have explored the impact of lensing on dark 
energy, finding that corrections need to be incorporated 
into current lensing approaches.

In an unanticipated spinoff, we have also done work 
on the detectability and origin of recent, very exciting 
observations of high-redshift gamma-ray bursts has also 
been written. We explored population synthesis mod-
els of GRBs, focusing on the very earliest populations. 
GRB 080913, discovered by SWIFT, was the most distant 
gamma-ray burst (GRB) known to-date, with a spectro-
scopically determined redshift of z=6.7 (although it has 
since been surpassed; more on this below). The detec-
tion of a burst at such an early epoch of the Universe 
significantly constrains the nature of GRBs and their 
progenitors. To evaluate these constraints, we perform 
population synthesis studies of the formation and evolu-
tion of early stars and calculate the resulting formation 
rates of short- and long-duration GRBs at high redshift. 
The peak of the GRB rate from Population II stars occurs 
at z=7 for a model with efficient/fast mixing of metals, 
while it is found at z=3 for an inefficient/slow metallicity 
evolution model. We show that for at z=6.7 essentially 
all GRBs originate from Population II stars, independent 
of the adopted metallicity evolution model. At this ep-
och Population III (metal free) stars, representing the 
very first generation of stars, most likely have already 
completed their evolution, and Population I stars (rep-
resenting the present population) have just begun form-
ing. We argue that Population II stars (having small, but 
non-zero metallicity) are the most likely progenitors of 
both long GRBs (collapsars) and short GRBs (NS-NS or 
BH-NS mergers) in the redshift range 6<z<10. Since the 
predicted rates, after correction for modeling and obser-
vational biases, are very similar at these epochs we can-
not definitively conclude which of these two progenitor 
scenarios is more likely in the case of GRB 080913. Fur-
ther information about these high-z events, such as their 
spectral energy distribution and host galaxy properties, 
will be needed for a much larger sample to consolidate 
the progenitor models considered here.

These results are, of course, crucially related to the ear-
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liest generation of stars, and thus are directly related to 
key elements of this proposal. It is a major observational 
advance that GRBs are being directly observed at redshifts 
greater than eight (!!). This is our earliest observational 
clue to the nature of the first generation of stars, and thus 
is a fundamental development in this proposal. Our latest 
paper considers sources at redshift z=6, and we are hard at 
work extending these results to the latest observations, in 
an attempt to further elucidate the nature of these earliest 
objects.

Future Work
Current cosmological simulations for the first stars to form 
in the universe, so called Population III stars, as well as 
theoretical models for the cooling of primordial gas and 
gravitational instabilities indicate that these stars have 
been much more massive than stars forming today. If 
made of primordial compositions, such stars will retain 
most of their initial mass until they finally collapse. Stars 
with an initial mass of more than hundred solar masses 
may undergo the electron-positron capture instability after 
they depleted central carbon burning.  This leads to rapid 
collapse and a powerful explosions similar to the superno-
vae we see in stars today, but possibly even more powerful 
by up to one hundred times.  In some cases even repeated 
supernova-like eruptions can occur and lead to very bright 
optical display.  One part of this project is to understand 
the evolution and explosions from these stars which has 
not been explored in detail to date.  We will simulate their 
explosions in multiple dimensions using modern hydrody-
namical codes.  However, these supernovae may still not 
be bright enough to be seen directly, even with the best 
telescopes. Gravitational lensing occurs more frequently 
for distant objects - and this proposal looks at the most 
distant cosmic explosions.  Some small fraction of the sky 
can be highly magnified and it is highly probable that some 
of these supernovae are affected by the lensing.  This pro-
vides a unique tool to find and see them.  Hence a second 
goal of this project is to determine, based on modern 
cosmological simulations as well as analytic theory, how 
often such events are magnified, and by how much.  This 
provides valuable information and theoretical background 
for upcoming hundred-million dollar telescopes and astro-
nomical surveys in the United States and internationally.

Conclusion
The fundamental goal of this project is basic science.  Com-
puter codes developed at LANL and with US university 
collaborators will be used and compared to observational 
data.  This project will perform large-scale computer simu-
lations to study the explosions of the first supernovae in 
the universe.  Our results and predictions are important 
for upcoming telescopes and astronomical survey projects.  
We will provide an independent test of current cosmologi-
cal models of the beginning and the early evolution of the 
universe.
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Introduction
Our purpose is to develop integrated structures based 
on carbon nanotubes that will allow the manipulation of 
electron spin for electronics and computing applications 
(spintronics).  The ultimate goal is to produce a 
carbon-nanotube structure capable of transmitting, 
manipulating, and preserving information carried in 
electron spin orientation at room temperature.  Adding 
the extra dimension of spin control to computation 
will enable tremendous leaps in computing speed and 
in device and memory density.  We will combine new 
advances in synthesis of defect-free carbon nanotubes 
with novel ferromagnetic thin films to approach this 
goal.  This goal will be reached through approaches that 
maximize injection of spin-information while minimizing 
its loss within the nanotube-based devices.  Our 
approach will be to: 

Maximize spin-polarization of our electrode materi-• 
als through improvements in their domain structure 
via advances in epitaxial materials synthesis.  

Maximize spin injection into the nanotubes through • 
engineering of the electrode/nanotube interfacial 
composition and interaction

Minimize spin loss through minimizing spin scatter-• 
ing in the nanotube by use of suspended CVD-grown 
single-walled structures that eliminate defect scat-
tering sites.  

This first-time demonstration of spin transport through 
single-walled nanotubes (SWNTs) will allow us to 
approach the room-temperature barrier through 
simultaneous optimization of the magnetic and 
carbon-based materials involved.  The results will be a 
fundamental understanding of spin-loss mechanisms in 
these integrated materials.  Significant advances in new 
magnetic interface materials and the development and 
exploration of the integrated functionality of these novel 
nanoscale devices will also result.

Benefit to National Security Missions
This research supports the development of advanced 
functional nanomaterials in support of threat reduction, 
energy security and basic science missions in DOE 
and other government agencies. Developing SWNT 
spintronics materials provides understanding and control 
of fundamental properties at the nanoscale to enable 
energy-efficient next-generation computing in support of 
advanced materials modeling.

Progress
Initial efforts used SWNT samples generated at 
Duke University for incorporation into our first-
generation devices.  Sixteen prototype SWNT device 
chips with four devices per chip were fabricated at 
Sandia National Laboratory with gold and vanadium 
electrodes (a substitute for the LSMO films).  These were 
characterized using both AFM and SEM microscopy.  The 
results revealed significant materials compatibility and 
device engineering issues in our approach that required 
us to redefine our strategy for generating our electronic 
devices.  The initial lithographic techniques used to 
pattern the required ferromagnetic electrodes were 
inadequate.  They did not provide the proper alignment 
of the several overlapping features we envisioned and 
damaged the nanotube components.  Additionally, 
we envisioned depositing our high-temperature 
ferromagnetic films (La0.7Sr0.3MnO3, or LSMO) over our 
nanotubes.  Alternatively, the nanotubes might be 
grown over initially deposited films.  However, we found 
the reducing environment of the nanotube growth 
would destroy the films.  Conversely, the oxidizing 
environment of the film deposition would destroy the 
nanotubes.  Our current strategy is to directly pattern 
our entire device structure from a large-scale LSMO film.  
Pre-grown nanotubes will then be incorporated into the 
devices by using a direct transfer technique.  Thus, all 
three problems can be solved.  

To accomplish this new strategy, the thrust of the work 
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for FY09 was directed toward making significant progress 
in four critical areas:

Develop a LANL capability to fabricate dense arrays of 1. 
parallel SWNTs.  

Develop an approach to directly transfer the SWNT 2. 
arrays from their growth substrate to the electronic 
device structures.  

Develop and evaluate multiple approaches to synthesis 3. 
of LSMO films.  

Design and pattern new LSMO device structures to in-4. 
tegrate with the SWNT arrays.  

These accomplishments are detailed below:

Synthesis of Nanotubes
We developed a new capability at LANL for growth of 
arrays of long (mm to cm) SWNTs.  The approach is to grow 
SWNTs in a tube furnace using chemical vapor deposition 
with ethanol as the carbon source.   We have successfully 
developed techniques to grow well-aligned (highly parallel) 
arrays.  These are produced on both single crystal quartz 
and SiO2 coated silicon substrates.  The resulting arrays 
grow in the plane of the substrate.  This is necessary for 
incorporating  them into spintronics devices.  Example 
arrays are shown in Figure 1.

Ultralong nanotubes grown on Silicon

Ultralong nanotubes grown on Quartz

Figure 1. Scanning electron micrographs of example arrays of 
SWNTs grown on silicon (top) and on quartz (bottom).

Development of Nanotube Transfer Technique
We worked with collaborators at Duke University to 
develop the technology for transferring SWNT arrays from 
the growth substrate onto pre-patterned microchips.  A 
polymer coated substrate is used to effectively lift off 
an existing SWNT array from its growth substrate.  A 
polymer layer is first deposited on the SWNT array to be 
transferred.  The layer is then peeled from the substrate.  
The assembly is then pressed onto the destination 
substrate (device structure).  The polymer is subsequently 
removed with an acetone wash, leaving behind pristine 
SWNTs in well-defined locations.  The technique can now 
be applied reproducibly with the required accuracy in final 
SWNT location.

Synthesis of Ferromagnetic LSMO Films
We have developed two approaches to deposition of LSMO 
thin films.  LSMO is of interest for our electrode materials 
because it exhibits ferromagnetism at relatively high 
temperatures.  We are using our newly developed radio-
frequency (RF) off-axis sputtering deposition capability for 
growing high-quality LSMO thin film electrode materials.  
Properties were optimized by growing the films at 800°C 
and an Argon (60%) to O2 (40%) mix at a chamber pressure 
of 50 mTorr.  We have also evaluated methods to improve 
the magnetic properties of these thin film materials 
through post-deposition annealing procedures.  Annealing 
of the films in oxygen at 975°C for 3 hrs is found to improve 
the domain structure of the films.  Films were also grown 
on silicon, LaAlO3, and MgO substrates.  The highest quality 
results were obtained on LaAlO3.  Currently optimized films 
are illustrated in Figure 2.  We have also explored using a 
pulsed laser deposition (PLD) technique for LSMO growth.  
The quality of the resulting films is not as high as with the 
RF approach.  However, the films can be generated more 
quickly and will provide a suitable source of material to 
establish our electrode etching approach for final device 
fabrication (see below).

Figure 2. Image of mask plate for patterning of LSMO device 
structures.
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Device Patterning and Development
Our new strategy for device fabrication is to now 
directly pattern electrode structures from LSMO films 
via an etching or ion milling process.  Nanotubes will be 
deposited on the final structures as described in point 
2 above.  We have now designed a prototype electrode 
structure and the protocol for fabricating this structure.  
Mask plates for patterning of photoresist have been 
completed (Figure 3).  To date we have deposited the 
necessary masks on LSMO test films.  Etching of the 
patterns has been tested using both wet and dry etching 
procedures.  We have found that the robustness of the 
LSMO films makes such reactive etching unsuitable.  We 
are switching to an ion-milling approach as an alternative.  
This will be tested early in FY10 when the capability 
comes back online at CINT.  We have also fabricated silicon 
microchips with trench structures, over which SWNT arrays 
have been directly grown.  We anticipate depositing test 
structures of Co electrodes over these arrays for pursuing 
fundamental transport measurements that do not require 
the LSMO films.

5mm

5m
m

Figure 3. Optical image of example LSMO thin film (left).  Atomic 
force (center) and magnetic force (right) micrographs of an-
nealed LSMO film domain structure.

Materials Characterization
We have used a combination of advanced atomic force 
microscopy (AFM) and magnetic force (MFM) techniques 
and scanning electron microscopy (SEM) to characterize 
the properties of the LSMO films and the SWNTs.  
Measurements of magnetization versus temperature 
for the LSMO films were used to demonstrate that post 
annealing improves the film characteristics.  This result 
correlates well with the improvement in domain structure 
observed via MFM.  Raman, SEM, and AFM, measurements 
of the SWNT arrays have shown the SWNTs to be of high 
quality and suitable for incorporation into our device 
structures.  

Future Work
All the components required for generating a functional 
spintronics device are now in place.  We are also poised 
to generate devices that will allow us to directly probe 

the fundamental spin-scattering mechanisms inherent to 
nanotube spin channels.  Our final year’s effort will focus 
on the following goals:

We will complete the fabrication of LSMO electrode 
structures and integrate them with nanotubes using 
our transfer process.  We will measure spin transport 
in these devices as a function of temperature.  This will 
demonstrate the goal of a high-temperature spin-transport 
device.  In parallel we will continue to improve the LSMO 
film characteristics to improve spin injection and transport.  
We will also correlate spin transport properties with 
nanotube defect density and surface interactions.  This 
will initially be done using the Co electrode structures 
discussed above.  Active incorporation of defects into 
initially pristine structures will be accomplished with 
electron-beam irradiation.  Defect density will be probed 
using Raman spectroscopy.

Conclusion
We have made significant progress in the past year at 
putting into place and demonstrating the capability to 
generate all components that are required for fabricating 
our nanotube-based spintronics devices.  In our final year 
we are now well-positioned to accomplish the primary 
goals of this project.  We will demonstrate spin transport 
through single walled carbon nanotubes.  The use of the 
LSMO electrodes will allow us to push the upper bound of 
temperature for transport.  We will also generate a greater 
understanding of spin scattering phenomena in these 
complex integrated materials.
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Introduction
Precise theoretical and experimental determination of 
the stopping power of materials for electrons was one 
of the great early successes of the classical and quantum 
theories of electro-magnetic interactions. Today, its 
practical applications range from medical imaging to 
national security applications, such as proton and muon 
radiography. In contrast, very little is known about the 
stopping power of nuclear matter for strongly interacting 
particles, such as quarks. It is widely recognized in the 
nuclear and particle physics communities that progress 
in this area is urgently needed. It will have immediate 
impact on our understanding of the fundamental forces 
in nature and the interpretation of the data coming from 
the current and future heavy ion experiments (areas of 
basic research where the US has made large strategic 
investments) [1]. This project embraces the unique 
opportunity to make the first precise determination 
of quark energy loss in large nuclei using as a platform 
upcoming experiments at the Fermilab and JPARC 
facilities in the US and Japan, respectively. It is based 
on a synergy of novel theoretical techniques (first ever 
calculation of initial-state energy loss), improvements 
in detector technology  (design and deployment of 
readout electronics) and development of software 
simulation packages (optimization of the experimental 
setup for the breakthrough measurements). We expect 
that the successful completion of this project will lead 
to the determination of the shortest radiation length (a 
fundamental characteristic of the strength of particle-
matter interactions) ever measured in nature.

Benefit to National Security Missions
This project will support DOE’s mission in Science 
by enhancing understanding of “Nuclear Matter in 
Extremis”, a primary goal of the Office of Science 
and LANL’s Beyond the Standard Model capability. 
Technology developed will support National Security 
areas of Threat of Weapons of Mass Destruction and 
Detection of Nuclear Materials.

Progress

Theory
To calculate the energy loss of strongly interacting 
particles in nuclear matter we combined field-
theoretic techniques with an algebraic recurrence 
relation approach to multiple quark and gluon (parton) 
scattering. We found the complete solution to the 
problem of medium-induced gluon emission from 
partons propagating through large nuclei [2]. The 
differential bremsstrahlung spectrum, where quantum 
mechanical interference effects known as Landau-
Pomeranchuk-Migdal suppression are fully accounted 
for, was calculated for three different cases: 

A generalization of the results by Bertsch and 1. 
Gunion for jets that are asymptotically on-shell (i.e. 
they do not undergo hard scattering in the nucleus);

Initial-state energy loss of incoming jets that 2. 
undergo hard scattering (relevant to the production 
of weakly interacting final-state particles, such 
as electrons and muons that we plan to study 
experimentally);

Final-state energy loss of jets that emerge out of a 3. 
hard scatter (relevant to strongly interacting final-
state particles, for example in reactions known as 
semi-inclusive deeply inelastic scattering). 

We are the first team to calculate the stopping power 
of matter for the Drell-Yan production process off 
of nuclei. We demonstrated that, contrary to the 
naive assumption, energy loss in cold nuclear matter 
could be large. These new results have significant 
implications for heavy ion phenomenology in both p+A 
and A+A reactions. Our theoretical findings have been 
implemented in projects that address direct photon 
production [3] and heavy flavor production [4] at 
the Relativistic Heavy Ion Collider (RHIC).  They have 

The First Precise Determination of Quark Energy Loss in Nuclei
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has received considerable attention form the physics 
community that works at the Department of Energy (DOE) 
nuclear and high energy physics facilities. 

We also completed the development and implementation 
of a next-to-leading order code for the calculation of 
di-lepton production in elementary nucleon-nucleon 
collisions.  Here, next-to-leading order stands for a more 
refined simulation with dramatically reduced theoretical 
uncertainties when compared to leading order results. We 
have checked that this code gives a very good theoretical 
description of existing Drell-Yan data. An example of 
the accuracy that we can achieve in describing the 
experimental measurements is given in Figure 1. We have 
also generated the baseline cross sections at the center 
of mass energies applicable to the E906 and the future 
JPARC experiments and are in the process in incorporating 
nuclear effects into the code.

Hardware (muon ID)
The proportional tubes that will be used to identify muons 
were successfully tested at LANL and shipped to Fermilab 
at the end of May [5]. Each tube was checked for broken 
sense wires and functioning readout electronics. They are 
now located at the Experimental Hall (KTeV Hall) staging 
area waiting for installation. After arrival, we confirmed 
that all 50 muon detector modules (800 proportional 
tubes) are in good mechanical and electrical condition, 
and thus ready for operation. The gas leakage rates were 
checked and found to be well under the required safety 
limit. The detectors are shown being tested in Figure 2. 
Later this summer we set up a cosmic test station and 
checked the response of several modules to cosmic rays, 
confirming that they are in working condition [6]. We are 
in the process of designing mechanical supports to mount 
the detectors once the experimental area is cleaned up for 
installation.

Simulation
We have adapted a simulation package from high-energy 
physics  (GEANT) to study the physics observables of E906. 
With the help of an undergraduate student from South 
Carolina State University, we successfully implemented this 
newly developed GEANT full detector simulation code on 
a LANL Linux workstation. We are in the process of tuning 
and optimizing the geometry and detector materials inside 
the simulation code [7]. After that is completed, we will 
perform a large number of simulation jobs to study the 
Drell-Yan signal and background rates. A preliminary result 
for the background rates at Station 4 is shown in Figure 3.

Figure 1. Comparison of our next-to-leading order code to 
existing E772 Drell-Yan cross section data versus Feynman x.

Figure 2. Testing the muon modules at the Fermilab E906 
experimental hall.  50 detector modules were delivered from 
LANL to Fermilab.

Figure 3. Full Monte Carlo GEANT4 simulation of the muon 
hit position distribution in the X-Y plane of the Station-4 muon 
chamber.  The entries correspond to one million proton-proton 
collisions.
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Impact
Theoretical progress related to this project is documented 
in the published manuscript “Non-Abelian energy loss in 
cold nuclear matter,” I. Vitev, Phys. Rev. C75 :064906, 2007. 
It has been presented as a part of an invited plenary talk 
at “Quark Matter 2008”, the biggest conference in the field 
of heavy ion physics (“Theoretical developments in heavy 
and light flavor energy loss”, I. Vitev, J. Phys. G35 :104011, 
2008.). With Dr. B. Zhang joining this project, we have 
been able to expand our studies of the phenomenological 
implications of the stopping power of cold nuclear matter 
to new physics channels, such as direct photons: “A 
Systematic study of direct photon production in heavy 
ion collisions”, I. Vitev, B.W. Zhang, Phys. Lett. B669: 
337-344, 2008. The advancements in the development and 
deployment of new readout electronics, as a part of our 
hardware project, P. McGaughey, and the development 
of software simulation packages, M. Liu, have been 
presented in talks at the E906 collaboration meetings, 
the Division of Nuclear Physics of the American Physical 
Society 2009 meeting, and in a poster at the Quark Matter 
2009 conference. Work related to this project, LDRD 
20080201ER has been presented at invited seminars at 
Kent State U., Wayne State U., the U. of Texas at Austin and 
LBNL by I. Vitev, B. Zhang, R. Sharma and M. Liu. Benwei 
Zhang has received a full professorship position in Central 
China Normal University and Ivan Vitev has received a 
2009 Presidential Early Career Award for Scientists and 
Engineers.

Future Work
The biggest gap in our knowledge of nuclear reactions in 
extremis is the stopping power of cold nuclei for quarks 
and gluons.  In the coming year we will complete the joint 
theoretical and experimental project to provide the basis 
for the first precise determination of the stopping power 
of cold nuclear matter for the strongly interacting particles. 
The collaboration between theory and experiment that 
we have here fostered will extend beyond the end of this 
project to provide interpretation of the experimental 
results and the actual extraction of the shortest radiation 
length in nature. 

The theoretical task that remains is to calculate the effect 
of energy loss, together with other nuclear effects, on the 
di-lepton (Drell-Yan) production cross section in proton-
nucleus (p+A) collisions. The experimental task of this 
project is to develop the simulation tools and construct 
the muon identifier hardware suitable for Drell-Yan 
measurements at fixed target p+A experiments (such as 
E906 at Fermilab). Some minor problems with the detector 
modules, likely due to the presence of humidity and dust 
in the experimental hall, remain to be fixed. These issues 

will be addressed in the design of the mechanical support 
structure, which will now include a special cage to protect 
the readout end from moisture and dust. We are also 
working with engineers from ANL to design the mechanical 
and service framework for the muon detectors. We expect 
to finish the structure design and construction in the next 
few months. Simulations of detector response (based 
on the software packages that we have developed and 
implemented) are in progress.

Based on the approval/timescales of the experiment 
E906 at Fermilab, the actual experimental measurement 
and their interpretation (based on the techniques and 
technology developed in this project) may extend beyond 
three years. These will be made possible by our work in 
this project.

Conclusion
We have performed the first consistent theoretical 
derivation of the stopping power of nuclear matter for 
strongly interacting particles. We are in the process 
of predicting signature observables that can be 
used to experimentally determine the energy loss of 
these particles in nuclear matter. We have adapted 
instrumentation developed for homeland security to 
instrument an experiment at Fermilab (E906) to carry 
out the pivotal measurements of energy loss. Simulation 
software developed for this project will be useful for 
future heavy-ion research. This work will enhance 
our understanding of nuclear matter under extreme 
conditions, such as in the early universe.
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Introduction 
This project studies the nature of ground states in 
quantum systems from the point of view of quantum 
entanglement, a concept that generates stronger than 
classically possible correlations between particles, 
is behind the rapidly developing fields of quantum 
computing and quantum key distribution.  Such quantum 
computers may be able to perform computations 
that are not tractable on a classical computer, while 
processing and transmitting information at the quantum 
level guarantees provably secure   communication. 
Within the field of quantum computing, this study 
involves looking at very carefully engineered states, 
which are created by carefully controlling the system. On 
the other hand, this project looks at the kind of quantum 
entanglement that is present in naturally occurring 
systems.  We consider correlations in ground states of 
local quantum systems. This offers two possible rewards.  
First, certain naturally occurring ground states, like those 
in the quantum Hall effect, have nontrivial entanglement 
that can be used to do quantum computation, without 
requiring the careful control required by other 
approaches.  This approach, called topological quantum 
computation, is possible and potentially a very robust 
approach to quantum computation.  Second, many other 
naturally occurring ground states have fairly simple 
entanglement, and can well be described classically.  
Then, it should be possible to develop novel algorithms 
to model the ground state and dynamics of these 
systems using existing classical computers.  This can lead 
to new advances in materials. 

Benefit to National Security Missions 
This project supports the DOE Office of Science Mission 
in Basic Energy Sciences by enhancing our understanding 
of ground state properties of quantum systems such 
as in materials science and quantum chemistry, and 
by enhancing our understanding of which systems are 
useful for building a quantum computer. 

Progress 
We made progress in the following five areas: 

The Quantum Hall Effect Revisited. For T = L x L, a 1. 
finite subset of the two dimensional lattice with 
periodic boundary conditions, let us denote by 
H the matrix (known as the Hamiltonian of the 
system) encoding the energy profile of interactions 
between particles. We assume that the interactions 
have finite range, finite strength and a unique 
ground state with a non-vanishing spectral gap 
(the gap between the lowest and second lowest 
energy level) persists as the linear length, L, of 
the system increases. Using a tight-binding model 
of fermionic interactions, we showed that the 
celebrated Quantum Hall Conductance is quantized 
in integer multiples of e^2/h. Our main tools involve 
Lieb-Robinson bounds (estimates for the speed 
with which interactions spread on the lattice) for 
approximations to the adiabatic evolution of the 
ground state (the state with the lowest energy.) Our 
proof of quantization removes the long-standing 
assumptions of persistent spectral gap throughout 
the adiabatic evolution of the ground state, as well 
as any averaging of the conductance over flux space. 
Instead, we prove quantization up to corrections 
that decay as a stretched exponential in the linear 
length L of the system. Finally, our result settles one 
of the top open problems in mathematical physics, 
as listed on Michael Aizenman’s website at Princeton 
University and has been submitted for publication at 
the prestigious Annals of Mathematics. 

Approximating the ground state of gapped quantum 2. 
spin systems. We consider quantum spin systems 
defined on finite sets V equipped with a metric. In 
typical examples, V is a large, but finite subset of 
Z^d. For finite range Hamiltonians with uniformly 
bounded interaction terms and a unique, gapped 
ground state, we demonstrated a locality property 
of the corresponding ground state projector. In 
such systems, this ground state projector can be 
approximated by the product of three operators 
with quantifiable supports (i.e. regions on which the 
operators act non-trivially.) In fact, given any subset, 
X, of the volume V the ground state projector can be 

Entanglement in Quantum Ground States
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approximated by the product of two projections, one 
supported on X and one supported on the complement 
of X, and a bounded observable supported on a 
boundary region between X and its complement, in 
such a way that as the boundary region increases, the 
approximation becomes better. Such an approximation 
was useful in proving that the entanglement between 
different blocks of particles on a one-dimensional 
chain is bounded by a constant, independent of the 
length of the chain. This result corresponds to a multi-
dimensional analogue and has direct applications to 
the study of 2-dimensional materials whose ground 
state properties are useful for reliable quantum 
computation. 

Matrix Product States for dynamical simulation of 3. 
infinite chains. We proposed a new method for 
computing the ground state properties and the time 
evolution of infinite chains of particles based on 
a transverse contraction of the tensor network - a 
network of bonds between real and virtual particles. 
The method does not require finite size extrapolation 
and avoids explicit truncation of the bond dimension 
along the evolution. By folding the network in the 
time direction prior to contraction, time dependent 
expectation values and dynamic correlation functions 
can be computed after much longer evolution time 
than with any previous method. Moreover, our 
algorithm can be used for the study of some non-
invariant infinite chains, including impurity models. 

Light Cone Matrix Product. We show how to combine 4. 
the light-cone and matrix product algorithms to 
simulate quantum systems far from equilibrium 
for long times. For the case of the XXZ spin chain 
at Delta=0.5, we simulate to a time of approx 22.5. 
While part of the long simulation time is due to the 
use of the light-cone method, we also described a 
modification of the iTEBD algorithm with improved 
numerical stability, and we described how to 
incorporate symmetry into this algorithm. While 
statistical sampling error means that we are not yet 
able to make a definite statement, the behavior of the 
simulation at long times indicates the appearance of 
either “revivals” in the order parameter as predicted 
previously or of a distinct shoulder in the decay of the 
order parameter. 

Fermions and Loops on Graphs. This research is 5. 
the first in the series devoted to evaluation of the 
partition function in statistical models on graphs 
with loops in terms of the Berezin/fermion integrals. 
We focus on a representation of the determinant 
of a square matrix in terms of a finite series, where 
each term corresponds to a loop on the graph. 
The representation is based on a fermion version 
of the Loop Calculus, previously introduced by the 

authors for graphical models with finite alphabets. 
Our construction contains two levels. First, we 
represent the determinant in terms of an integral 
over anti-commuting Grassman variables, with 
some reparametrization/gauge freedom hidden in 
the formulation. Second, we show that a special 
choice of the gauge, called BP (Bethe-Peierls or 
Belief Propagation) gauge, yields the desired loop 
representation. The set of gauge-fixing BP conditions 
is equivalent to the Gaussian BP equations, discussed 
in the past as efficient (linear scaling) heuristics for 
estimating the covariance of a sparse positive matrix. 

Future Work 
We will study ground states in quantum systems, with 
applications to topological quantum computing. The 
locality of interactions in physical quantum systems means 
in many cases that correlations are short-ranged.  This 
enables us to accurately represent the ground state by  
matrix product states. Topological quantum computation 
is a concept for building a quantum computer using 
certain systems which are topologically ordered, having 
degenerate ground states which are protected against 
decoherence due to topological (macroscopic) properties. 
Computation is performed by operations such as moving 
particles around each other.  We have the following major 
objectives: (1) characterize ground states of local quantum 
Hamiltonians, using matrix product states and determine 
which of these states are useful for topological quantum 
computation (2) determine the robustness of these phases 
against perturbations such as disorder found in real-
world systems. We will perform the following tasks: (1) 
determine bounds on ground state entropy, compare to 
area laws;  (2) compute explicit matrix product operator 
representations for quantum Hall states and other related 
systems;  (3) using locality properties of the Hamiltonian, 
determine robustness of the ground state against external 
perturbations and determine change in matrix product 
state representations;  (4) determine ability to represent 
the ground state of an arbitrary local Hamiltonian using 
matrix product state; and (5) compute topological 
properties of entropy in matrix product states and use to 
study topological order in the ground state, characterizing 
the usefulness for topological quantum computation.  
Obtaining these goals will lead to new ways of building 
quantum computers and will advance our understanding 
of the fundamental nature of materials, especially strongly 
correlated materials and non-Fermi liquid materials. 

Conclusion 
Topological quantum computing is a proposed method 
for doing quantum computation that avoids problems 
with decoherence that currently are preventing other 
approaches from working in a reliable and scalable fasion.  
We will characterize which physical systems, such as 
quantum Hall systems, are useful for topological quantum 
computing.  This work will be based on a representation 
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of the ground state using a class of states called “matrix 
product states.”  We will determine how accurately 
matrix product states represent physical ground states, 
in particular in systems with disorder.  This work will also 
benefit our fundamental understanding of materials and 
simulation of quantum systems. 
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Introduction
The “Standard Model” is a widely accepted theory that 
describes our understanding of matter and radiation. 
The existence of and precise magnitude of the electric 
dipole moment (EDM) is a test of some of the most 
basic underpinnings of the Standard Model. If a 
measurable EDM is found, it signifies the existence of 
physics “beyond the Standard Model,” providing a new 
breakthrough in our understanding of the Universe.

A permanent electric dipole moment (EDM) of a physical 
system requires time-reversal (T) and parity (P) violation, 
as described by the Standard Model. Experimental 
programs are currently pushing the limits on the search 
for EDMs in atoms, nuclei, and the neutron to regimes 
of fundamental theoretical interest. The Standard Model 
(SM) predicts values for the EDMs in these systems that 
are too small to be detected in the foreseeable future, 
and hence a measured nonzero EDM is an unambiguous 
signal for a new source of CP violation and for physics 
beyond the SM.  In this project we are calculating the 
magnitude of PT-violating EMDs in light and heavy 
nuclei and determining the expected sensitivity of 
such a measurement to the underlying PT-violating 
iteractions.  We are examining the complementarity 
of measurements in nuclei to those for the neutron in 
terms of their sensitivity to different components of the 
PT-violating interaction.

Benefit to National Security Missions
This project will contribute to our basic understanding 
of forces and processes in the universe governed by the 
“Standard Model.” It directly addresses issues in the 
LANL “Beyond the Standard Model” Grand Challenge 
and impacts basic understanding of physics that 
underlies nuclear weapons, a key DOE mission.

Progress

The Schiff moment of 3He
3He is used as a co-magnetometer in LANL’s neutron 
EDM experiment, which means that it is used to monitor 
any fluctuations in the magnetic field. However, in 

principle, 3He could have an EDM of its own, which 
could be a serious but unknown background for the 
experiment. The main source of an atomic EDM for 
3He is expected to arise from a screened nuclear EDM 
of 3He (the Schiff moment), which could couple to the 
electric field and ruin the experiment.  To address this 
issue, we calculated the Schiff moment of 3He in the no-
core nuclear shell model. The no-core shell model is the 
state-of-the-art model of nuclear structure for excited 
states of light nuclei.  There are two main sources 
of a Schiff moment in any nucleus, (1)an EDM of the 
individual nucleons in the nucleus and (2) a PT-violating 
interaction between the nucleons. We have calculated 
both of these.

We carried out a no-core shell model calculation for 
3He. This calculation included 40 major oscillator 
shells, which is the largest shell model calculation ever 
attempted. We found that the 3He Schiff moment was 
extremely small compared to the neutron and thus that 
it represents a negligible background to LANL’s neutron 
EDM experiment. These calculations are essential to 
LANL’s EDM experiment. The work is summarized in a 
technical memo that we sent to the PI (Martin Cooper) 
of the EDM experiment LA-UR-09-02424.

The anomalous magnetic moment of 3He
In addition to the atomic EDM arising through the 
electron-Schiff interaction, there is also relativistic 
interaction between the electrons and the nuclear 
magnetic moment of 3He. This moment is known as the 
Breit moment. Unlike the Schiff moment, this magnet 
interaction is not screened, and could be large.  The 
external electric field applied in EDM experiments 
causes the atomic electron cloud to become non-
spherical. This in turn allows the nuclear magnetic 
moment to interact with the magnetic field created by 
the orbiting electrons, which would result in an atomic 
EDM for 3He.

Using the no-core shell model, we showed that the 
ratio of this EDM contribution to that of the neutron 
is about 5x10^(-7), which is sufficiently small that 
it can be neglected.  Thus, the LANL neutron EDM 
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collaboration does not have to worry about the 3He co-
magnetometer causing significant backgrounds in their 
measurements. This work is summarized in the technical 
memo LA-UR-09-02424, and is presently being written up 
for publication.

Electric Dipole Polarizability of Hydrogen and Helium 
Isotopes
It was important for us to use another experimental 
observable to test the validity of our calculations of the 
EDM of 3He. The electric polarizability of a nucleus, 
which can be determined from the electric dipole 
photoabsorption cross section, provides a strong test 
of models use to determine atomic EDMs.  In addition, 
the polarizabilities are interesting in themselves from 
an atomic physics point of view. This is because they are 
necessary in order to correct measured atomic transitions 
in one- and two-electron atoms before comparisons can 
be made with atomic theory calculations. The corrections 
arise from nuclear phenomena, known as nuclear-
polarization corrections.

We used the same techniques of no-core shell model 
to get the nuclear energies and wave functions that 
determine the electric polarizability.  The results are 
in excellent agreement with electric polarizabilities 
determined from electric dipole photoabsorption 
measurements. This gives us confidence that our EDM 
calculations are accurate. These results have been 
published in Physical Review C.

Future Work
In this project we will quantify the magnitude of 
CP-violating moments of those atoms and nuclei of 
experimental relevance and relate these to the elecri 
dipole moment (EDM) of the neutron.  A new experimental 
scheme for measuring EDMs of nuclei (stripped of their 
atomic electrons) in a magnetic storage ring suggests that 
the EDM of the deuteron and of 3He could be measured 
to an accuracy of better that 10^-27 e cm, which is an 
order of magnitude better that the present limit on the 
neutron EDM. The LANL   neutron EDM experiment, 
aimed at measuring d_n to an accuracy of $10^-28 e cm, 
requires that the measurement be made with respect to 
the atomic EDM of 3He. The 3He acts as a polarizer in the 
experiment and thus  a rigorous theoretical verification 
that the EDM of 3He is not a significant (unknown) 
systematic background to the measurement is crucial.  We 
will calculate the first fully quantum-mechanical atomic 
and nuclear CP-violating moments of 3He, 225Ra, and 
199Hg. These calculations will allow new measurements in 
atoms, nuclei, and the neutron to provide stringent limits 
and tests  of non-Standard Model theories of the origin of 
CP-violation.

In the first year we will determine the nuclear CP-
violating moments of 3He. This will allow us to quantify 
the contribution of 3He as a background to LANL’s  EDM 

measurement. In the second year we will determine the 
expected signal for a magnetic storage ring measurement 
of the EDM of 3He, and compare it with that expected for 
the proton and the deuteron. In the third year we will carry 
out detailed shell model and Nilsson model calculations for 
CP-violation in heavy atoms. We will quantify the relative 
merits of measuring atomic EDMs in deformed nuclei as 
opposed to spherical nuclei.

Conclusion
This project will determine the magnitude of the cp-
violating moments of both atoms and nuclei and the 
relative merits of present and proposed experimental 
programs to search for these moments. These results  
will provide crucial input and support for the national 
experimental program to search for electric dipole 
moments in fundamental systems.
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Introduction
Fundamental optical diffraction laws prohibit localization 
of light on spatial scales much smaller than the wave-
length (~1 micrometer). This fact limits the resolution 
of optical microscopes, precludes addressing individual 
molecules, nanoparticles or other quantum systems and 
restricts the miniaturization of photonic circuits. Never-
theless, the diffraction limit can be overcome by using 
light, which is bound to metallic surfaces and nanostruc-
tures – so called Surface Plasmons – local fields, which 
are not subject to the laws of free-space optics. The area 
of research that studies Surface Plasmons – Plasmonics 
– is a rapidly growing field that promises practical solu-
tions in optical nanotechnology, sensing, energy, chemis-
try and materials science.

This project addresses fundamental scientific aspects of 
generating, manipulating, controlling and using Surface 
Plasmons on the sub-wavelength scale and their interac-
tion with quantum systems. Our specific challenge is to 
learn how to manipulate these fields, not only spatially, 
but also, and more importantly, temporally. The tempo-
ral aspect in field design is extremely important for ultra-
fast processes in nature and technology, such as control-
ling molecular dynamics, steering chemical reactions, 
selective sensing, signal processing and communication. 
In order to better understand such processes, we use ul-
trashort femtosecond optical pulses in our experiments 
to excite and measure the ultrafast dynamics of the 
localized fields. It is important to realize that femtosec-
ond time scales are characteristic to many processes in 
nature, such as fundamental vibrations in molecules and 
crystals, isomerization reactions responsible for vision 
and energy transfer between mesosystems. The focus of 
this project on controlled excitation and manipulation 
of broadband and ultrafast Surface Plasmons is a new 
direction in Plasmonics research.

Benefit to National Security Missions
This project supports the DOE missions of the Office of 
Science and contribute to Threat Reduction and Energy 
Security missions by enhancing our understanding of the 
fundamental behavior of electromagnetic fields (light) 

localized to the nanoscale as well as their interactions 
with quantum systems for sensing, energy, materials 
science, signal processing and communications applica-
tions.

Progress

Theoretical
Plasmonic (metallic) structures for subwavelength light 
confinement either in waveguiding or localized modal-
ity are infinitely more rich as compared to previously 
studied dielectric structures. Thus, theoretical analysis 
and numerical modeling are of primary importance to 
correct and timely design of most effective geometries. 
Our theoretical investigation is focused on design and 
characterization of (i) efficient plasmonic antennas for 
increased coupling of electromagnetic fields to quantum 
objects; (ii) improved plasmon-polariton waveguides 
with increased mode confinement and propagation 
lengths; (iii) coupled plasmonic nanonatennas and wave-
guides for discovery of novel functionality and behavior.

Shaping optical antenna’s resonant spectrum: We 1. 
devised a scheme to shape and actively tune the res-
onant spectrum of optical antennas and to increase 
their quality factor, an important characteristic of 
any resonant structure, Figure 1. By shaping the op-
tical antennas’ response spectrum, we can control 
the absorption, emission and scatter spectra (as 
well as the corresponding rates) of quantum objects 
coupled to the antenna. The control mechanism is 
based on interaction of optical antennas with the 
substrate above which the antennas are located. 
The substrate can be a layer of metal or properly de-
signed dielectric multilayer stack, depending proper-
ties sought. The operation of this structure is based 
on the delayed response of the antenna to the radia-
tion reflected off of the substrate and interference 
between the radiation from the antenna and its im-
age. This enables shaping the resonant spectrum by 
controlling the substrate’s reflection phase and am-
plitude as a function of frequency. Full-wave numeri-
cal simulations indeed show that optical antenna’s 
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local field distribution, far-field radiation, and quality 
factor can be controlled in a wide range.

Figure 1. Schematic illustration of a metallic dipole (left) and 
loop (right) antennas interacting with a substrate, which alters 
the overall response of the system. Inset: an image of the dipole 
antenna induced in the metallic substrate.

Coupling in plasmonic lattices: We demonstrated [1] 2. 
novel optical propagation regimes in low-dimensional 
plasmonic lattices – periodic structures made of dif-
ferent materials – in which, introduction of metallic 
regions enriches behavior and alters previously estab-
lished paradigms. One example is a one-dimensional 
optical lattice with normal-anomalous alternating 
couplings. We investigated the resulting optical band 
structure and its evolution as a function of asymmetry 
parameter, such as bandgap closing and band crossing. 
When the strengths of the normal and the anomalous 
coupling are the same, the bandgap closes and a singu-
larity in k-space appears. Numerical demonstrations of 
light propagation near the diabolic point demonstrated 
strong diffraction anomaly: A normally incident Gauss-
ian beam splits into two almost non-diffracting beams, 
propagating at large angles with respect to the original 
direction, Figure 2. Similar behavior is found to occur 
in a more complex three-band system. These results 
could open a new direction in light manipulation on 
the nanoscale.

Figure 2. Anomalous diffraction of a Gaussian beam near the 
diabolic point in a plasmonic array. Normal incidence, (a), and 
45-degree incidence, (b) are shown. The blue arrows indicate the 
launching directions.

Temporal control of local Surface Plasmons: We stud-3. 
ied [2] control of the temporal profile of the local elec-
tric field in the vicinity of a small doped semiconductor 
or metal nanostructure/antenna, Figure 3. Unlike in 
the case of control in a gas or liquid phase, the collec-
tive response of electrons in the nanostructure may 
significantly enhance different frequency components 
of the field due to the excitation of local (plasmonic) 
resonances. This enhancement strongly depends on 
the geometry of the nanostructure and can substan-
tially modify the temporal profile of the local field. We 
solved the direct problem of finding complex local field 
given the external field, as well as the inverse problem 
of finding the external field to generate an arbitrary 
target temporal profile of the local field. For a given 
geometry it is found that the nanostructure acts as 
a phase-amplitude filter and the inverse problem is 
solved in the first approximation by dividing the target 
local field by this filter function of the nanostructure. 

Figure 3. Left: normalized local field intensity on the nanostruc-
ture with a bow-tie-shaped hole, at the plasmon resonance 
frequency. Strong field enhancement near the sharp edges at the 
center of the nanostructure is clearly observed. Right: induced 
electron density distribution at the same excitation frequency.

Sub-wavelength plasmonic terahertz waveguides: We 4. 
designed [3] a novel subwavelength hybrid photonic-
plasmonic THz waveguide based on metal-dielectric 
multilayer structure. Terahertz waveguiding properties 
such as mode confinement, propagation length, and 
dispersion were analyzed numerically. Compared to 
metallic microstrip terahertz waveguides, the hybrid 
waveguides offer one order of magnitude longer (!) 
propagation length still maintaining subwavelength 
mode confinement. The investigated waveguide struc-
ture could be used as a basic building block for tera-
hertz integrated circuits where generation, detection, 
and modulation components are all integrated on a 
single chip. This structure is also promising for efficient 
terahertz generation via optical rectification of guided 
modes.

Experimental
Our experimental efforts develop in parallel to the theo-
retical advancements, summarized above

Surface Plasmon-Polaritons on metallic waveguides: 1. 
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Two sets of plasmonic waveguide samples, supporting 
a single plasmonic mode were prepared: (i) slot wave-
guide of metal-insulator-metal (MIM) type, gold on 
GaAs substrate; (ii) strip waveguide of insulator-metal-
insulator (IMI) type, gold film embedded in polymer 
matrix. Two separate experimental setups are built 
to investigate in-reflection samples of type (i) and in-
transmission samples, of type (ii). The MIM waveguide 
of type (i) is experimentally tested. Coupling of ~200 
nm wide supercontinuum around 1500 nm wavelength 
is demonstrated. Overall non-optimized in-out effi-
ciency of 1e-4 is demonstrated. Broadband dispersion 
measurements are ongoing using broadband spectral 
interferometry. The second experimental setup is be-
ing tested on silicon waveguides and waveguide arrays 
using similar supercontinuum and separately using 
high-intensity 100 fs laser for investigation of any 
nonlinear effects. Preliminary results show formation 
of temporal solitons and spatio-temporal solitons in 
waveguide arrays. 

Plasmonic nanoantennas: We are developing a laser-2. 
coupled inverted microscope system for studying 
optical responses of engineered metallic antennas 
and nanostructures. Dipole antenna samples were pre-
pared. Overlaying these with selected analyses, such 
as fluorescent dye molecules or a rare-earth ion oxide 
layer using Pulsed Laser Deposition (PLD) is ongoing. 
In the experiment we will seek to robustly observe the 
emssion spectrum from an ensemble of identical nano-
structures and study its properties with respect to the 
nanostructure geometrical parameters.

Future Work
 Our planned future work will proceed along three distinct 
paths as briefly outlined below.

Hybrid photonic-plasmonic structures: Practical applica-
tions in Plasmonics will require interfacing with macro-
world using either free-space optics or dielectric wave-
guide interconnects. Thus, it is essential to study such 
interfaces and optimize their performance. Here we will 
investigate hybrid structures for waveguiding and various 
photonic-plasmonic couplings. This direction is envisioned 
to result in practical recepies for simple and efficient inter-
facing solutions for nanoplasmonic devices.

Coupling optical nanoantennas to quantum systems: The 
goal here is to enhance coupling between the light and 
the quantum system via a resonant optical antenna as an 
intermediary for energy transfer. We will study absorption, 
fluorescent and scattering properties of the compound 
system. We hope to find antanna parameters and coupling 
strategies which will enhance desired energy transfer. This 
will result in increased interaction cross-sections and pos-
sibly lead to applications in controlled chemistry, selective 
sensing, optical communication and signal processing.

Nonlinear interactions: The goal hear is to take advantage 
of local field enhancement to increase the efficiency of 
nonlinear-optical processes, such as wavelength conver-
sion and phase modulation, which usually require much 
larger devices and higher optical powers. Potential out-
comes include wavelength-scale signal-processing circuits 
and novel sensing paradigms.

Conclusion
This project attempts to advance the field of Plasmonics by 
developing the science and technology for excitation, con-
trol and detection of broadband plasmonic fields bound 
to metallic nanostructures. Our goal is to take advantage 
of the properties of Surface Plasmons for the purpose of 
developing novel nanophotonic devices and for manipulat-
ing the behavior of individual quantum systems and their 
interactions. Nanoscale plasmonics is an expanding area of 
study because of its importance in a broad range of appli-
cations, as well as from the fundamental point of view. This 
work will advance the current state of the art by focusing 
on the temporal aspect of the plasmonic fields and may 
lead to novel technologies and devices beyond sensors and 
towards control of nanoscale quantum systems.
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Introduction
The current theoretical understanding of matter is 
encoded in the so-called Standard Model (SM), which 
describes a large body of experimental data from atomic 
energy scales up to the current energy frontier of a 
few hundreds of GeV.  Despite its successes, the SM is 
known to be incomplete. Neutrino physics has been at 
the forefront of probing physics “beyond the standard 
model.” In fact, it has given us the first and to date only 
direct observation of new physics beyond the SM, in the 
form of neutrino masses.

The goal of this project is to investigate the sensitivity 
of core-collapse supernova explosions and related 
astrophysical systems to novel neutrino properties. New 
physics effects at the terrascale can give rise to new 
interactions that change neutrino flavor. Additionally, 
in a large class of models the neutrino masses come 
together with neutrino interactions with a novel light 
scalar field. Both types of new physics should change 
supernova explosions, however, in what way is presently 
unknown. Other types of physics beyond the standard 
model can also impact the evolution of astrophysical 
systems. Examples are provided by the hypothetical 
axion particles, as well as theories with extra spacetime 
dimensions.

We are exploring the effect of this new physics on 
the evolution of supernova progenitors, and on the 
dynamics of the supernova explosions. We have been 
working on a model of a cooling protoneutron star 
that incorporates the mentioned new physics effects. 
One of our goals is to understand whether the addition 
of these new effects hinders or helps the explosion. 
In the first case, they can be excluded, in the second 
case perhaps we could find a mechanism responsible 
for the robustness of the explosion. In either case, 
we could gain a window into physics at the multi-TeV 
energy scale. Another focus area is the impact of the 
new physics on the neutrino signal expected from a 
future galactic supernova, with the application to the 
Deep Underground Science and Engineering Laboratory 
(DUSEL).

In our model, we incorporate the best-known 
information on neutrino cross-sections, nuclear equation 
of state and other ingredients. We aim to create a 
code that can give not only limits on new physics, but 
also useful predictions for the neutrino signal from a 
supernova within the Standard Model scenario.

Benefit to National Security Missions
This project contributes to our basic understanding 
of matter and processes in the universe. It directly 
addresses the LANL “Beyond the Standard Model” Grand 
Challenge and impacts basic understanding of physics 
that underlies nuclear weapons (a key NNSA mission), 
and high-energy physics (a DOE/SC mission).

Progress
Earlier in this project, we investigated bounds on a 
beyond-the-standard-model scenario, in which the 
photon can escape into extra dimensions. We have 
computed the cooling rate this hypothetical process 
would have on supernova, as well as on red giant stars. 
We found that supernovae and stars provide extremely 
stringent bounds on this scenario, orders of magnitude 
stronger than what can be feasibly achieved in the 
laboratory. Our results are published in Physical Review 
Letters [1].

The insights gained in the course of this project allowed 
us to tackle another active topic in modern particle 
physics. It has been recently proposed by Howard 
Georgi of Harvard University that there may exist a 
new, “hidden” sector of fields that is in a conformal 
regime and couples to the SM fields only weakly. This 
scenario, termed “unparticle physics”, has attracted a 
great deal of attention, in connection with the upcoming 
measurements at the Large Hadron Collider (LHC). The 
scenario, however, proved rather subtle, with many 
pitfalls that were not originally appreciated. We realized 
that the model of the photon escape we had studied 
earlier provided an excellent platform for understanding 
most of these subtleties. We developed the connection 
further and published our results earlier this year in 
Physics Letters B [2] and JHEP [3]. 

Probing physics beyond the Standard Model with Supernovae
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We also pursued studies of the sensitivity of massive stars 
to the additional cooling that would arise from particle 
physics beyond the SM. We completed the investigation 
of the effect of the neutrino magnetic moment. We found 
that the additional cooling in this case would alter the 
evolution of the cores of these stars, resulting in different 
stellar fates. These findings were contrary to the “standard 
lore” in the field.  Our results are graphically illustrated 
in Figure 1. Perhaps the most striking effect of the extra 
cooling is the possibility to have an explosion of the 
degenerate carbon core inside the massive star (marked 
“C/O Det.” in the Figure). The details of the analysis and 
the resulting bounds on the neutrino magnetic moment 
are published in the Astrophysical Journal [4].
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Figure 1. Neutrino magnetic moment increases the rate with 
which energy is lost from the central regions of the star. The 
resulting evolution changes. As shown in the plot, the stars with 
masses 9-12 times the mass of the Suyn that normally explode 
as core-collapse supernovae will instead end their lives as 
white dwarfs. Additionally, a new type of supernova -- a type Ia 
exploding inside a massive star -- would appear.

As a continuation of this work, we are presently 
investigating the sensitivity of massive stars to emission of 
axions. In Figure 2 (taken from paper in preparation), we 
show the effect of the axion on the duration of the Helium 
burning stage for stars of different masses. We discovered 
that this speed-up of the evolution is described by a 
universal function that applies to a broad range of stellar 
masses, from 6 times the mass of the Sun, to 40 times. This 
result is unexpected, and we are working to uncover the 
underlying physical mechanism behind it. We also found 
that the axion has an effect on the peak luminosity of the 
red giant branch. The size of the effect was also somewhat 
surprising and arises because of the axion cooling off-
center. Further investigations are in progress.
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Figure 2. Additional cooling due to axion emission shortens the 
duration of the Helium burning phase of the stellar evolution. 
The results of our calculations of this effect for stars of different 
masses are presented.

In parallel, we also continued developing a quantitative 
model of supernova cooling, incorporating both standard 
and new physics effects.

We have a working a code modeling the cooling of the 
protoneutron star by neutrino emission. The code is a one-
dimensional and treats neutrino transport in the diffusion 
approximation. The decoupling is treated with simple 
flux limited diffusion. Recent improvements to the code 
include state-of-the-art neutrino cross sections (diffusion 
coefficients).

The above model treats the decoupling of neutrinos 
at the neutrinosphere using the diffusion flux-limiter 
approximation. This is sufficient for predicting the time-
scales of the evolution, but for predicting the neutrino 
signal we need a more accurate model. Correspondingly, 
we built an additional numerical model that simulates 
neutrino decoupling with a Monte-Carlo method. Crucially, 
it incorporates nuclear recoil effects and other physics that 
was recently shown to be very important. This will have 
many benefits and uses for the rest of the project (and 
beyond). Most immediately, we can get accurate spectra 
for the neutrinos streaming out of the neutrino-sphere and 
the angular distribution of neutrinos above the neutrino-
sphere (crucial for computing the neutrino-neutrino 
coherent effects, see later). It is also worth mentioning that 
we have been working to incorporate possible convection 
effects in our 1-d diffusion code. This work was pursued 
out by Luke Roberts, a summer student from UC Santa 
Cruz, under the supervision of Sanjay Reddy.

Additionally, we have been investigating coherent neutrino 
flavor transformations in the envelop of the star ([5] and 
[6]). Neutrino-neutrino interaction has recently been 
shown to lead to large flavor transformations (“spectral 
swaps”) close to the neutrino-sphere. It turns out that 
the effect, which was previously computed with two 
neutrino flavors, needs to be treated in the full three-
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flavor framework. An example of this is depicted in Figure 
3, where we compare the outcomes of the 2-flavor and 
3-flavor calculations. The 2-flavor calculation incorrectly 
predicts the absence of the high-energy tail of the neutrino 
spectrum, as well as makes the high-energy tail of the 
antineutrino spectrum colder than it actually should 
be. These findings have important implications for the 
predictions of the supernova signal in a DUSEL detector, 
the r-process nucleosynthesis, and predictions of the 
diffuse supernova neutrino background.
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Figure 3. Neutrino-neutrino interactions cause a complicated 
pattern of flavor transformations in a supernova. We have shown 
that previous attempts of computing this effect with only two 
neutrino flavors miss important physics. Shown in the Figure is 
the comparison of a 2-flavor and 3-flavor calculations.

Future Work
In connection with our findings on the 3-flavor coherent 
flavor transformations of supernova neutrinos, we will 
explore the implications for the r-process in a supernova. 
We are planning to do this work in collaboration with two 
r-process experts, G. McLaughlin (NCSU) and R. Surman 
(Union C.)

In connection with the prediction of the supernova 
neutrino signal at DUSEL, we are planning to couple three 
of the codes we developed: the diffusion code, the Monte-
Carlo, decoupling code, and the neutrino oscillation code. 
The former will be used to give the energy and the lepton 
number flux as a function of time. These will be fed as 
boundary conditions in the Monte-Carlo code. Finally, the 
emitted spectra will be processed with the oscillation code.

We have also recently discovered that the neutrino 
collective oscillations, in connection with the mu-tau 
resonance may lead to an imprint of the shock propagation 
during the critical first second of the explosion. We plan 
to put this on the quantitative footing and make detailed 
predictions of this effect for the DUSEL detector.

We will also investigate the possibility of extracting a 
decoupling prescription to add to our diffusion code and/
or the possibility of combining the diffusion code with 
the Monte Carlo code for the spectra formation. We will 
also explore adding the nonstandard flavor changing 
interactions to the Monte-Carlo code.

Conclusion
The investment of effort made during the first two years 
of this project is starting to pay off handsomely. We now 
have a variety of tools for computing various aspects of 
supernova neutrino emission. This collection of codes 
represents a unique tool in the world and will greatly 
benefit us in the final year of the project, as we apply 
them to a broad spectrum of concrete physics calculations. 
Beyond that, they should provide an important long-term 
advantage to the nuclear and particle astrophysics effort at 
LANL.
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Introduction
Clusters of galaxies are the largest gravitationally bound 
objects in the Universe.  They are made up by dark 
matter (the dominant component) and the ordinary 
matter (called baryons). Interestingly, because the 
ordinary matter can dissipate by shocks and other 
physical processes, there is currently a lack of detailed 
understanding of the baryonic component in galaxy 
clusters. This has seriously hindered the application of 
galaxy clusters as reliable probes for cosmology. We 
propose to investigate the feedback of Active Galaxies 
in galaxy clusters to address this lack of understanding, 
building upon the distinctive capabilities at Los Alamos. 
Our new cosmological magnetohydrodynamics will allow 
us to model accurately the evolution of magnetic energy 
in the clusters for the first time.

Benefit to National Security Missions
This project will support the DOE mission in Office of 
Science by enhancing our understanding of how galaxy 
clusters evolve when important physical processes 
are included.  Our effort will strengthen Laboratory’s 
competencies in Basic Sciences, especially in large-scale 
computer modeling.

Progress
We have completed an initial study on magnetic 
feedback from active galaxies (AGN) in galaxy cluster 
to attack the “cool flowing” problem. We performed 
simulations of magnetic field injection from AGN into 
the cores of galaxy clusters with additional cooling 
and heating processes to study how the intra-cluster 
medium (ICM) is heated by AGN feedback. These 
simulations form X-rays cavities and shock fronts seen in 
observations. We saw that large amount of the injected 
magnetic energy is converted into thermal, kinetic 
and potential energy by driving shocks and forming 
and lifting bubbles, then the shocks and bubbles bring 
injected energy away from the injection region and 
finally heat the ICM. We observed the heating in the 
centers of clusters through observations of increase 

of temperature as well as cooling time. We also saw 
the decline of the mass accretion rate (cooling flow) 
near the cluster center. This indicates that AGN may 
offset the cooling flow at least for several hundred 
Myr. We reported our major findings in the 2009 APS 
April meeting.  We have also performed a study on 
understanding the origin of cluster magnetic fields using 
cosmological magnetohydrodynamic (MHD) simulations 
with adaptive mesh refinement. We injected magnetic 
fields into the ICM at high redshift (e.g. z=3) using the 
magnetic jet/lobe model we have developed previously. 
Our simulations followed the formation of galaxy cluster 
and the evolution of magnetic fields till the current 
epoch.

The injected magnetic energy is about 2e60 ergs, 
which is comparable to an energetic AGN outburst. 
We found these initial magnetic fields are spread 
rapidly throughout the whole cluster by the processes 
of cluster mergers and the ICM turbulence. The bulk 
flows in the ICM amplify the magnetic fields at large 
scales and the ICM turbulence, which is generated by 
the cluster mergers and the accretion shocks, amplifies 
the magnetic fields at small scales. The total magnetic 
energy increases ~25 times when the simulation ends. 
At low redshifts, we found the spherically averaged 
radial profile of magnetic field strength has a few micro 
G at the cluster center and drops slowly outward to 
just below 1 micro Gauss at about half the virial radius 
of the cluster. This radial profile is similar to the results 
from observations. We also obtained Faraday rotation 
measure (FRM) from our simulation data. FRM map from 
our simulation is close to the observations in the peak 
values and their spatial distributions. Our study shows 
that the magnetic fields from AGN possibly provide 
enough initial magnetic fields for the dynamo processes 
to magnetize the ICM to the observed level and provides 
a strong support to the idea that the cluster magnetic 
fields are originally from AGNs. These results are 
published in the Astrophysical Journal Letters. More data 
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analyses are needed to understand the ICM turbulence 
and the magnetic field amplification process. Additional 
simulations to gain a more detailed understanding of 
magnetic fields in the ICM by AGN magnetic feedback with 
different injection parameters are underway. 

Future Work
We will continue our large-scale simulations of AGN 
feedback in galaxy clusters. We will assemble available 
observations on radio galaxies in clusters so that we can 
conduct detailed comparisons between our simulation 
results and the observed galaxies and intra-cluster 
medium. We will also implement advanced numerical 
scheme so that we can perform simulations with higher 
resolution of dark matter particles. This is important when 
we need to model the galaxy dynamics more precisely. 

We will also implement generation of active galaxies 
throughout the formation history of the cluster so that 
the feedback of these active galaxies can be studied in a 
cosmological context. 

Conclusion
The proposed research addresses an important problem 
in modern astrophysics and cosmology. Clusters are being 
used as one of the important probes of fundamental 
cosmological parameters. Since clusters are made by 
both the dark matter and ordinary matter (baryons) 
components, our research will provide the physics 
underpinning for understanding the cluster baryon 
dynamics. This will become important over the next 
decade with a flood of new cluster  observations by the 
latest generation of X-ray observatories, large optical 
surveys, and measurements of cluster-induced distortions 
in the spectrum of the cosmic microwave background.
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Introduction
Our solar system is traveling at 26 km/s through the 
Local Interstellar Cloud (LIC), which is a partially ionized 
cloud within 3 parsecs (pc, about 3 light years or 31 
trillion kilometers) of the sun that is warmer and less 
dense than regions around it.  Our limited understanding 
of the LIC has been gained through measurements of the 
spectral attenuation of star light, neutral atoms that flow 
to the inner Solar System, and interstellar dust (ISD), but 
is still largely unknown.  ISDs are particularly difficult 
to measure due to their size and paucity; hence only a 
few sparse data sets exist.  These data include in situ 
impact detections with space experiments, which have 
poorly determined velocity and mass measurements, 
and ground-based measurements of the plasma that 
is created when an ISD enters Earth’s atmosphere (i.e. 
a “meteor’).  An important subset of ISD is the large 
grains.  Large grains are relatively unaffected by Lorentz 
forces in the interstellar medium, thus we can use large 
ISD to accurately determine their original provenance 
and allow direct measurement of debris generated 
during the disk formation stage of nearby stellar 
systems.  

The current effort is directed at probing the LIC to 
unprecedented depth using ground-based, high-
sensitivity radars.

Benefit to National Security Missions
This project will support the missions of the Office of 
Science by enhancing our understanding of interstellar 
dust and its impact on Earth’s atmosphere.  In addition, 
we will be able to characterize the flux of particles 
and their potential impact on Earth orbiting satellites, 
including nuclear detection sensors.

Progress
We have processed and analyzed 20 minutes (of 
approximately 30 hours) of High-Power, Large-Aperture 
(HPLA) radar data collected with the ALTAIR (Kwajelein) 
radar.  These data include dual frequency detections of 
meteoroid plasma signatures, known as head echoes.  
Using our existing electrostatic scattering model, we 

have computed masses, radii and densities as well as 
velocities of our particles.  These detections include 
approximately 800 meteoroids collected at VHF.  Of 
these 800, approximately 1% have been identified as 
being of extra-solar origin.  These particles travel with 
velocities greater than 72.8 km/s, which is a sum of the 
Earth’s orbital velocity and the Sun’s escape velocity.  
Two of these interstellar meteoroids have velocities 
greater than 100 km/s.  The masses of these particles 
are at the limit of our detection - approximately 10^-7 
grams.  These particles appear to ablate high in the 
atmosphere with densities that are low (< 1 g/cm^3).    
We have presented these results to NASA, Marshall 
Space Flight Center during a visit here.

This year has also seen the development of a number 
of new data analysis techniques along with the 
declassification processing of the massive data set 
collected at ALTAIR.   In particular, we have developed 
new fitting procedures which allow us to determine 
the accuracy with which both the velocity and the 
deceleration can be determined.  

We have developed a new meteor deceleration model 
which is parameterized by the meteor density and the 
energy required to induce ablation, both unknowns for 
a given dust population.  By a precise measurement of 
the meteor velocity, mass and deceleration, it is possible 
to deduce these physical parameters by fitting the data.  
As noted in Figure 1, the extraction of the deceleration 
parameters requires a sufficiently long streak because it 
depends on the curvature of the streak.  Propagation of 
the statistical range errors to this parameter produces 
the error bars shown.  Moreover, we have an explicit 
means of filtering the data to find the best experimental 
values.  This is the first time that such a precise 
measurement of these parameters has been carried out.

The First Characterization of Large Interstellar Dust

Sigrid Close
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Figure 1. Fit to the exponential term in the deceleration model 
which is related to the ablation  coefficient and meteor density.  
This data shows that only the longest streaks contain sufficient 
points to find this coefficient with adequate accuracy.  This is a 
result of the fact that this coefficient depends on the curvature of 
the range data, hence requiring the longest streaks.  Error bars 
are based on propagation of the statistical errors from the range-
vs.-time fits.

To improve on the accuracy of the fitting, we have also 
developed a new approach which is based on the phase of 
the radar return, not just its timing (range).  The phase of 
the return relative to a fixed reference signal can be readily 
found and can be shown to be related to the Doppler shift 
of the reflected signal.  This is a direct measurement of the 
velocity which requires no differentiation and should lead 
to a much more accurate measurement.  A typical result is 
shown in Figure 2.  The total phase variation over a streak 
then describes the velocity variation directly.  We note that 
due to a large number of  phase wraps between the object 
and the radar, there is imbedded ambiguity regarding the 
Doppler shift.  However, by comparing the results to the 
velocity difference from the range data, essentially a timing 
measurement, it is possible to remove this ambiguity 
completely, as shown in Figure 2.  This method promises to 
give much greater accuracy for velocity and deceleration 
than previous methods.

We would also like to note the development of a new 
streak-finding algorithm which makes it possible to identify 
meteor streaks automatically in the large body of data 
we have assimilated.  Such an algorithm is essential to 
be able to process the massive amount of data that has 
been collected.  The algorithm is based on the use of 
web methods to determine the occurrence of a set of 
contiguously-spaced points indicative of a meteor.  This 
algorithm has been shown to work well on the ALTAIR data 
set, and is now being further tested.  A typical result is 
shown in Figure 3.

Figure 2. Red curve represents the best fit of the phase 
variation to the differenced range data, producing an accurate 
measurement of the velocity evolution.  The   ambiguity caused 
by the distance from radar to scatterer is removed in this manner

Figure 3. Streak-finding algorithm applied to a typical data file.  
The vertical axis is the range and the horizontal axis is the time of 
the radar return.  The method correctly identifies several meteor 
streaks which are represented by a line that traverses upper left 
to lower right.  We note the presence of a few spurious horizontal 
lines of unknown origin which must be culled from the data.

Future Work
Using the above described data set we hope to provide 
the first characterization of large interstellar dust grains 
(ISD) using ground-based, high-power radar.  Our 
results will include the first full characterization of ISD, 
including orbits, velocities, masses, densities, radii and 
compositions.  We will then be able, for the first time, to 
answer the following key science questions:

What is the bulk density of large ISD particles (which is • 
crucial for understanding the interstellar)?

How much has the LIC been processed?• 

What do the properties of ISD tell us about the • 
formation and dynamics of asymptotic giant branch 
(AGB) stars, young stellar objects and debris disks 
around main sequence stars?
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Our approach will include both data analysis and modeling.  
We will calculate orbital parameters, and develop and 
refine elliptical scattering and ablation models and apply 
these to our data.  We will then refine our heliospheric 
transport model for large ISD and validate our scattering 
model using multi-frequency radar and satellite data.  We 
will then be able to derive fundamental ISD parameters, 
including mass, radius and density.  Finally, we will derive 
composition and metallicity for a subset of our data that 
have associated trails.  This will allow us to interpret 
results in the context of models of solar system and stellar 
formation and evolution.

Conclusion
We are currently poised to analyze all the recent data 
collected from ALTAIR.  We expect to find best fits to 
the deceleration parameters, which will yield the mass, 
meteoroid density and the three-dimensional velocity.  
This data will represent the primary experimental findings 
of this program.

Our research will then produce the first characterization 
of large interstellar dust grains and show the relationship 
between velocity, direction, mass, radius and density.  
Furthermore, we will be able to characterize the local 
interstellar cloud and potentially tie these grains to a 
source to determine how many interstellar particles reach 
Earth’s atmosphere and what effect these particles have 
had on our ionosphere.
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Introduction
The discovery of the putative supersolid state in 
solid Helium-4 in 2004 [1,2] ignited a race for new 
measurements and theories to prove the existence of 
this exotic state of matter. This enigmatic state is the 
crystalline analog of superfluidity and superconductivity. 
Essentially, the supersolid phase is the last remaining 
quantum phase that can exhibit persistent particle 
current of vacancies or interstitials with no dissipation. 
It is the analog to zero viscosity in a superfluid or zero 
resistance in a superconductor. If it does exist, it would 
mean that a supersolid could be squeezed through the 
tiniest orifices without resistance, just like a superfluid. 
Hence, the discovery and investigation of this phase is 
of fundamental importance to quantum physics and 
has created a stir far beyond the quantum solid and 
quantum fluid communities.

We propose to theoretically and experimentally 
explore the nature of the low-temperature phase in 
Helium-4, where a possible supersolid is reported. So far 
experiments involving torsion oscillators, ultrasound and 
shear mode probes, and specific heat measurements 
have recorded anomalous behavior in the temperature 
range of interest. The extremely low-temperature and 
high-pressure part of the Helium-4 phase diagram is the 
subject of our investigations.  Complementary to our 
theoretical efforts, we are using neutron scattering to 
provide important information about possible disorder, 
vacancies and dislocation networks in crystalline 
Helium-4. Such structural information is much needed 
for any attempt to understand the underlying physics 
of the strange behavior of a quantum solid. Theory will 
explore the consequences of disorder and contrast a 
supersolid scenario with a possible quantum glass state 
for neutron scattering, torsional oscillator, thermal 
conductivity, and elastic shear modulus and specific heat 
experiments.

Benefit to National Security Missions
This proposal answers to the missions of the Office 
of Science and LANL’s Grand Challenge “Fundamental 
Understanding of Materials” by advancing the state-of-
the-art quantum state modeling and experimentation 
in condensed matter physics at ultralow temperatures 
and high pressures, with ramifications to the Grand 
Challenge “High Temperature Superconductivity and 
Actinides.”

A better understanding of supersolid or quantum glass 
behavior may lead to better control and predictive 
capabilities for thermodynamic and mechanical 
materials properties for a large class of materials. 
Modeling and characterization of dislocation quantum 
glasses may lead to stronger materials or new high-
precision instrumentation.

Progress
Supersolidity is the last undiscovered state of matter 
where the same atoms form a rigid solid lattice and 
yet demonstrate ability to move through the crystal 
without friction, i.e. exhibit superflow properties like 
superfluid Helium-4. It is established that supersolid 
behavior can occur in the presence of defects in a solid. 
The major question in the field is addressing what kind 
of defects might facilitate supersolidity and what is the 
exact nature of the ground state of solid Helium-4 in the 
presence of defects.

Our theoretical work focuses largely on the possible 
glassy state due to dislocations that might be responsible 
for the unusual behavior of solid Helium-4 at ultralow 
temperatures [3]. We expanded our phenomenological 
glass model to account for general glass relaxation 
processes as known from dielectric or structural glasses 
[4]. An extension to these results was published in the 
proceedings of the 25th International Conference on Low 
Temperature Physics (LT-25) held in Amsterdam, August 
2008 [5]. We were invited to present our studies at LT-25 

Soild Helium-4: A Supersolid or Quantum Glass?
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and the satellite conference for ultralow temperatures ULT, 
followed immediately thereafter in London. An extension 
of our glassy scenario to more general distributions 
of relaxation times has led to better agreement with 
experiments, Figure 1. Consequently, we were invited to 
present these results at the international conference QFS 
2009 at Northwestern University, Evanston, in August 2009 
[6].

Figure 1. The resonant frequency (black, left axis) and the 
dissipation (red, right axis) vs. temperature of a high-precision 
torsion oscillator. The glass model (solid lines) results in excellent 
agreement with the experimental data by B. Hunt et al. [7] when 
using a Cole-Cole distribution for relaxation times. The Cole-Cole 
exponent alpha=1.85 deviates from unity, indicating glassiness.

Our hypothesis of a glassy component responsible for the 
anomalous behavior is also supported by the new torsional 
oscillator measurements of our external collaborators 
headed by Prof. J. C. Davis at Cornell University and 
published in the journal of Science [7]. They found, using a 
new generation of ultrahigh precision torsional oscillators 
that solid Helium-4 does exhibit very long relaxation times 
(sometimes lasting up to days) in the period shift and 
damping of the Helium-4 samples. These results clearly 
point to the presence of uncrystallized glassy components 
down to 10 mK. So far the lowest temperatures measured 
in this quantum solid. Their data analysis in terms of 
linear response functions was strongly motivated by our 
theoretical predictions and subsequent interactions with 
the group of J. C. Davis resulted in the classification of 
their results in terms of a superglass. That means the 
coexistence of supersolid and glassy phases. A possible 
scenario for the ground state of solid Helium-4 that 
requires further modeling and measurements.

In parallel to our modeling of the thermodynamics of 
Helium-4 and the mechanics of torsional oscillators with 
a glassy backaction term, we have developed a theory 
for describing the effects of various defects, as well as 

supersolidity on thermal transport measurements. With 
our external collaborators Prof. Ilya Vekhter and his 
graduate student Josh Thibodaux from Louisiana State 
University, we developed heat transport equations for 
phonons and vacancies scattering off various zero and 
one-dimensional defects. Based on realistic fits to existing 
measurements by Burns and Goodkind (1993), we derived 
predictions for the signatures of the onset of a possible 
supersolid phase transition. We have begun to interact 
with the experimental group by Prof. Robert Hill at the 
University of Waterloo, who will test these predictions and 
see if they validate the glass or supersolid scenario.

Finally, we have started collaborations with Prof. John 
M. Goodkind at the University of California at San Diego 
with respect to neutron scattering measurements and the 
development of quantum glass theories in solid Helium-4. 

In addition, we have hired the postdoc Jung-Jung Su, who 
has been working part-time on this project since the end of 
July 2009. 

Future Work
We will address the fundamental quantum physics 
question of a possible supersolid or quantum glass state 
in solid He-4 by means of a combined theoretical and 
experimental approach.  Currently, it is hotly debated 
whether it is a supersolid or a dislocation (quantum) glass 
or a conventional dislocation network. So this research 
will emphasize the disordered crystal state that still can 
exhibit supersolid behavior, because of the high mobility 
of vacancies. Hence, an important step is the precise 
characterization of the quality of solid He-4 crystals. We 
will use neutron scattering experiments as a direct probe 
of sample quality of this novel quantum matter in strong 
collaboration with Prof. Goodkind.

Our research has the central theoretical and experimental 
goals: 

Develop a theory of a (quantum) glass state of He-4. • 
Combined with the structural properties of the bulk as 
determined by neutron scattering, our predictions for 
specific heat, thermal conductivity and shear modulus 
will provide important insights and guidance for new 
measurements and the interpretation of the putative 
supersolid state. 

Neutron scattering will provide the missing microscopic • 
input for a large number of theories that rely on the 
effects of disorder, dislocations and vacancies. We will 
provide a basic characterization of solid He-4 at very 
low temperatures and high pressures. 

We already have two approved neutron scattering 
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proposals at the Lujan LANSCE facility at Los Alamos. Our 
neutron scattering experiments are pending until technical 
details with providing the new dilution refrigerator 
environment has been resolved.

NOTE: The scope of work has changed with respect to 
the amount of neutron scattering experiments that will 
be performed. Since the departure of Wei Bao from the 
Laboratory, we have begun to collaborate externally with 
neutron scatterers and theorists on quantum glasses. 
This of course requires a reduction in planned neutron 
scattering experiments and an increase in the theoretical 
component on glassy dislocation networks. We expect 
that our collaboration with Goodkind at the University 
of California at San Diego and Vekhter at Louisiana State 
University will more than compensate for this loss of 
expertise.

Conclusion
In a nutshell, the supersolid phase is the last remaining 
quantum phase that can exhibit persistent particle current 
of vacancies or interstitials with no dissipation, similar to 
superfluidity or superconductivity.

The outcome of this research will either confirm the 
putative supersolid state by identifying the fundamental 
quantum excitations with neutron scattering experiments 
or provide an alternative explanation, namely, that of a 
quantum glass or dislocation network and its effects on 
mechanical, elastic and thermal properties. Either way the 
results will impact the way we think about supersolidity 
and its hallmark signatures.
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Introduction
Millimiter (mm)-wave devices are proving to have many 
important applications from imaging to communication. 
Among the greatest impediments to exploiting this 
regime of the electromagnetic spectrum are the 
difficulties in building sources with sufficient power 
suitable for practical applications. This project’s goal is to 
construct a novel traveling-wave tube (TWT) amplifier at 
mm-waves (100 GHz), that employs a dielectric photonic 
band gap (PBG) structure. A TWT is a vacuum electronics 
tube amplifier, operating with a purpose of delivering 
high microwave power across a wide frequency 
bandwidth. Present state-of-the-art millimeter wave 
TWT development has reached fundamental limitations 
in both frequency and bandwidth that can be overcome 
with a use of a periodic electromagnetic structure (so 
called “PBG structure”), that is at the cutting edge of 
the electrical engineering technology applied to a real 
world problem. An extremely broadband TWT based 
on the PBG concept would enable new applications 
in mm-wave communications, radar receivers, radio 
astronomy, and remote mm-wave spectroscopy. A 
cylindrically symmetric version of a PBG structure, called 
an “omniguide”, is attractive for a proof-of-principle 
demonstration [1]. Omniguide TWT structures have 
great potential for generating high average power 
(up to 1 kW) with simultaneously large bandwidth 
(greater than 20 per cent) and linear dispersion. 
In addition, being cheap to fabricate, omniguides 
enhance the commercial transferability of the W-band 
TWT technology.  Because of new national security 
spectroscopy missions that would be enabled by this 
technology, this research directly addresses specific 
needs of the laboratory grand challenge “Detection of 
nuclear materials (Ubiquitous sensing).”

Benefit to National Security Missions
This project, through the development of new mm-
wave sources, will impact a broad range of technical 
problems including imaging, sensing, and communiation. 
These technical areas are crucial for supporting threat 
reduction, nuclear material detection, and other 
missions important to DOE (NN), DHS (DNDO), DOD 

(DARPA) and other government agencies.

Progress
The project has made significant progress up to date in 
three areas.

A significant level of effort was devoted to fabrication in 
the first year. First, three new omniguide structures were 
fabricated in the machine shop and prepared for tests 
with the electron beam (Figure 1). The structures were 
tested with low power rf, the transmission properties 
were found to be in agreement with the design.

Second, the pencil beam TWT test stand (Figure 2) 
was brought back to service. We checked the proper 
operation of all the components, including the vacuum 
system, the modulator, the electron gun, and steering 
and focusing magnets. Some new components had 
to be purchased to replace the old and problematic 
equipment. Next, the test stand was aligned first with 
a collimator and then with a dummy metallic structure 
to ensure the reliable electron beam transmission. The 
safety of the test stand was re-evaluated and improved 
during the ISR-division shut down in May, 2009. The 
omniguide structure is currently being installed on the 
test stand. The first electron beam transmission and 
power generation results are expected in December, 
2009 [2].

Third, we conducted theoretical computations of 
amplification gain in the omniguide taking into account 
the realistic electron beam spot size and energy 
dispersion. It was concluded that a 10 cm long structure 
was required to obtain 30 dB power gain. The bandwidth 
of the amplifier was found to be 10 per cent (90 to 100 
GHz) (Figure 3), which is better than in any currently 
existing mm-wave TWT.  We believe that bigger 20 per 
cent bandwidth can be achieved by slightly altering 
dimensions of the omniguide tubes in the second year of 
the project.

A Novel Millimeter-Wave Traveling-Wave Tube Based on an Omniguide 
Structure

Evgenya I. Smirnova
20090265ER
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Figure 1. Omniguide TWT structure.

Figure 2. The mm-wave TWT beam line opened for maintenance.

Figure 3. The numerical calculations of the TWT net gain 
including the effects of the finite beam diameter and the beam 
energy spread.

Future Work
The successful completion of this project will yield a new 
mm-wave power-generating device, which is very compact, 
high power, high bandwidth and cheap to fabricate. The 
work can be divided into three areas as follows: initial 
testing of the current design of the 100 GHz omniguide 
traveling-wave tube structure with an electron beam; 
working to increase the bandwidth of the omniguide 
traveling-wave tube; and working to increase the peak 
output power of the tube. Specifically we will:

Test the current design of the 100 GHz omniguide TWT • 
(year 2).  We will install an omniguide TWT on the 
pencil beam test stand. We will condition the tube and 
demonstrate generation of 100 W of average power 
with 10 per cent bandwidth.

Increase the bandwidth for the omniguide traveling-• 
wave tube to 20 per cent and the peak power to 200 
W (year 2). We will redesign the tube’s output coupler, 
to increase its bandwidth from 10 per cent to 20 
per cent. We will also work on improving the beam 
steering into the tube. This should increase the peak 
power to 200 W.

Increase the peak output power to 1 kW (year 3).  In • 
year 3 we will work on further increasing the average 
output power up to 1 kW. This will require fine-tuning 
of our beam steering and focusing system, so that 
more current enters the TWT structure. In addition we 
will have to continue our design work for the coupler. 
Although silica cylinders, which form the tube, are 
capable of withstanding high gradients, the current 
design for the output coupler has metallic parts, 
which may be vulnerable to breakdown. We will use 
CST Microwave Studio to design a novel quasioptical 
coupler with reduced electromagnetic fields around 
the metallic components.

Conclusion
At the end of this project there will exist a new mm-wave 
power-generating device, that is very compact, high power, 
high bandwidth and cheap to fabricate. The new device 
will allow improved nuclear material detection and also 
can be used by our military forces in radars and secure 
communications.
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Introduction
The ultimate goal of this research is to perform an 
experiment to search for a process in which a muon 
is converted to an electron without the emission of 
neutrinos. The muon is a particle that has very similar 
properties to those of the electron, except that the 
muon is much heavier than the electron. This process 
is highly suppressed in the Standard Model, a widely 
accepted theory that describes the ultimate constituents 
of matter and radiation as we understand them. 
However, this theory is at best incomplete and the above 
mentioned process is predicted by many extension of 
the Standard Model. Therefore, if found, this process 
unambiguously signifies the existence of physics beyond 
the Standard Model, providing a new breakthrough in 
our understanding of the Universe.

The LANSCE accelerator at LANL turns out to be the best 
facility at which to perform such an experiment. The goal 
of this ER project is to further develop the physics basis 
for the experiment to a point where it is possible for us 
to seek an external funding to construct the experiment.

We will perform a series of simulations to evaluate the 
ultimate performance of the experiment. At the same 
time, we will come up with a technical solution to some 
special beam delivery challenges that will allow us to 
build such an experiment at LANSCE without interfering 
substantially with other existing and planned activities at 
LANSCE. Such technical solution requires development 
of some new technologies.

There are competitions in other labs, namely the Mu2e 
project at Fermilab and the COMET project at J-Parc in 
Japan. If for some reason it becomes more likely that 
one of these two competing projects is more likely to be 
funded than ours, we will consider joining it so that we 
can contribute to the science.

Benefit to National Security Missions
This project will contribute to our basic understanding 
of forces and processes in the universe governed by the 
“Standard Model.” It directly addresses issues in the 

LANL “Beyond the Standard Model” Grand Challenge 
and impacts basic understanding of physics that 
underlies nuclear weapons, a key DOE mission.

Progress
We have made the following progress toward our first-
year project goals:

Studied various beam operation mode and 1. 
evaluated the advantage and disadvantage of each 
mode. The goal of this study was to find a beam 
operation mode that would allow us to run a muon-
electron conversion experiment without interfering 
with other operations at LANSCE.

Performed an experiment to measure the 2. 
“extinction” of the LANSCE accelerator. The muon-
electron experiment requires a beam pulse structure 
where the beam is on for short period of time (~ 200 
ns) followed by a ~2µs or so of beam off period. The 
extinction is defined to be the amount of residual 
beam current when there is not supposed to be any 
beam, normalized to the amount of beam when 
the beam is on. For the muon-electron experiment, 
it is important to have an extinction of 10-9 or 
so. Measuring the base line extinction that the 
LANSCE accelerator can achieve with the front-end 
chopper alone is an important first step that would 
tell us how far we will have to push to achieve the 
necessary extinction.

We were invited to participate in an experiment to 3. 
measure the reaction products of muon capture 
on aluminum, a major physics background process 
for muon-electron conversion experiment. This 
experiment is a joint effort by the FNAL Mu2e 
collaboration, the J-PARC COMET collaboration, 
and us from LANL (contact person: Peter Kammel, 
University of Illinois). The experiment is scheduled 
to take place at Paul Scherrer Institute in Switzerland 
in early July. We are in charge of measuring the 

Development of a Muon to Electron Conversion Experiment at LANSCE/MaRIE: 
Search for Physics beyond the Standard Model
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neutron energy spectrum from the muon capture in 
aluminum. We have purchased necessary equipment 
for this experiment (photomultipler tube and liquid 
scintillator). A test experiment was performed in May 
at WNR to compare the performance of different 
neutron-gamma discrimination method.

We have decided to join the FNAL mu2e project. This was 
motivated by the following two reasons: 

Since the approval of this ER project, the political 1. 
wind has shifted greatly in favor of the Mu2e project. 
This is seen in the fact that Mu2e is mentioned in the 
President’s budget. Also the future of LANSCE-R is 
rather unclear. LANSCE-R is a necessary condition for 
muon-electron conversion experiment to happen at 
LANSCE. 

Under the circumstances, we have come to realize 2. 
that a muon-electron conversion experiment will not 
happen at LANSCE unless DOE decides not to fund 
the FNAL Mu2e. Therefore it is important for us to 
be part of the Mu2e collaboration at this point: if the 
Mu2e project goes forward, we can still contribute 
to the science. If the Mu2e does not go forward for 
some reason, we can bring the entire collaboration to 
LANCE.

On 1) above, we have identified a beam operation mode 
that would allow us to run a mu-e conversion experiment 
with necessary beam power and suitable beam structure 
in such a way that it will not interfere with current and 
planned operations at LANSCE. This is to use the H+  beam 
in the macropulse in which the H- beam goes to the Lujan 
center. 

On 2), we performed a measurement of the beam intensity 
at the switch yard of the LANSCE accelerator using image 
plates. We calibrated the response of image plates by 
sending a known amount of beam through the accelerator 
and then measured the beam intensity when the beam 
is blocked by the front-end chopper. We measured an 
extinction of 3x10-8 when the chopper was set to the 
normal position. When the chopper high voltage was 
increased, the extinction was improved by two orders 
of magnitude. We also measured the effect of using the 
ground level deflector, which is nominally used to “turn 
the beam off” but can be used in a manner to supplement 
the front-end chopper. When the ground level deflector 
was on, no measurable beam was observed. These results 
were very encouraging, indicating that we will not need to 
develop a high duty cycle fast speed kicker as we originally 
considered. The results were reported at the 2009 LANSCE 
Users Group Meeting in October in Santa Fe. 

Future Work
After our extinction measurement mentioned in 2) 
above, we realized that if we use the H+ beam in the same 
macropulse in which the H- beam goes to Lujan center, 
there can be another source of background that can 
contribute to degrading the extinction. Namely, the H- 
beam leaking into the H+ beam line.  We plan to perform 
a measurement to evaluate the size of this effect on the 
extinction. We have a scheduled beam time at the end of 
December. 

Our role in the mu2e project is to optimize the muon 
stopping target. The target material has to be choisen both 
physics considerations and engineering considerations 
taken into account. We will perform necessary calculations 
and simulations. 

Conclusion
We have conducted the initial phase of the planned 
research activities for this ER project successfully. In 
particular, the extinction measurement was very successful 
and the results are very encouraging. 

Publications
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Introduction
Precision measurement is crucial to many areas of 
national security and industrial technology, and basic 
science, for characterization and control of complex 
systems. The act of performing any physical experiment 
is, in fact, a measurement, and therefore metrological 
techniques are central to all we know about the world. 
There are obviously many practical applications as well; 
sensing of all types is rapidly becoming paramount for 
more complete knowledge of what is built, stored, or 
moved across borders, behind barriers, or underground. 
Reduction of the time or total energy in sensing can 
make the process harder for an adversary to detect.  
Hence reducing the resources required to make 
measurements to a given precision, or increasing the 
precision attainable with given resources, is a critical 
task for scientific, technological, and national security 
applications.

Toward these ends, we are developing quantum-
informational techniques that we expect will lead to new 
devices capable of measuring many physical quantities 
to what may be extraordinary precision while requiring 
significantly fewer resources than devices based on 
traditional measurement protocols. In particular, we will 
use single trapped atoms and employ them for quantum 
enhanced measurements of externally applied fields and 
forces of interest, surpassing the shot-noise “limit” to 
measurement. Theoretically, we will explore nonlinear 
quantum metrology and its application to such devices. 
Through multi-atom couplings produced during a 
measurement, enhanced sensitivity may be achieved.

Benefit to National Security Missions
This project will support the DOE mission in Threat 
reduction and the “ubiquitous sensing” Laboratory 
Grand Challenge by enhancing our understanding of 
how sensing can be improved beyond standard limits 
using quantum technology.  It also supports the mission 
of the Office of Science for better understanding of 
fundamental quantum behavior, including that of 
complex materials.

Progress
The experimental part of the project has made 
significant progress in establishing the quantum 
coherent control of the states of an individual trapped 
ion required for quantum enhanced measurement 
applications.  For our first proof-of-principle 
measurements for development of quantum-enhanced 
metrology techniques, we will be using two of the 
internal electronic levels of the ion as a spin-1/2 
quantum system.  Quantum manipulations of this spin, 
controlled couplings of the spin to its environment, 
and coherent rotations applied depending on previous 
measurements should allow for estimation of external 
fields at precisions beyond the shot noise limit, i.e. 
beyond the 1/sqrt(N)  scaling for resources N.  This will 
require long-lived coherence of the ion spin.  Toward 
this end, we have demonstrated coherence times with 
a two-pulse Ramsey-interferometry measurement 
of the quantum spin (qubit) of approximately 450 
microseconds, seemingly limited by inhomogeneous 
broadening due to laser phase and environmental 
magnetic field fluctuations.  This has recently 
been extended to coherence times of more than 2 
milliseconds by interspersing spin-echo control pulses 
at the proper times to refocus the spin, removing some 
of the inhomogeneous broadening due to the slower 
fluctuations.  This coherence time should be compared 
to the 10 microsecond quantum operation (applied spin 
rotation) times we have shown in our system, leading to 
a ratio of more than 200; this will enable long precession 
measurement times to get more precise measurements 
of quantities of interest.  This experiment also 
demonstrates the required phase and state manipulation 
of a qubit required for many quantum information 
processing tasks, establishing a very useful capability in 
our ion lab.

The bit-by-bit parameter estimation protocol we will be 
using is based on an adaptive quantum measurement 
algorithm, and we have also recently determined the 
appropriate implementation of this algorithm for our 
ion system; we will be employing this algorithm in the 
near future to measure the electric field amplitude 

Unconventional Methods for Quantum-enhanced Metrology
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of a probe laser approaching the Heisenberg limit.  
Remaining preliminary tasks include characterization and 
improvement of the resolved-sideband cooling procedure 
used to prepare the ion near the ground state of motion in 
its harmonic trapping well---this is currently underway and 
we believe it should be completed in a month or so.

We have also completed work on a scanning transfer cavity 
laser-stabilization system to maintain several of the ion 
control and cooling lasers at the required frequency within 
1 MHz over several hours.  This is a stability of one part 
in a billion, and it has been achieved in a straightforward 
home-built system that allows for changing of the 
individual laser frequencies (to within approximately a few 
hundred megahertz) while locked, a necessity for precision 
laser cooling, spectroscopy, and control of individual 
atoms.  A manuscript describing this system is currently in 
preparation for submission for publication.

The theoretical part is concentrating on nonlinear quantum 
metrology, which holds the promise of improving over the 
1/ N Heisenberg limit.  Different possible implementations 
have been proposed in the literature, including a two-
component Bose- Einstein condensate and ions trapped 
in nonlinear potentials.  We have started studies of the 
effects of decoherence and noise in nonlinear quantum 
metrology.  In particular, we have considered a nonlinear 
interferometer setup aimed at measuring phase shifts, 
and modeled the system-bath interaction via a generalized 
nonlinear quantum optics master equation.  We have 
obtained exact, analytical solutions for different initial 
entangled and unentangled states of the quantum probe, 
and analyzed how metrological limits are degraded by the 
effects of noise and decoherence.

Future Work
The long-term goals of our program for quantum-
enhanced measurement include the development of 
methods for measurement far beyond the capabilities of 
present probes of electromagnetic fields and forces. The 
near-term goals involve proof-of-principle demonstrations 
of such methods (with modest initial enhancements 
beyond standard classically-enabled technologies) and 
theoretical investigation of novel protocols that may be 
derived from quantum information processing algorithms 
and information-theoretic principles.

We expect that precision measurement beyond the 
standard quantum limit (also known as the “shot 
noise” limit), approaching the Heisenberg limit, can be 
implemented in our trapped-ion quantum information 
processing system. In particular, we plan (i) to make 
determinations of parameters such as frequency, magnetic 
field, and force (via displacement or rotation) to a given 
precision using fewer resources than standard methods 
(such as Ramsey spectroscopy or standard displacement 
measurement); or (ii) to make these determinations to 
a higher precision using similar resources to standard 

methods. A quadratic, or greater, reduction in resources 
or increase in precision, respectively, should be possible 
with these methods. We plan to demonstrate such gains in 
the lab when measuring real parameters through a direct 
comparison of the proposed and standard methods.  We 
are also starting to think about implementing quantum 
metrology strategies in Bose-Einstein condensates of 
ultracold atomic gases.

Concurrent explorations of unconventional nonlinear 
quantum methods for metrology will provide guidance for 
the experiments and establish the capability of possible 
future experimental methods. These will focus on many-
body coherent interactions during the measurement 
process. Such interactions can lead to drastic minimization 
of the resources required for measurements made 
using experimental probes amenable to large-scale 
entanglement, such as atomic ensembles or collections 
of interacting quantum bits. A nonlinear scaling of the 
parameter estimation precision, inversely proportional to 
the number of particles raised to the power of the degree 
of interactions, may be attainable, leading to significant 
gains in measurement speed and precision.

Conclusion
We hope to be able to develop, and in some cases 
demonstrate, proof-of-principle techniques that will 
allow for enhanced measurement of physical quantities 
whose determination is required for threat reduction 
and basic environmental measurement.  Techniques 
derived from quantum algorithms will allow far more 
precise measurement of many parameters of interest 
using reduced resources, possibly enabling sensing of 
adversaries without detection or reductions in energy 
requirements for portable sensing technologies.
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Introduction
We are working on  the Compact Muon Solenoid (CMS) 
experiment at the Large Hadron collider with the goal 
to measure properties of the quark-gluon plasma via a 
new probe, the modification of particle production form 
the decay of the fundamental but unstable constituents 
of matter. We call this effect ‘modification of the 
fragmentation functions’.

Collisions of lead nuclei at the highest energies ever 
created in a laboratory will lead to the production of 
a plasma of elementary particles, such as quarks and 
gluons. While detected previously the properties of this 
new state of matter are not know. The first collisions are 
scheduled for FY10.

We propose an integrated approach of physics analysis, 
theory development, software infrastructure and highly 
integrated state-of-the-art ultra-high speed data and 
signal processing electronics. We will study the strongly 
interacting quark-gluon plasma by tagging strongly 
interacting particles traversing the plasma with a non-
interacting electromagnetic probe. Comparison of the 
plasma measurement with a vacuum measurement will 
lead to a quantitative measurement of the density and 
temperature of the plasma.

Benefit to National Security Missions
Our work on developing a high speed readout 
system is also benefitting Threat Reduction . The 
Data Acquisitionneeds in space based satellites are 
comparable to the requirements of CMS at CERN. Indeed 
, some of the technology developed at LANL for CERN is 
also used in the next generation  satellite systems.

Progress
Detailed studies were performed to determine the CMS 
machine performance in detecting andreconstructing 
high-transverse momentum Z0 bosons. Though the goal 
was to do these studies for the case of high-multiplicity 
environment expected in Pb+Pb collisions at the LHC, 
in orderto have a comparison baseline, all studies were 
carried out in parallel also for the case of p+pcollisions. 

These studies helped reveal several inconsistencies 
in the official CMSSW software and were the first to 
propose a more straight-forward algorithm for muon 
reconstruction in heavy-ion environment in CMS. The 
results are collected in a document that addresses the 
physicsmotivation and the reconstruction capabilities for 
analyzing the Z0+jet channel in Pb+Pbcollisions at the 
LHC with the CMS detector. 

CMS has the capability of detecting muonswith 
high resolution up to high transverse momentum, 
accessing signals like Jpsi or Upsilons and for the first 
time in heavy ion collisions even higher masses like 
Z0[TDR]. Muons are detected using a combination of 
3 detectors: the Cathode Strip Chambers (CSC) in the 
forward pseudo-rapidity region (end caps), Drift Tubes 
(DT) in the central pseudo-rapidity region (barrel), 
and Reaction Plane Chambers (RPC), which alternate 
with the others.  In addition, a Si barrel pixel detector 
in the innermost region of CMS is used for track and 
vertex reconstruction. The response of this detector has 
been extensively simulated for p-p events and show to 
perform within its design parameters, only recently have 
simulations been done for Heavy Ion runs. After the first 
simulations with Heavy Ions collisions, it has become 
clear that there are some significantshortcomings in the 
Front End Electonics (FED), which could hamper severely 
the readout and therefore the experiment.  At LANL 
we have taken over the responsibility to quantify this 
bottleneck and have written a firstsimulation program, 
which emulates the readout of the FED’s. Already with 
a fairly simple model, were we able to show that the 
FED in their present configuration might be leading 
to significant deadtime. We are now working on a 
simulation program, which will probe these readout 
modules in greater detail on the hardware level.

The past months have been devoted to making sure 
detectors will be efficient for the first heavy ion data 
taking and how they will behave with high luminosity 
in the future nominal run. Studies show that given the 
acceptance of the DT, being in the barrel region and 
outside of the magnet and calorimeters, most of the 
muons are either boosted towards the endcaps, or do 

First Unambiguous Measurement of Jet Fragmentation and Energy Loss in the 
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not have a big enough transverse momentum to reach 
DT. Indeed, the occupancy per sector is as low for p+p 
as heavy ions, only reaching at most 4% of occupancy in 
central events. The DT does not show any bottle neck with 
these simulations. 

Significant progress has been made in developing the 
theory of jets in heavy ion reactions. 

We demonstrated for the first time that jet shape and jet 
cross section measurements become feasible as a new, 
differential and accurate test of the underlying QCD theory. 
We presented a first step in understanding these shapes 
and cross sections in heavy ion reactions at the LHC. 
We demonstrated that the pattern of stimulated gluon 
emission can be correlated with a variable quenching 
of the jet rates to provide an approximately model-
independent approach to determining the characteristics 
of the medium-induced bremsstrahlung spectrum. 
Surprisingly, in realistic simulations of parton propagation 
through the QGP we find a minimal increase in the mean 
jet radius even for large jet attenuation.  

Following this work, both the STAR and PHENIX 
collaborations have presented jet suppression 
measurements at RHIC. We have capitalized on our 
leading expertise in jet physics to calculate for the first 
time the inclusive jet cross section in high-energy nucleus-
nucleus collisions at next-to-leading order. Theoretical 
predictions for the medium-induced jet broadening and 
the suppression of the jet production rate due to cold and 
hot nuclear matter effects in Au+Au and Cu+Cu reactions 
at RHIC were presented.

One of the main theoretical goals of this project is to 
elucidate the differences between the universal parton 
fragmentation functions at finite temperature and the 
process-dependent cross section modification due to 
energy loss in the quark-gluon plasma.  We calculated the 
charm and beauty fragmentation functions in the vacuum 
using their operator definitions in factorized perturbative 
QCD and find leading corrections that arise from the 
structure of the final-state hadrons. In the framework of 
potential models we demonstrated the existence of open 
heavy flavor bound states in the QGP in the vicinity of the 
critical temperature and provided first results for the in-
medium modification of the heavy quark distribution and 
decay probabilities in a co-moving plasma. Dr. Rishi Sharma 
and Dr Benwei Zhang have taken the leadership role in this 
calculation.

Last but not least, among the most exciting new 
capabilities that heavy ion physics at the LHC will open is 
the ability to study Z0 triggered jets. We are well on our 
way to providing the first systematic theoretical study 
of the production rate of the Z0+jet cross section tagged 
jets in relativistic heavy ion collisions at LHC energies. We 
have developed a lowest order perturbative QCD code 
to studythis physics channel and are in the process of 

comparing our results  to existing Tevatron data. Dr. Bryon 
Neufeld has taken a leadership role in this project.

Future Work
The qualitatively new experimental approach proposed 
here is the measurement of jets tagged by Z0s at the Large 
Hadron Collider (LHC). We will also concurrently develop 
the supporting perturbative many-body Quantum Chromo-
dynamics (QCD) theory. The muon pair resulting from 
the Z0 decay does not interact and escapes the collision 
undisturbed, while the opposite side jet probes the QGP 
through energy loss and scattering due to the strong 
nuclear force. The momentum of the muon pair is equal 
to the original jet momentum, thus allowing for a direct 
measurement of the initial and final jet energies and an 
unambiguous identification of the jet’s energy loss in the 
QGP.

This breakthrough approach will allow for the first time 
the reconstruction of the full jet fragmentation function 
and its in-medium modification. (Fragmentation functions 
describe the probability of a quark or gluon to produce a 
given momentum final state hadron.) These new data will 
severely constrain the current theoretical models of jet 
energy loss and thus allow for a precise determination of 
the plasma properties

Experimental goals:

Write a  program in VHDLfor the Si Pixel Readout • 
system, which will create pseudo data for the FEDs . 
Based on these results we will propose the necessary 
hardware solutionand develop a prototype.

Measure fragmentation functions from the baseline • 
(i.e. the p-p) data set.

Determine the modifications of the fragmentation • 
functions form the heavy ion data set.

Engage in service work in CMS to get access to the data • 
and negotiate conditions with CMS, LANL and DOE to 
join the collaboration.

Extract plasma properties.• 

Present and publish the results.• 

Theoretical goals:

1) A non-universal, and consequently non-factorizable, 
redistribution of the jet fragments due to collisional and 
radiative processes in the QGP initiated by many-body 
jet-medium interactions; 2) The possibility of a universal 
modification of fragmentation distributions in the presence 
of a thermalized medium.

The first approach naturally extends the current studies of 
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leading particle suppression (2), but requires detailed new 
insight into bremsstrahlung processes for much higher jet 
energies than presently available at RHIC.

Conclusion
The project will lead to measurements of the properties 
of the quark-gluon plasma (QGP) such as its temperature 
and density, which are currently undetermined. The 
quark-gluon plasma was discover at the Relativistic Heavy 
Ion Collider (RHIC) in near the speed of light collisions of 
gold nuclei. The QGP properties can now be measured 
quantitatively at the Large Hadron Collider (LHC). In 
addition to the measurement there is a large discover 
potential for new physics which will revolutionize our 
understanding of universe. Supporting the physics goals 
ultra-high speed data processing will be developed, which 
has direct applications in ubiquitous sensing.
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Introduction
Magnetic reconnection is a basic process that occurs 
in high temperature plasmas in which magnetic field 
energy is rapidly converted into kinetic energy.   This 
process is thought to play a central role in a variety of 
space, laboratory and astrophysical phenomena with a 
variety of real and potential applications.  This research 
will lead to new advances in this field by employing 
Roadrunner, the world’s fastest supercomputer, to 
perform unprecedented three-dimensional simulations 
of this process.  The primary focus is to better 
understand the specific mechanisms that lead to the 
sudden onset of reconnection and the complex three-
dimensional dynamics that control the structure and 
time-dependence of magnetic reconnection.

The research will involve a combination of basic theory 
and large-scale kinetic simulations that describe the 
high temperature plasma at the most fundamental 
level.  The project will utilize the plasma simulation 
code VPIC, which has been carefully optimized to 
take full advantage of the unique hybrid computing 
architecture on the Roadrunner supercomputer.  
In order to intelligently setup and interpret these 
simulations, a basic theoretical approach will also be 
utilized for predicting the stability of these systems.  
Used in conjunction, these powerful new tools should 
lead to some definitive answers regarding the onset and 
nonlinear evolution of magnetic reconnection.

Benefit to National Security Missions 
This project will support the DOE mission in Nuclear 
Weapons by enhancing our understanding of high 
temperature plasmas and by pushing the limits of 
large-scale simulations using the new hybrid computing 
technology on the Roadrunner supercomputer.

Progress
2D and 3D VPIC simulations have been performed on the 
heterogeneous multi-core supercomputer, Roadrunner.  
These simulations are leading to new scientific insight 
into the influence of plasma instability on the 3D 
evolution of reconnection layers, the primary science 
goal of this project.  Our simulations employ open 
boundary conditions to model reconnection in large 
open systems for application to space and astrophysical 
plasmas.  We have identified some new physics results, 
including two types of plasma instabilities within the 
electron region of the reconnection layer and the 
complex 3D interaction of flux ropes.

Simulations also show the formation of interacting 
flux ropes with guide field reconnection (Figure 1) for 
parameter regimes relevant to astrophysical systems and 
the magnetosphere.  These results are consistent with 
predictions from linear theory, which is also part of our 
effort supported by this funding.
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Figure 1. Open boundary kinetic simulation of magnetic 
reconnection   in a large-scale electron-positron plasma with a 
guide field equal to   the reconnecting field.   Shown are density 
isosurfaces colored by the   reconnection outflow velcocity.  
Magnetic islands develop at resonant   surfaces across the layer 
leading to complex interactions of flux   ropes over a range of 
different angles and spatial scales.

In addition, higher mass ratio simulations using open 
boundary conditions show strong lower hybrid drift 
instability at early time on the edge of the elongated 
electron diffusion layer (Figure 2), and then a kinking type 
instability within the elongated electron layer (Figure 
3). These results are similar to our earlier work [1] for 
reconnection in pair plasmas.

!
"
#
$%
&
'

'()*%&'

'()*%&'

!
"
#
$%
&
' +$,-./%)'0"//,).'123,/'

+$,-./4-'5,$6'*"-."27%)8'9/%:'.;,'

1%&,/<=3>/46'?/4@'()8.2>4$4.3'

Figure 2. Three-dimensional kinetic simulation of magnetic   
reconnection at high mass ratio (mi/me=200) showing the 
development of   the lower-hybrid drift instability upstream of 
the electron current   layer.   The observed wavelength (ky*rho_
e~0.6) is consistent with   longstanding theoretical predictions.  
Since this instability remains   localized on the edge of the layer, 
it probably does not directly  influence the reconnection process.
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Figure 3. Over longer time scales, the simulation in Figure 2 

develops   an instability within the electron layer that leads to a 
“kinking” or   undulation of the current sheet.  The wavelength 
and frequency of this   unstable wave is roughly consistent with 
theoretical predictions   [2].   Since this instability occurs in the 
central   portion of the layer, it may potentially influence the 
reconnection   process.

In order to better understand the simulations of relativistic 
pair plasmas, we hired an undergraduate student (Peter 
Montag) to work with us on a theoretical description of 
the underlying plasma instabilities.  This work involved 
extending previous theoretical treatments [2] for non-
relativistic plasmas into the very high temperature regime 
where the plasma is fully relativistic.  From these efforts, 
we were able to make detailed theoretical predictions 
regarding the growth rates and unstable wavelengths 
of both tearing and kink instabilities.  These predictions 
have since been confirmed with VPIC simulations in the 
relativistic limit.  In addition to providing a nice verification 
check, these theoretical calculations are expected to be 
useful in scoping out and guiding future simulation studies.

The pair plasma reconnection in the non-relativistic 
regime has been extended to highly relativistic regime 
for astrophysical applications. In the new regime, we 
found that the dynamics are very similar to those in the 
non-relativistic limit [1]. The diffusion becomes unstable 
to secondary kinking and formation of ``plasmoid-
rope’’ structures. The interplay among these secondary 
instabilities plays a key role in controlling the time 
dependent reconnection rate in large-scale systems. Work 
in this area has been carried out by postdoc Wei Liu. Wei 
has received invitation to give a invited talk on this work.

This project supports the effort of two postdocs, Vadim 
Roytershteyn of T-5 and Wei Liu of T-2. Vadim and Wei 
have been mentored to perform VPIC simulations and 
analyses for the work on this project.

Future Work 
By combining several innovative new approaches, this 
research effort will lead to dramatic advances in the 
understanding of collisionless magnetic reconnection – 
one of the most challenging and far-reaching problems 
in plasma physics. Although there are a large number 
of potential applications for these results, this project 
will focus on parameter regimes relevant to the Earth’s 
geomagnetic tail and relativistic electron-positron plasmas 
for astrophysical settings. For these applications, this 
project will address the following two major questions:
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What is the basic structure and stability of a reconnection 
layer?
There is presently a wide range of viewpoints in the 
published literature.  Recent 2D kinetic simulations have 
demonstrated that both the structure and stability of 
a reconnection layer are vastly different than previous 
expectations based on simplified fluid theory.  There are 
good reasons to believe that plasma instabilities in 3D will 
further modify this understanding.  The availability of a 
petaflop scale computer will permit this project to perform 
first-principles 3D kinetic simulations and finally answer 
these long standing questions.  The specific research tasks 
will involve performing the large-scale 3D simulations for a 
variety of initial conditions and geometries and analyzing 
the reconnection rate, structure and time-dependence of 
the results.

How does reconnection get started?
Using a combination of non-local linear Vlasov theory 
along with large-scale 3D kinetic simulations, this project 
will examine the influence of plasma instabilities on the 
onset of reconnection. The specific research task will 
include performing the linear Vlasov theory for range of 
different current sheet equilibria and then testing the 
results directly against the large-scale kinetic simulations.

Conclusion 
Scientists believe that magnetic reconnection plays a 
central role in a wide variety of applications such as 
geomagnetic substorms, solar flares and laboratory fusion 
machines.  The ability to predict the complex nonlinear 
behavior of high temperature plasma is of great practical 
importance for these applications.   For example, the 
results of this project may have direct application to 
modeling the plasma environment surrounding the Earth 
where communication satellites play a crucial role in 
modern society..
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Introduction
We will explore basic concepts of how information about 
a system can be extracted from its environment. This 
technique is known as either “environment as a wit-
ness” or “Quantum Darwinism”. It is a natural extension 
of decoherence, which is one of the key themes of the 
project. It is motivated by very fundamental questions in 
quantum mechanics, and promises application to quan-
tum detection as well as many body physics.

We shall use the newly established understanding of 
entanglement in quantum systems to study properties of 
many-body systems. In particular, we will develop codes 
that can simulate them efficiently. The efficiency of the 
simulation technique is based on the realization that en-
tanglement - while still pervasive - has a limited reach for 
the states of interest in applications (i.e., ground states 
and low-lying excitations of many body systems relevant 
to, e.g., high-temperature superconductivity and other 
applications). This makes it possible to find (in the, e.g., 
2^N dimensional state space of N spins) the basis of 
states that reduces the required memory from exponen-
tial to polynomial in the system size.

In addition to the above entanglement-based strategy, 
our plan is to also study and to take advantage of de-
coherence. Decoherence is present when the system is  
interacting with its environment: Even modestly sized 
quantum systems are next to impossible to isolate. This 
proposal will investigate decoherence, and whether it 
can help simulate open quantum systems. We expect a 
simplification because decoherence suppresses quan-
tum entanglement responsible for the computational 
expense of representing a quantum state on a classical 
computer (e.g., which requires 2^N complex numbers 
for the state of N spins). This  leads one to expect that 
states of the system plus environment have precisely the 
sort of structure that makes them amenable to efficient 
simulation.

Benefit to National Security Missions
Our studies should allow us to investigate large class of 
many-body quantum systems of interest to advancing 

nanoscience, condensed matter physics, and materials 
science.  This will impact  variety of fields in which the 
fundamental role of quantum phenomena is now being 
recognized by numerous sponsors including DOE.

Progress
For part of this project we studied how a system gets 
entanglement with its environment while undergoing a 
decoherence process [1,6]. The underlying idea is that if 
a system is sufficiently entangled with its environment, 
its state decoheres and thus it behaves classically and 
this limits the amount of classical resources necessary to 
describe the “quantumness” of the system. More specifi-
cally, we studied how this classicality arises under differ-
ent initial conditions of the environment. We found that 
for a spin-1/2 system interacting with a qubit environ-
ment, that initially mixed environment states, e.g., states 
in thermal equilibrium, decohere the system just as well 
as initially pure environment states, but acquire less in-
formation about the system. For very mixed initial states, 
the amount of information acquired by a component of 
the environment is lowered by 1-h per qubit of the envi-
ronment. Further, we proved that, under certain condi-
tions and for all but the shortest times, this information 
is classical information. Only for short time dynamics 
does the environment carry significant quantum cor-
relations with the system (i.e., is entangled in a complex 
manner). Thus, in addition to demonstrating an aspect of 
how our classical world arises from the ultimately quan-
tum substrate, we have also demonstrated that there 
are different dynamical regimes of a quantum system 
interacting with an environment: one where quantum 
entanglement with the environment is important and 
one where the system, although entangled, behaves as a 
classical system and thus should require significantly less 
classical resources to simulate.

We have also studied dynamics of formation of the co-
herent condensate state in the presence of an incoher-
ent environment made of uncorrelated thermal atoms 
[2,3]. We have found that the condensation process, 
induced by lowering of the temperature of the cold 
atom cloud, leads to production of topological defects 
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(solitons, i.e., some special density notches). These struc-
tures have been recently seen in an experiment done in 
the Engels’ group at Washington State University. We have 
devised a general theory of non-equilibrium condensation 
utilizing universal properties of the system (critical expo-
nents), as well as performed numerical simulations of the 
model reproducing qualitatively experimental outcomes.

We have also studied extensively decoherence of a central 
spin surrounded by a chain of spins undergoing a quantum 
phase transition: see [4] and Figure 1. A quantum phase 
transition is a process that leads to dramatic change of the 
properties of a quantum system. We have shown that non-
equilibrium dynamics of the environment can completely 
destroy the coherence of the central spin. The rate of the 
decay of coherence involves both the critical exponents 
and the quench rate of the environment. We have also 
discovered several quasi-periodic features of decoher-
ence that can be used for experimental determination of 
the central spin – environment coupling. Our findings are 
based on a remarkably accurate analytical expression de-
rived in this project.

Figure 1. Illustration of our model: a central spin-1/2 is 
surrounded by an Ising chain of spins placed in a magnetic 
field.  The Ising chain serves as an environment and leads to 
decoherence  of the central spin.

Finally, we have studied quantum phase transition in space 
in the spin-1 Bose-Einstein condensate [5]. We have shown 
how the inhomogeneous magnetic field imposed on the 
cloud drives the system from magnetized to unmagnetized 
phase. We have fully characterized the crossover region 
between the two phases and discovered that an important 
property of the system (critical exponent characterizing 
divergence of the system reaction length to perturbations) 
can be deduced from the size of crossover region. This 
shall be of significant experimental interest.

Future Work
The role of entanglement in determining complexity of 
quantum simulations was elucidated few years ago. The 
research focus was, so far, primarily on algorithms, rather 
than on “doing physics,” which is our ultimate aim. The 
range of approaches that have been proposed to date is 
broad, although based on the same unifying recognition of 

the role of entanglement. The simplest ones are based on 
so-called Jordan-Wigner transformations. They allow one 
to reduce a specific (but interesting) class of spin models 
from exponential to O(N) computational complexity by a 
time-independent transformation. Broader class of models 
can be studied using Vidal’s time-dependent approach of 
adjusting computational basis to suite the entangled state 
the specific Hamiltonian. These models have been by now 
generalized to more than 1-D “in principle” (but, to date, 
only rarely “in practice”). Finally, there are proposed ap-
proaches (Vidal’s  “MERA”) that attempt to capitalize on 
the renormalization group-like approach to entanglement, 
and treat infinite systems.

The original motivation for studying many-body systems 
was condensed matter, but with recent advances of atomic 
physics it appears that the closest experimental connection 
will be in the trapped atom / optical lattice experiments. 
Our proposal is motivated by the need to “keep up” with 
them. In many of these systems (Bose-Einstein conden-
sates) Hubbard model is a reasonable representation, and 
there is a long-standing suspicion that it may also play a 
role in (high-TC) superconductivity. Last not least, there are 
specific high-impact projects involving e.g. DNA, nanotech, 
etc. The idea of taking advantage of decoherence is central 
to our proposal. Dealing with decoherence involves, by 
now, a set of well understood procedures, some of which 
we have originated. We therefore expect to be successful 
in devising efficient codes and applying them to problems 
of interest.

Conclusion
We will model open quantum systems, taking into account 
the role of the environment. Further, we will investigate 
the extent to which the suppression of entanglement in 
the system (due to decoherence by the environment) can 
be utilized to understand behavior of many body systems. 
These two achievements will allow us to both streamline 
the task of simulating open quantum systems and extend 
the boundaries of systems efficiently simulated on a classi-
cal computer. Overall, this proposal will enable the devel-
opment of novel and robust computational tools and also 
an in-depth understanding of open quantum systems.
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Introduction 
The objective is to develop a validated predictive 
capability for laser-plasma interaction (LPI) that will 
enable more successful experimental designs in inertial 
confinement fusion (ICF) experiments that may, one 
day, impact our ability to derive energy from fusion. 
Furthermore, this work will impact our understanding 
for laser-driven ion acceleration, which has potential 
applications from fusion to medical accelerators. This 
project aims to develop the world’s first truly first-
principles model of LPI in laser-driven hohlraums. 
The proposed work uses the Roadrunner petaflop 
supercomputer and applies the state-of-the-art VPIC 
kinetic plasma simulation code, recently adapted to run 
efficiently on Roadrunner.

Success of this project will have several prospective 
payoffs: First, it directly supports the achievement of 
fusion ignition on the National Ignition Facility, which 
has manifold tie-ins into high-profile, exciting science, 
including carbon-neutral energy production, high energy 
density physics, laboratory astrophysics, and weapons 
science.

Moreover, by learning to control LPI, we can guide the 
search for new, high gain, high efficiency operating 
regimes for NIF ignition (including fast ignition) 
that simply cannot be attempted now because our 
understanding of the basic nonlinear physics of LPI is 
incomplete and parameter space is simply too large to 
sample experimentally in an economical way.

Finally, a high-risk/high-reward application of LPI is in 
novel plasma gain media (so-called Raman amplifiers) 
to generate extremely high power, short pulse lasers. 
If demonstrated experimentally, these new amplifiers 
could enable short pulse laser intensities and energy 
densities inaccessible today without going to very 
large, expensive facilities. Potential applications include 
fast ignition inertial confinement fusion, novel high 

fluence ion beams for nuclear physics studies, and 
hadrontherapy of tumors.

Benefit to National Security Missions
This project supports the nuclear weapons mission in 
two ways:

Laser Plasma Interaction science underpins high 1. 
energy density and boost physics experiments at the 
National Ignition Facility.

Improved verification and validation of the VPIC 2. 
plasma code on Roadrunner supercomputer will 
improve modeling of processes in nuclear weapons.

Progress
VPIC has been migrated to Roadrunner. Extensive testing 
and analysis was performed on Roadrunner during the 
stabilization phase. This work has led to advances in 
the stability and usability of the platform for a host of 
applications beyond LPI.

We have identified the key physics involving collisions 
and LPI:

Effects of binary particle collisions on the onset of 
backward stimulated Raman scattering of laser have 
been examined in the trapping regime using 1D and 2D 
VPIC simulations. The collision model implemented in 
VPIC allows us to study the effects of like-particle  (i.e, 
electron-electron and ion-ion) and electron-ion collisions 
separately. Collisional effects on SRS are isolated from 
the effects of stimulated Brillouin scattering (SBS) 
by increasing the ion mass to suppress ion acoustic 
wave growth. We found that collisional de-trapping of 
electrons reduces nonlinear frequency shift (Figure 1). 
Under conditions relevant to short-pulse, single-speckle 
experiments at Trident, the SRS reflectivity measured 
as a function of the speckle intensity shows a sharp 
onset at a threshold intensity and a saturated level 
at higher intensity, consistent with the experimental 
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results. In the presence of both like-particle and electron-
ion collisions, an increase in the SRS onset threshold 
intensity is observed, along with a reduction in the 
saturated reflectivity (Figure 2). Regimes of weak and 
strong collisionality are identified and collisional results are 
compared with those obtained in the collisionless limit.

SRS

EPW (Bohm-Gross)

Figure 1. Computer simulations including like-particle (electron-
electron and ion-ion) collisions show that collisional electron 
de-trapping  reduces  nonlinear frequency shift.

Figure 2. Under conditions relevant to short-pulse, single-
speckle experiments at Trident, the SRS reflectivity measured 
as a function of the speckle intensity shows a sharp onset at 
a threshold intensity and a saturated level at higher intensity, 
consistent with the experimental results. In the presence of both 
like-particle and electron-ion collisions, an increase in the SRS 
onset threshold intensity is observed, along with a reduction in 
the saturated reflectivity (collisional frequency increases from 
black to red curves).

A suite of 2D VPIC simulations of SRS in Trident plasma 
has been performed on the heterogeneous multi-core 
supercomputer, Roadrunner. The physics governing 
nonlinear saturation of SRS in a laser speckle in the 
collisional regime is consistent with the hypothesis 
proposed: In addition to trapped electron nonlinear 
frequency shift (which has a negative value) that leads to 
wavefront bowing and self-focusing of electron plasma 
waves, we find for the first time that electron heating 
due to collisions gives rise to a positive frequency change 
(Figure 3), reduces the wavefront bowing, affects the 
SRS saturation, and quantitatively determines how much 
back-scatter can occur from a laser speckle. Moreover, 
collisional heating raises the electron-to-ion temperature 
ratio and determines crucially the onset of SBS instability.

We have hired postdoc Sean Finnegan, a U.S. citizen, 
into X-1-PTA; Sean has been mentored to work on this 
proposal. He has learned to use VPIC and to interface with 
P-24 experimental staff.

Figure 3. Using 2D collisional VPIC simulations, we found for 
the first time that electron heating due to collisions gives rise 
to a positive frequency change, reduces the wavefront bending, 
affects the SRS saturation, and quantitatively determines how 
much back-scatter can occur from a laser speckle.

Future Work
VPIC is a state-of-the-art, fully relativistic, explicit, charge-
conserving, electromagnetic, particle-in-cell kinetic 
plasma modeling code developed at LANL. VPIC has been 
converted to run on the hybrid Roadrunner architecture 
and served as one of the key codes during the Roadrunner 
Phase 3 acceptance. In FY10, we will continue to model 
laser-plasma interaction (LPI) in collisional and collisionless 
regimes to study nonlinear kinetics of stimulated Raman 
and stimulated Brillouin scattering. These calculations are 
important from a basic physics standpoint and are relevant 
to upcoming fusion ignition experiments on the National 
Ignition Facility.
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LDRD funding support will be used for:

further VPIC diagnostic development,• 

2D and 3D simulations and analysis on quadq on • 
Redtail, Roadrunner, and Cerillos,

studies of LPI in the collisional regime with large-scale • 
3D simulations on Roadrunner.

Part of the work in the next FY will involve Cell accelerating 
the collision model so that it is economical to run on 
Roadrunner platforms.  We will carefully validate the 
accelerated Coulomb collision model and compare results 
with the unaccelerated model (which has been verified 
and validated as part of the initial work in this LDRD). Work 
will be documented in scientific journals and presentations 
at scientific meetings and workshops.

Conclusion
We expect two key things to result from this study. The 
first is to illuminate the underlying nonlinear physics 
of laser-plasma instabilities (LPI), a problem of critical 
importance to the success of fusion ignition on the 
National Ignition Facility, paying special attention to the 
role of binary collisions in the physics. The second is to use 
this understanding to identify plasma parameter regimes, 
which are relatively safe from LPI, and to pose possible 
mitigation strategies to avoid their effects. This is an 
important basic science study directly related to mitigation 
of risk on a multi-billion dollar experiment.
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Introduction
Controlled fusion is an attractive carbon-neutral energy 
source. Fusion has been achieved in the laboratory 
by imploding a fuel pellet (the so-called inertial 
confinement fusion or ICF) or magnetically confining a 
100 million degree temperature plasma (the so-called 
magnetic confinement fusion or MCF). Both ICF and MCF 
require huge capitol investment for their development, 
the first to build powerful laser systems, and the second 
to build magnetics and sustain a large body of plasma. 
A hybrid approach, the so-called magneto-inertial 
fusion (MIF), combines the strength of ICF and MCF 
by imploding a magnetized plasma target with slow 
pushers, and offers a path towards fusion energy with 
orders of magnitude lower developmental cost.

This project develops the physics basis underlying the 
transport of particle, heat, and radiation in the MIF 
magnetized dense plasma target. A computational 
model of these transport phenomena is critical for the 
selection and optimization of MIF plasma target and 
predicting the behavior. Computational exploration of 
physics phenomena is an exceptionally cost effective 
approach to initial investigations of new systems and 
will provide guidance for the eventual fabrication of the 
experimental system and early experiments.

Benefit to National Security Missions
This project will support the DOE mission in energy 
security by enhancing our understanding of the 
transport physics in magnetized dense plasma for 
magneto-inertial fusion energy development. In 
addition, transport phenomena are extremely important 
for nuclear weapons design, hence this project will also 
support the NNSA weapons mission.

Progress
Progress has been made in two separate areas. The 
first one is to understand the 3D magnetic field in a 
laboratory-formed compact toroid target such as the 

spheromak and the spherical tokamak with a plasma 
center column. Normally the compact toroid targets 
are idealized to be axisymmetric, but 3D magnetic field 
component can become unavoidable in laboratory 
formation experiments using driven-relaxation, for 
example, due to the plasma amplification of intrinsic 
error field. Specifically, we come up with a general 
theory on how 3D equilibrium is determined for relaxed 
compact toroid plasma, and formulate a mathematical 
formalism to computing such 3D equilibrium states.  
The physics of how driven-relaxed plasma amplifies the 
3D error fields produced by the external coils are now 
understood.  A manuscript was submitted to Journal 
of Computational Physics on computing the 3D relaxed 
eigenmodes, necessary for the physics understanding 
and quantitative evaluation.  A new equilibrium solver 
is being numerically implemented, which will provide 
the basis for computational studies on how error field 
determines the intrinsic helical field in an experimentally 
accessible compact toroid equilibrium.

The second area is to understand the physics of the 
magnetized plasma sheath through which the plasma 
interacts with the wall.  This turned out to be an area 
of great immediate interest, so we have devoted 
considerable amount of resource to this problem. It 
is critical to the overall transport physics of magneto-
inertial fusion (MIF), because of the potentially large 
enhancement of radiation loss by the impurities 
generated by wall materials sputtering. The sheath 
physics for MIF is rather unique that the mega-gauss 
magnetic field is mostly parallel to the wall.  Contrary 
to the conventional sheath theory where electrons 
negatively charge the wall, MIF plasma positively 
charges the wall due the larger ion gyro-orbit.  We have 
performed a systematic simulation studies of MIF sheath 
using the state of the art VPIC code. The following issues 
have been addressed in the simplified 1D collisionless 
plasma case with a number of interesting discoveries: 
(1) sheath width and the sheath potential scale with 
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plasma parameters; (2) force-balance in MIF sheath where 
pressure anisotrpy plays a prominent role; (3) details on 
distribution functions and the plasma oscillations.  These 
results have been presented at the Sherwood fusion 
theory conference in April, 2009, and more recently as 
an invited talk at the American Physics Society Division of 
Plasma Physics annual meeting. Two manuscripts are being 
prepared for publication in peer-reviewed journals. The 
first is an invited paper in Physics of Plasmas on parallel-
to-the-wall magnetic sheath, the second is a Physical 
Review Letters manuscript on high temperature low 
density plasma sheath.  These 1D in space (3D in velocity) 
simulation studies pave the path for 2D and 3D simulations 
of sheath turbulence in future years.

Future Work
This project addresses critical scientific issues underlying 
the performance and potential of magneto-inertial 
fusion (MIF), an innovative approach to fusion energy 
that combines attractive features of both magnetic and 
inertial confinement fusion. There have been many 
proposed ideas to achieve MIF, but a leading approach 
is to use an imploding metal or plasma “liner” to 
compress a magnetized “target” plasma to thermonuclear 
temperatures. If this is successful, MIF will permit fusion 
energy development without billion-dollar facilities, 
thus circumventing one of the most serious obstacles for 
conventional fusion development. MIF is a key area of 
investment for the new joint NNSA/SC program in High 
Energy Density Laboratory Plasmas (HEDLP). Two critical 
open scientific issues underlying our ability to assess, 
design, and optimize MIF systems are (1) the physics 
of transport in HED plasmas with ultra-high magnetic 
fields and (2) the identification of the most promising 
high density pre-compression target plasma. For issue 
(1), we propose to use state-of-the art computational 
tools to understand the roles of magnetic geometry, 
topology, and plasma microturbulence on thermal and 
radiation transport in the previously unexplored regime of 
magnetized HEDLP. The magnetic sheath transport will be 
resolved to understand the impact of impurity generation 
and transport, and to assess the enhanced radiation losses.  
For issue (2), we will take advantage of recent theoretical 
innovations in compact toroid plasmas developed at LANL 
to assess the relative merits of three MIF target plasma 
options: the field reversed configuration (FRC), the high 
performance spheromak, and the spherical tokamak 
with a plasma center column. Insights into these issues 
are needed to determine both the feasibility of MIF (i.e., 
can ignition temperatures ~10 keV be reached?) and the 
efficiency and maximum energy gain (i.e., how much driver 
power and energy are needed?).

Conclusion
We expect both a qualitative and quantitative assessment 
of particle, heat, and radiation transport in magnetized 
dense plasma targets such as a spherical tokamak with a 
plasma center column, a spheromak, and a field reversed 
configuration. The transport rate would determine 
whether the magneto-inertial fusion concept can reach 
fusion ignition temperature and would guide target 
selection and optimization. If successful, it contributes to 
the ultimate goal of achieving controlled fusion energy and 
help safeguard our nation’s energy security.
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Introduction
Intense particle beams are an important part of a host of 
applications, including fast ignition inertial confinement 
fusion, high energy density physics, warm dense matter, 
novel nuclear physics studies, and medical therapies. 
However, understanding the mechanisms behind 
these intense particle beams is in its infancy, yet this 
understanding is crucial for designing and optimizing 
systems.

The goal of this project is to understand the basic physics 
of ion beams produced from some unique flat-top 
cone targets and to improve their performance.  These 
cone-targets enhance the conversion efficiency and ion 
energies, which could lead to the realization of Ion Fast 
Ignition (IFI) fusion energy using light ions [1], a concept 
recently championed by LANL [2].  The project aims at 
understanding, specifically, the hot electron behavior in 
the targets, which affect how these ion beams behave.  
Understanding and controlling these beams would not 
only make IFI fusion and energy independence closer to 
reality, but would also affect any potential application 
that would benefit from such beams.  These include ion 
(hadron) cancer therapy [3], medical isotope production 
[4], radioactive waste transmutation, proton radiography 
[5], active interrogation, probing warm dense matter and 
laboratory astrophysics [6].

Benefit to National Security Missions
This project will enhance our understanding of laser-
based ion acceleration relevant for ion Fast Ignition 
Fusion by enabling compact directed energetic particle 
and x-ray sources. Laser-based accelerator technology 
can also impact nuclear wastes transmutation, active 
interrogation of special nuclear material, proton 
radiography and stockpile stewardship via warm dense 
matter studies - missions of interest to DOE, DHS, and 
other government agencies.  This work also underpins 
the goal of producing compact ions sources for medical 
isotope production and cancer therapies of interest to 

the DHHS/NIH.

Progress
As of October 2009 this project has currently completed 
its first full 3 week experimental run using the Trident 
laser with a new batch of copper micro-cone targets 
from the company Nanolabz.  During this run we 
produced the world’s record in proton energies from 
laser-accelerated ions.  The cone targets have yielded 
protons with a maximum energy of 67.5 MeV (37% the 
speed of light), which is a nearly 20% energy increase.  
This project has not only succeeded in producing the 
highest energy protons observed to date, but also 
in reducing the amount of laser energy needed by a 
factor of 5 (from 400 J to  80J).  Also the amount of 
proton energy per joule of laser energy was increased 
6.5 times! Previously [7] we found that flat-top cones 
with a top-to-neck ratio of 4, produced ion beams with 
twice the energy and 5 times the efficiency of a flat 
foil target.  This experiment was performed at 20 J of 
laser energy in 900 fs at Trident’s intrinsic laser contrast 
(the ratio of amplified spontaneous emission to the 
main compressed laser pulse) of 10-8.  In more recent 
experiments we also found that at 80 J at the intrinsic 
contrast the cones did not perform as well as expected 
due to pre-plasma filling in the cone from inadequate 
contrast [8].  Thus we use the new Enhanced Trident, 
capable of 80 J pulses at 500 fs with an ultra clean pulse, 
>10-10 contrast, which is a unique capability in the world 
of high-power, high-intensity laser systems.  This new 
laser regime is being probed and the cones have been 
imaged using copper K-alpha x-rays to understand the 
laser interaction and transport of hot-electrons in the 
cones.  This has lead to a new understanding of this 
interaction, as the cones performing the best, have 
shown asymmetric interactions.  This is understood as 
the laser grazing one of the cone side-walls.  An electron 
spectrometer was used to measure the escaped hot 
electrons. Simulations show that this grazing interaction 
leads to greater hot electron generation in the target, as 
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well as a shift in the electron spectrum.  These two effects, 
coupled with efficient electron transport to the cone flat-
top leads to an increase in sheath density and thus proton 
energies.  These results have been part of press releases 
in Germany (with our collaborators), from LANL, and from 
the American Physical Society as part of the 51st Division 
of Plasma Physics.  The latter took place in Atlanta, GA in 
November of 2009, where these results were reported.  
The data and matching simulations are currently being 
prepared for a Nature Physics article and other supporting 
journal articles.  

Figure 1 shows the recent experimental results of 
the copper K-alpha x-ray imager with the asymmetric 
interaction.  However, the beams from these cone targets 
are round and follow a Maxwellian profile.  Figure 2 shows 
a frame from a simulation movie at 1060 fs after the laser 
hits the cone target from the left hand side.  Clearly seen is 
the accelerating hot electron sheath (in white) as a bulge 
on the rear of the flat-top cone, a white arrow is pointing 
to the sheath.   The full movie can be seen at .  Other 
simulations show that when the laser hits the side wall just 
a bit, the electron temperature increases.  This explains 
the increase in proton energy gained in the hotter sheath.

The project currently is mentoring and training two 
postdocs, and four graduate students.  One University of 
Missouri graduate student is paid directly from the LDRD, 
and three are paid from collaborating institutions (one 
student from the University of Nevada, Reno and two 
sponsored by the Forschungszentrum Dresden-Rossendorf 
in Germany).  In addition one postdoc is paid from LANL 
and one postdoc from Sandia National Lab.  These students 
and postdocs are getting hands on experimental training 
and are helping with the data analysis.  They will receive 
co-authorship (or first authorship in two cases) of premier 
journal articles (Nature Physics and Physical Rev. Letters) in 
addition to others. 

 

Figure 1. The copper K-alpha x-ray self-emission from three 
“best performer” flat-top cone targets.  Laser enters cone from 
the left.  Each cone emission image is asymmetric if mirrored in 
the horizontal plane.  The resulting proton beam in shown from 
radiochromic film stack images.  The last row of each is contrast 
enhanced to show the end of the beam more clearly.

Figure 2. A snap shot of the target at 1060 femtoseconds after 
the laser hits the target. Taken from a movie of the Particle in Cell 
(PIC) simulation. The red to white scale is normalized electron 
temperature. The hottest electrons are forming the accelerating 
sheath The blue color scale shows the laser and electron 
generated electric field.

Future Work
Work will continue on the flat-top cones using structured 
surfaces and alloy materials for greater x-ray self-emission 
diagnostics.  We will study the laser-to-ion energy 
conversion efficiency of these Target Normal Sheath 
Accelerated (TNSA) protons and test some new target 
geometries to take advantage of the new results and 
simulations.  With improved efficiency the door to Fast 
Ignition (FI) fusion using light or medium Z ions should be 
opened much wider.  The project’s continuing aim is at 
understanding, the hot electron transport using K-alpha 
x-ray imaging, which affects the characteristics of these ion 
beams.
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We intend to:

Use K-alpha x-ray crystal imaging and spectroscopy of • 
alloy cones (Mo, Ni, Cu) to determine the hot electron 
generation localization and transport.  Then we can 
correlate the ion beam acceleration with the electrons.  
We will also study new geometries to test the grazing 
incidence results and simulations.  

Modify the batch of cones with structured targets to • 
make them more sinusoidal for better proton beam 
imprinting.  This will allow us to determination the 
source size and emittance measurement of the beam.

Compare these targets with others known as reduced • 
mass targets (RMTs) which are about 100-300 microns 
in diameter.  RMTs show hotter electron temperatures, 
but not good beam quality.  We propose to find the 
reason for this difference.

Understand through simulations the unique • 
monoenergetic proton beam features observed in 
several beams so far.

Continue the development with our partners • 
(Nanolabz) of Pd or Pt FTCs which, when heated, 
should lead to a catalytic reaction producing nano-
layers of carbon.  This will allow us to accelerate mono-
energetic carbon beams.  Alternatively, targets with 
deposited layers of carbon on them will be made for 
the same purpose.

Measure the energy and efficiency of any mono-• 
energetic carbon beams produced.

Further model the cones using 2D and 3D PIC • 
simulations using PICLs from UNR and VPIC on the 
LANL Roadrunner supercomputer.  This will help us 
understand the physics of the cone laser interaction 
and hot electron generation along with possible 
methods for better control.

Conclusion
The project has yielded the world’s record in proton ener-
gies for lasers, and has yielded ion beams with efficiencies 
on the order of 3%.  We have also observed mono-ener-
gentic ion structures from the cone targets, and are work-
ing toward improving these characteristics to open many 
new application in compact forms, including hadron cancer 
therapy, isotope production, radioactive waste transmuta-
tion, proton radiography, active interrogation, fast ignition, 
probing warm dense matter, and laboratory astrophysics.  
These applications will benefit the US public in a multitude 
of ways becoming a new base of technological develop-
ment and economic growth.
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Introduction
We are in the midst of a revolution in astrophysics and 
cosmology. There has been an explosion of observational 
data, leading to a radical transformation in our 
understanding of our universe on the largest scales. The 
field of general relativity, with the advent of gravitational 
wave observatories, is also poised for major advances 
in the coming years. While the first direct detection of 
gravitational waves will be much celebrated, it is the 
ensuing astrophysical and cosmological observations 
that will have the greater scientific impact. Research 
in general relativity, and astrophysics and cosmology, 
is phenomenally vibrant and dynamic. The interplay of 
these fields offers particular promise, and it is here that 
we are focusing our work.

This proposal centers on gravitational waves 
and gravitational lensing: two uniquely powerful 
cosmological probes furnished by general relativity. 
The next generation of observational surveys can be 
expected to revolutionize the study of statistical lensing, 
and gravitational lensing is expected to become one of 
the most powerful probes of dark energy. In addition, as 
“first sound” for LIGO (and, hopefully, LISA) arrives, the 
birth of the age of gravitational-waves is imminent. We 
propose two complementary research directions, both 
of which can be expected to lead to elucidation of the 
nature of dark energy and dark matter.

Benefit to National Security Missions
This project will support the DOE mission by directly 
addressing dark matter and dark energy, which form the 
heart of the unknowns in cosmology, and thus play a 
major role in research at the DOE Office of Science.

Progress
Although this project has only been funded for a few 
months, there has already been tremendous progress. 
Along with collaborators, I recently submitted a paper 
titled “Exploring short gamma-ray bursts as gravitational-

wave standard sirens” to the Astrophysical Journal 
[1]. This paper explores short/hard gamma-ray bursts 
as standard sirens, and develops the infrastructure 
necessary to calculate their cosmological reach (e.g., 
how well the might determine the Hubble constant). 
Recent observations support the hypothesis that 
a large fraction of “short-hard” gamma-ray bursts 
(SHBs) are associated with compact binary inspiral. 
Since gravitational-wave (GW) measurements of well-
localized inspiraling binaries can measure absolute 
source distances, simultaneous observation of a 
binary’s GWs and SHB would allow us to independently 
determine both its luminosity distance and redshift. 
Such a “standard siren” (the GW analog of a standard 
candle) would provide an excellent probe of the 
relatively nearby universe’s expansion, complementing 
other standard candles. In this paper, we examine 
binary measurement using a Markov Chain Monte 
Carlo technique to build the probability distributions 
describing measured parameters. We assume that each 
SHB observation gives both sky position and the time 
of coalescence, and we take both binary neutron stars 
and black hole-neutron star coalescences as plausible 
SHB progenitors. We examine how well parameters 
(particularly luminosity distance) can be measured from 
GW observations of these sources by a range of ground-
based detector networks. We find that earlier estimates 
overstate how well distances can be measured, even 
at fairly large signal-to-noise ratio. The fundamental 
limitation to determining distance to these sources 
is the gravitational waveform’s degeneracy between 
luminosity distance and source inclination. Despite 
this, we find that excellent results can be achieved 
by measuring a large number of coalescing binaries, 
especially if the worldwide network consists of many 
widely separated detectors. Advanced GW detectors will 
be able to determine the absolute luminosity distance to 
an accuracy of 10-30% for NS-NS (out to 600 Mpc) and 
NS-BH binaries (out to 1400 Mpc).

General Relativity as a Probe of Cosmology

Daniel Holz
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I have also just completed a paper on utilizing the Big Bang 
Observer as an ultra-precision probe of cosmology [2]. This 
paper shows that gravitational-wave observations offer the 
possibility of the most precise probe of cosmology ever 
envisioned, comparable to all proposed future dark energy 
missions combined. This paper may dramatically change 
the focus and direction of a proposed, multi-billion dollar 
NASA mission. Figure 1 shows the precision with which the 
luminosity distance–redshift curve can be measured using 
binary neutron star standard sirens detected by BBO.

Figure 1. Precision measurement of cosmology using binary 
neutron-star standard sirens detected by the Big Bang 
Observer. The luminosity distance-redshift is plotted. Distance 
is shown as distance modulus, and includes both BBO errors 
and gravitational lensing. The red curve is the true luminosity 
distance--redshift relation. Notice that lensing causes a small 
number of binaries to become tremendously magnified (to lower 
distance modulus), but there is a lower limit to the amount of 
de-magnification.

In addition, I was also a senior author on a white paper 
for the 2010 Astrophysics Decadal Review, focusing 
on coordinated observations of the gravitational wave 
and electromagnetic skies (arXiv:0902.15270), titled 
“Astro2010 Decadal Survey Whitepaper: Coordinated 
Science in the Gravitational and Electromagnetic Skies”. 
It is widely expected that the coming decade will witness 
the first direct detection of gravitational waves (GWs). 
The ground-based LIGO and Virgo GW observatories are 
being upgraded to advanced sensitivity, and are expected 
to observe a significant binary merger rate. The launch 
of The Laser Interferometer Space Antenna (LISA) would 
extend the GW window to low frequencies, opening 
new vistas on dynamical processes involving massive 
(M >~ 10^5 M_Sun) black holes. GW events are likely to 
be accompanied by electromagnetic (EM) counterparts 
and, since information carried electromagnetically is 
complementary to that carried gravitationally, a great deal 
can be learned about an event and its environment if it 
becomes possible to measure both forms of radiation in 

concert. Measurements of this kind will mark the dawn of 
trans-spectral astrophysics, bridging two distinct spectral 
bands of information. The aim of this white paper is to 
articulate future directions in both theory and observation 
that are likely to impact broad astrophysical inquiries of 
general interest. What will EM observations reflect on the 
nature and diversity of GW sources? Can GW sources be 
exploited as complementary probes of cosmology? What 
cross-facility coordination will expand the science returns 
of gravitational and electromagnetic observations?

Thus in a few short months I have already made major 
contributions to the science of gravitational-wave standard 
sirens.

Future Work
This proposal centers on gravitational waves and 
gravitational lensing: two uniquely powerful cosmological 
probes furnished by general relativity. The next generation 
of observational surveys can be expected to revolutionize 
the study of statistical lensing, and gravitational lensing 
is expected to become one of the most powerful 
probes of dark energy. In addition, as “first sound” for 
LIGO (and, hopefully, LISA) arrives, the birth of the age 
of gravitational-waves is imminent. We propose two 
complementary research directions, both of which can 
be expected to lead to elucidation of the nature of dark 
energy and dark matter.

We have been actively developing a completely 
independent standard candle: the gravitational-wave 
driven inspiral of binary compact objects. These standard 
sirens are the gravitational-wave analogs of standard 
candles. The radiation emitted during the inspiral phase 
is well described using the post-Newtonian expansion 
of general relativity for the compact-object binary. 
Because these binary systems are relatively simple and 
well modeled, the gravitational waves they generate 
determine the source’s luminosity distance with high 
accuracy. The goal of this proposal is to explore how 
well LIGO will be able to constrain cosmology, utilizing 
short/hard gamma-ray burst events as standard candles. 
We are analyzing the precision with which the Hubble 
Constant can be determined, and then will utilize this to 
constrain the dark energy equation-of-state. We will also 
further explore gravitational lensing at high-redshift, in 
an attempt to characterize and understand the effects 
of lensing on supermassive binary black holes sources 
of gravitational waves. This can have ramifications for 
cosmological constraints from LISA, a proposed space-
borne gravitational-wave observatory.
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Conclusion
The main results of this project will be tools which will 
further our understanding of dark matter and dark energy. 
We will thus make progress in understanding some of the 
most profound questions: how old is the Universe? what is 
the Universe made out of? what is the ultimate fate of the 
Universe?
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Abstract
This work was aimed at exploring innovative formation 
methods for a magnetic fusion plasma configuration 
called the spheromak.  The project was motivated by 
recent theoretical developments which led to new ideas 
about how to maximize the formation efficiency of the 
spheromak (i.e., the ratio of input energy to magnetic 
field strength of the spheromak).  The project was suc-
cessful in converting an existing LANL experimental facil-
ity into the required setup to carry out this work, includ-
ing the addition of a new plasma gun source.  The con-
verted facility, called the Driven Relaxation Experiment 
(DRX), is now fully operational.  However, due to many 
unforeseen (non-technical) delays beyond our control, 
the first experimental data-set was obtained only late 
in the final year of funding, and data analysis is now 
continuing (unfunded).  The DRX facility is suitable for 
important follow-on spheromak research with the DOE 
Office of Fusion Energy Sciences as a potential sponsor.  
The facility may also be useful for other areas of interest 
for LANL and the proposed signature facility MaRIE.

Background and Research Objectives
Fusion energy is a scientific holy grail.  However, the de-
velopment cost still needed for a demonstration fusion 
reactor, based on the leading tokamak [1] concept, is in 
the many tens of billions of dollars, making this a sever-
al-decades undertaking given the present political and 
economic climate.  There are less-developed, more risky 
alternatives to the tokamak that might alleviate many of 
the tokamak’s technical complexities, allowing for less 
expensive fusion reactors.  Thus, many fusion scientists 
believe that a small investment in these alternatives is 
justified for the potential they offer.  One alternative is 
the spheromak [2], also a toroidal plasma configuration 
but without the expensive and complicated magnets 
required by the tokamak.  As noted in the recent Office 
of Fusion Energy Sciences (FES) Research Needs Work-
shop (ReNeW) final report [3], more efficient spheromak 
formation is one of the two most urgent research needs 
for development of the spheromak fusion concept.  The 
formation problem is the primary motivation for this 
LDRD project.

A goal for efficient spheromak formation is to maximize 
the magnetic field strength for a given input energy and 
applied magnetic field from the plasma gun source.  
Spheromak plasma equilibria under sustained energy 
input from the plasma gun are approximated by the 
same mathematical equations as a nonlinear oscillator.  
Recent theoretical research has predicted [4] that these 
sustained equilibria have resonances, i.e., the total mag-
netic field energy in the spheromak peaks for certain 
values of the electrical current divided by the applied 
magnetic field from the plasma gun, a value known as λ 
in spheromak research.  However, these resonances are 
predicted to occur only for certain spatial current distri-
butions within the spheromak [5].  The DRX experiment 
was designed to determine whether these resonances 
exist by varying λ and then directly measuring the mag-
netic field configuration in the spheromak, and compar-
ing the experimental data with theoretical predictions.

Scientific Approach and Accomplishments
Our approach required converting an existing labora-
tory plasma facility (with existing vacuum chamber and 
pumps and other infrastructure) at LANL into one in 
which spheromaks with the desired currents, applied 
magnetic fields, and geometry could be formed and 
studied.  The two main requirements were the additions 
of a new plasma gun source for forming the spheromak 
and a diagnostic for measuring the internal magnetic 
field of the spheromak once it was formed.

Plasma gun source:  This consists of a (i) coaxial elec-
trode set, (ii) an external magnetic field coil set for 
applying an initial magnetic field, and (iii) custom gas 
valves for injecting the working gas which is then ionized 
by the gun into a plasma, and finally power supplies for 
all three sub-systems.  Theoretical calculations informed 
us of the required range of electrical current (∼150 kA), 
its duration (∼500 µs), and the applied magnetic flux (a 
few mWb).  The main power supply for the gun was a 
capacitor bank with 3 stages (1 formation and 2 sustain 
banks) with a total of 8.5 mF capacitance and 10 kV peak 
voltage for the formation and 5 kV peak voltage for the 
sustain banks.  The external magnetic field coils required 

Experimental Study of   Driven Magnetic Relaxation in a Laboratory Plasma
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a 48 mF capacitor bank capable of delivering several hun-
dred A of current to generate the required magnetic field 
patter.  Finally, the 3 custom gas valves needed to inject 
∼1020 H2 molecules in a few tens of µs, and this required a 
∼1 kV, ∼100 A capacitor bank for each valve to drive cur-
rent in a solenoid that would displace a small metal disk to 
allow a quick burst of gas to flow into the vacuum cham-
ber.  Figure 1 shows a photograph of the outside of the 
plasma source mounted on the vacuum chamber.

Figure 1. Photograph of the Driven Relaxation Experiment, and 
in particular the exterior of the installed coaxial plasma gun 
source with external magnet and transmission lines for delivering 
current from a pulsed capacitor bank (not shown).

Magnetic probe diagnostic
This is a custom two-dimensional array of small magnetic 
pickup coils to measure all 3 vector components of the 
time-varying magnetic field at 16 spatial positions, for a 
total of 48 channels.  The probe was designed to slide radi-
ally within the vacuum chamber, so that an entire map of 
the magnetic field could be obtained over multiple (repro-
ducible) plasma discharges.  The voltage signal from the 
probe is numerically integrated to give a magnetic field 
strength as a function of time.  Figure 2 shows a photo-
graph of the magnetic probe array before it was installed 
onto the vacuum chamber.

Accomplishments
The new plasma source with the new magnetic probe 
diagnostic became fully operational in the third and final 
year of the project.  There were many delays beyond our 
control that pushed back our original proposed schedule 
of being operational by the start of the second year.  We 
have obtained one set of experimental data and are in the 
process of analyzing the data.  In this dataset, we varied 
the plasma gun voltage and the externally applied mag-
netic field to change the ratio λ of gun current to bias field.  
The best way to compare the experimental measurements 
with the theory is to plot the magnetic field lines in a given 
R-Z plane (treating the interior of the vacuum chamber 

with cylindrical coordinates).  From this data, one can also 
calculate the total magnetic flux (magnetic field integrated 
over an area) contained inside the spheromak.  The even-
tual goal is to plot the magnetic flux versus λ for several 
operating conditions, and to see whether there is a peak in 
the flux at resonant values of λ.  This analysis is proceed-
ing slowly as it is now unfunded.  If we can show this, this 
would validate the theory [4] that inspired these experi-
ments.  If not, it would be necessary to characterize the 
internal current profile of the spheromak more carefully 
and determine whether it matches the condition needed 
for the resonances to persist [5].   If the condition required 
is not met, then the next step would be to propose a way 
to modify the internal current profile, which would require 
perhaps launching external waves into the spheromak to 
drive current in localized regions.

Figure 2. Photograph of the 48 channel magnetic probe array 
custom built for this project.

Impact on National Missions
This work is relevant to the Laboratory’s DOE Office of Sci-
ence mission.  As mentioned in the Background section, 
spheromak formation is an important research issue as 
recognized in the recent FES ReNeW final report [3].  The 
experimental capability enabled by this LDRD project puts 
LANL in a reasonably strong position to respond to expect-
ed new research solicitations from FES in FY10 and FY11.  
However, because LANL has chosen to focus on high ener-
gy density plasma physics (which is more closely related to 
its main NNSA mission) instead of magnetic fusion plasma 
physics, there is not a strong justification to continue work 
in this area at LANL.  It should be noted that here is the 
possibility of re-directing work on this facility toward fu-
sion materials oriented research, which would be strongly 
aligned with MaRIE. 
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Abstract
The rapid advancement in laser cooling and trapping 
atoms has enabled many exciting breakthrough in 
atomic, molecular and optical physics such as the 
creation of Bose-Einstein condensates and superfluidity.  
At Los Alamos, we have developed a unique set 
of capabilities in radioactive atom trapping and its 
application in studying fundamental nuclear physics 
and ultra-sensitive detection of radioactive isotopes 
for nuclear nonproliferation and treaty verification.   
Radioactive atoms confined in an optical dipole trap 
have many intrinsic advantages for fundamental 
symmetry experiments, providing a highly polarized, 
point-like sample with minimal perturbation from 
the environment, which can be well characterized.  
Under this project, we have demonstrated the 
trapping of radioactive Rb-82 atoms (half-life = 75 s) 
in an optical dipole trap for the first time with good 
trapping efficiency and long trapping lifetime for a beta 
asymmetry measurement.       We also studied the 

polarization of Rb atoms using both Faraday rotation 
polarimetry and resolved Zeeman spectroscopy 
techniques.  These advancements are important steps 
toward a new generation of precision measurement with 
polarized trapped atoms that are important in testing 
the Standard Model.

Background and Research Objectives
The “Standard Model” is a widely accepted theory that 
describes our understanding of matter and radiation. 
The Standard Model quantitatively predicts a vast array 
of observables by which the model can be tested.   If 
observables are different from those predicted by the 
Standard Model, it signifies the existence of physics 
“beyond the Standard Model,” providing a new 
breakthrough in our understanding of the Universe.

Parity violation was first suggested by Lee and Yang, 
and subsequently discovered in 1957 by Wu et al., 
in the beta decay of Co-60.  Today, parity violation is 

encompassed by the standard model (V-A) interaction 
between leptons and quarks.  Nonetheless, the nature 
of these helicity couplings is derived from empirical 
measurements and the standard model offers no 
fundamental understanding of the origin of these 
symmetries and how they become broken at the energy 
scales probed by modern experiments.  Low energy 
physics experiments that exploit nuclear beta decay 
continue to offer a means to probe the fundamental 
origin of parity violation and, more generally, the helicity 
structure of the weak interaction.    With advantages 
already mentioned above, we believe that optical 
tweezer approach will enable a state-of-the-art beta-
asymmetry measurement and provide an important test 
of the SM in the semi-leptonic sector.

It is well known that pure Gamov-Teller (GT) transitions 
offer the most direct route to study parity violation in 
nuclear beta decay.   Historically, however, studies of 
pure GT transitions have been limited by the lack of 
good candidates, namely radioisotopes with appropriate 
half-life for study and with pure GT transitions that 
are not hindered.  It is now possible to envision a new 
generation of GT experiments with the potential to 
reach the 0.1% level of precision by exploiting optical 
traps for radioactive atoms.  

In an earlier project, we have already demonstrated 
a proof-of-principle experiment of parity violating 
beta-asymmetry of radioactive Rb-82 atoms in a 
magnetic time orbiting potential (TOP) trap.   Rb-82 
was chosen because it is easy to laser cool and trap, 
it decays through pure Gamow-Teller transitions and 
we have reliable supply because it is a key biomedical 
radioisotope produced at LANL.  But systematic effects 
related to the inhomogeneous magnetic field (required 
for magnetic traps) and β background from unpolarized 
Rb-82 lost to the walls of our chamber hampered 
the effort for a precision measurement.  Recently, 
we successfully integrated an optical dipole trap 
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(tweezer) to our radioactive atom trapping facility.  The 
optical tweezer eliminates the systematic effects of the 
magnetic trap; it is therefore an ideal approach for such 
a measurement.   The challenges yet to be overcome are 
to trap a sufficient number of atoms with a long trapping 
lifetime and to precisely measure the sample polarization.

Scientific Approach and Accomplishments
The LANL radioactive atom trapping team in Chemistry 
Division has the setup and expertise in trapping radioactive 
Rb isotopes in a magneto-optical trap (MOT).  Briefly, to 
perform these experiments, 82Sr (t1/2=25 days) samples are 
produced at LANSCE isotope production facility, extracted 
and prepared in the TA-48 hot cell and loaded into a mass-
separator.  The Rb-82 ion beam is mass separated, implanted 
into a Zr foil located inside a specially dryfilm coated trapping 
cell and subsequently released as neutral atoms upon 
heating.   The atoms are trapped in the cell by a magneto-
optical trap (MOT) with a temperature of ~200 microK.  

Under this project, we have demonstrated loading 
radioactive Rb-82 from the MOT into the optical dipole for 
the first time and achieved good trapping efficiency (14 %) 
and long lifetime (55 second).  This work was published in 
Physical Review A Rapid communication [1].  Following on 
the success of trapping radioactive atoms in the dipole trap, 
the challenges remains to polarize the atoms and precisely 
measure the overall polarization of the ensemble of trapped 
atoms.  In a far-off-resonant dipole trap there are three main 
factors that determine the polarization of the trapped atoms.  
They are: (1) how well one can optically pump the atoms to 
the desired initial state, (2) how collisions affect the sample 
polarization, and (3) the spin-relaxation rate due to the 
light scattering from the trapping laser. To this end, we have 
studied polarized Rb atoms in an optical dipole trap using 
both resolved Zeeman spectroscopy and Faraday rotation 
polarimetry techniques.

To optimize the polarization, we have setup and 
demonstrated optical pumping of atoms in the dipole trap.  
We use a circularly polarized light for the optical pumping 
beam and align the optical pumping beam in the direction 
of the magnetic field.   We improved the polarization of the 
optical pumping laser beam to better than 99%.  To have 
better control of B field, we need to minimize the residue 
magnetic field.  We have setup a Faraday rotation experiment 
to measure the magnetic field in situ.  A typical Faraday 
rotation signal of the cold atoms in a YAG laser dipole trap 
is shown in Figure 1.  The Faraday rotation signal provides a 
powerful tool for in situ measurement of the magnetic field 
inside the vacuum chamber.  The “frequency of oscillation” 
is a precise measure of the residue magnetic field, while 
the amplitude is related to the sample polarization.  This 

allows us to minimize the residue field with compensation 
coils while monitoring the oscillating Faraday signal.   This 
reduces the uncertainty of the optical pumping B field to 
less than 1%.   Because the amplitude of the Faraday signal 
is related to the polarization of the sample, Faraday rotation 
measurements also provides a powerful tool to study the 
dynamics of decoherence and the evolution of the sample 
polarization in the dipole trap.   We have studied the time 
evolution of polarized atoms in the YAG trap, and found 
that the spin relaxation is suppressed by over an order 
of magnitude over the rate set by the far-off resonance 
scattering.   We also found that the spin polarization is 
further enhanced and reinforced when the two-body collision 
loss rate of the mixed spin states is greater than the one body 
trap loss as shown in Figure 2.  These advancements are an 
important step towards a new generation of precision beta 
decay correlation measurements with polarized atoms.  This 
work was published in a paper titled “Polarized atoms in an 
optical dipole trap” [2].    

Figure 1. A single shot Faraday rotation signal of 31,000 
polarized atoms in the dipole trap.   The Faraday oscillation 
frequency is 9.3 kHz which corresponds to 20 mG residual B field.

Figure 2. The polarization evolution of Rb atoms in the FORT. 
Polarization rises initially and then levels off to stay in nearly fully 
polarized level. The inset shows the calculated 10 s evolution of 
samples with 95%, 90%, and 80% initial polarizations.
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Over the last few months, we have been working on 
improving the precision of the polarization measurement. 
We have improved the shot to shot stability of the 
Faraday rotation measurement. We also synchronized 
the absorption imaging with the rotating bias field.  This 
allows us to make the rotating bias field more uniform.  
Demonstration of precision measurement of Rb-82 
polarization in an optical dipole trap could result in a third 
paper.

In summary, we have trapped radioactive Rb-82 isotope 
with good trapping efficiency and long trapping lifetime, 
prepared highly polarized atoms and studied the time 
evolution of their polarization in a YAG dipole trap.  The 
polarization evolution in a YAG laer optical dipole trap 
is determined by two mechanisms, one is the far-off-
resonant photon scattering that occurs with the trap laser, 
the other is the two-body collision loss rate.  We observed 
that the spin relaxation is highly suppressed relative to the 
far-off-resonant scattering in the YAG dipole trap.   The 
spin polarization is further purified and maintained by the 
two-body collision dynamics when the two-body collision 
loss rate of the mixed spin state ensemble is greater than 
the one-body trap loss due to collisions with background 
gas. These are important steps toward undertaking a beta-
asymmetry measurement in an optical dipole trap.

Impact on National Missions
This project demonstrated that laser cooled and trapped 
radioactive atoms would open a new frontier for 
fundamental symmetry research.   These new generation 
experiments can open a new window in the search for 
physics beyond the Standard Model and impacts basic 
understanding of physics, a key DOE mission. The technical 
spin-offs support the NNSA mission of thread reduction in 
ultra-sensitive detection of radioactive isotopes.
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Abstract
In the realm of the very small, weird quantum 
mechanical effects take place. Light can turn on and off 
out of nothing, like “quantum ghosts”, and when these 
reflect from nanomachines they can produce attractive 
forces, the so-called Casimir force. They present 
opportunities and challenges to nanotechnology. 
Understanding these forces is important to the nation, 
since it can advance technology and science in different 
areas.

Background and Research Objectives
How can the Casimir effect just appear out of nowhere? 
The answer is that it doesn’t – at least not quite. 
According to quantum mechanics, the electromagnetic 
vacuum is actually foaming with particles of light 
(photons) that pop into existence for the briefest of 
moments. However, during their short lives, these 
photons can bounce off nearby surfaces, exerting 
pressure on them. When two plates are separated 
by less than about 5 micrometers, there appears an 
attractive Casimir force. Intuitively, the reason is that the 
separation between the plates limits the possible colors 
of fluctuating photons that can appear between them, 
but there’s no such restriction on photons that appear 
behind the plates. There are therefore more quantum 
photons pressing on the plates than pushing them 
outwards, the net effect of which is an attractive force 
between the two plates (see Figure 1).

Casimir forces present opportunities and challenges for 
nanotechnology. On the one hand, they could lead to 
frictionless force transmission in the so-called “Casimir 
rack and pinion”  (see Figure 2). On the other hand, 
researchers believe that the attractive Casimir force 
is responsible for the gumming up our ever-smaller 
gadgets. Nanomachines could run more smoothly, and 
with less or no stiction at all, if one could manipulate the 
Casimir force. Although escaping the Casimir force is not 
possible, we are on the verge of taming it by engineering 

the geometry and materials of the nanomachines 
with the goal of neutralizing the force, even making it 
repulsive.  

!

Figure 1. Photons appear and disappear in the quantum 
vacuum, and cause forces between nano-objects.
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Figure 2. A rack and pinion nanomachine.

Nano-Engineered Casimir Forces
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Scientific Approach and Accomplishments
We formed a multidisciplinary team aimed at understanding 
theoretically ways to tailor the Casimir force with different 
material structures, which we then fabricate and use to 
measure the Casimir force experimentally. 

It is actually quite complicated to compute the force taking 
into account the specific geometry and material structure of 
the nanomachines. We use a combination of analytical and 
numerical tools to do this. The basic idea is to calculate the 
energy of interaction between the plates in the presence 
of the quantum foam of photons. We use fundamental 
principles of Quantum Mechanics that tell us how the 
energy of the vacuum photons depends on the geometrical 
boundaries, and this in turn helps us calculate the Casimir 
force [1, 2].

We tailor the force in two ways: a) by using materials that 
exist in Nature, such as conductors [3, 4, 5, 6]    (that give 
a strong attractive Casimir force) and semiconductors (that 
give a weaker attractive Casimir force); b) by engineering 
special materials, the so-called metamaterials (MM), that 
are man-made. These have designer electromagnetic 
properties that cannot be found in naturally occurring 
substances. Of particular importance to us is that they 
have magnetic properties, such as standard magnets, 
but contrary to them, metamaterials can maintain their 
magnetic properties in a wide range of frequencies (that is, 
for all colors of the Casimir “ghost” photons).

We have developed all the modeling and simulation tools 
to understand how to tailor the Casimir force in different 
material structures [8, 9]. We have fabricated some of these 
structures and measured Casimir forces [7] (see Figure 3).

!
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Figure 3. Example of a metamaterial: micrometer–sized metallic 
split ring resonators are assembled on a substrate.  Because 
of their peculiar geometry, they behave as a medium with an 
effective non-trivial electric and magnetic response. Scaling up 
or down the size of each unit cell allows to engineer how the 
Casimir photons interact with the metamaterial.

Casimir forces can be tailored by modifying the 
conductivity properties of the plates. In this example 
we show the Casimir energy as a function of separation 
between semiconductor materials, like pure germanium 
and silicon. The Casimir force can be expressed as a sum 
over individual contributions from all photons in the 
“vacuum foam,” that is, a sum over their polatization, 
frequency, and momentum parallel to the Casimir plates 
[10, 11]. 

We have measured, for the first time, the Casimir force 
between Ge plates in a sphere-plane configuration using 
an ultrasensitive torsion pendulum [12], (see Figure 4).  
The basic idea is that when the sphere approaches the 
plane, the pendulum rotates due to the action of the 
attractive Casimir force, and one measures this rotation 
by detecting changes in capacitance between the two 
plates kept at different voltages. The upper plot shows the 
experimental data for the total force and the contribution 
due to residual electrostatic patches on the plates (dashed 
line). The lower plot shows their difference, which fits 
very well the prediction of Casimir force for different 
conductivity models of the Ge plates.
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Figure 4. Casimir force measurement between semiconductor 
plates.

In summary, the key discoveries of this project were:

Possible mechanisms to reduce Casimir attraction with • 
magnetic metamaterials.

The first measurement of Casimir fores with • 
germanium plates.

New metamaterials were fabricated with designed • 
electromagnetic properties.
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We have published several papers that are list in the 
References section. Our work was also highlighted in the 
media, including the American Physical Society Physics 
online journal for spotting exceptional research, the IEEE 
Spectrum magazine, the New Scientist magazine, and 
the LANL 1663 magazine. The PI of this project has given 
2 invited plenary talks at international conferences, and 
several other invited talks at academia and national labs. It 
is worth emphasizing that thanks to this LDRD investment 
LANL is becoming a world leader in the field of Casimir 
force engineering, with state-of-the-art theoretical and 
experimental capabilities. 

Impact on National Missions
Understanding and controlling quantum forces, such as 
Casimir interactions, can advance technology and science 
in different areas:

Neutralizing Casimir forces can have tremendous • 
impact in nanotechnology because it will allow to 
solve the problem of stiction between movable parts 
of nanomachines. Although we don’t usually see 
them, these tiny machines are becoming part of our 
everyday life: air-bags, handhelds such as iPhones, and 
video-game controllers, all get motion or orientation 
information from tiny motion sensors whose even 
tinier parts rotate or bend freely when the device is 
spun or accelerated. Casimir forces pose a risk to all 
these devices.

Fundamental science also benefits from this work, as it • 
allows basic understanding of the interaction between 
light and novel metamaterials. This has implications 
not only for Casimir forces in nanomachines, but also 
in the physics of atom-surface interactions. This is 
important for precision measurements involving atoms 
in close proximity to surfaces, such as in processing of 
quantum information in atom chips.

Our work has transitioned to external funding via • 
DARPA under the “Casimir Effect Enhancement” 
program, attesting to the importance of our work for 
the nation. 
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Abstract
The fundamental understanding of the emergent 
behavior resulting from strong correlations between 
electrons that are responsible novel forms of matter 
such as magnetism and superconductivity is one of the 
grand challenges in modern condensed matter physics 
today. Actinide compounds are prototypical examples of 
such materials, and these systems often exhibit exotic 
forms of magnetic and superconducting order at low 
temperatures. By using Nuclear Magnetic Resonance 
(NMR) techniques, we will detect the resonance of 
uranium of compounds enriched with U-235. This work 
will offer new microscopic insight into the behavior of 
the correlated electrons in the exotic ordered states.  
While the focus of the project is on uranium-based 
materials, our work on these compounds will provide 
guidance for observing the plutonium resonance in the 
plutonium compounds with the isotope Pu-239.  This 
project will support the DOE and LANL missions in the 
fundamental understanding of materials at the atomic 
scale and of exotic superconductivity, by enhancing our 
understanding of the complex interactions between 
electrons in uranium-based compounds. This project 
will also support the mission of threat reduction by 
developing new techniques for detecting illicit enriched 
uranium and plutonium.

Background and Research Objectives
Understanding the behavior of interacting electrons 
in materials that give rise to unusual properties is one 
of the grand challenges of modern condensed matter 
physics. Just as our exquisite understanding of silicon 
and germanium has resulted in the invention of the 
personal computer, understanding these complex 
electronic materials is the first step towards finding 
energy technologies that will help solve the Nation’s 
looming energy crisis.  One important class of materials 
with strongly correlated electrons is the set of actinide 
heavy-fermion compounds with exotic order, such as 
coexisting superconductivity and magnetism that may 

be integral to future technologies. In order to probe 
these unusual ground states, a suite of experimental 
techniques can be applied to investigate the bulk 
thermodynamic, magnetic and electronic responses 
of these systems. However, there are few techniques 
that can probe the physics of these systems at the 
microscopic scale. We have developed and implemented 
a new method, direct Nuclear Magnetic Resonance 
(NMR) of the uranium-235 nuclei, which has enabled, 
for the first time, direct study of the nature of the 5f 
electrons that are responsible for the heavy-fermion 
state and the unusual states of matter that evolve from 
it. NMR provides detailed microscopic information about 
the static and dynamic magnetic and electronic degrees 
of freedom at a particular site in the unit cell. Since 
the naturally occurring isotope of uranium, U-238, is 
NMR-inactive, such information has not been previously 
available. Measuring the NMR directly at the uranium 
site using U-235 has enabled us to learn about not only 
the degree of hybridization of the 5f electrons across a 
broad class of correlated f-electron materials, but also to 
probe the dynamics of magnetism and superconductivity 
and other exotic states at the microscopic level.  Our 
research on these uranium compounds has provided 
valuable information for searching for a similar direct 
measurement of the plutonium-239 signal in the 
plutonium superconductor, discovered here at Los 
Alamos, PuCoGa5. 

Scientific Approach and Accomplishments
Heavy-fermion systems have traditionally been 
investigated experimentally by applying a suite of 
thermodynamic and spectroscopic techniques that 
probe both magnetic and electronic degrees of freedom.  
NMR is particularly useful for probing magnetic order, 
however not all nuclei within a material of interest are 
NMR-active. For the vast majority of correlated electron 
systems (based on cerium or uranium), the nuclei at 
the magnetic site are NMR-inactive. Consequently, 
all of the NMR work on these systems has been done 
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on ligand (neighboring atoms) sites, such as Si-29 NMR 
in URu2Si2, or Pt-195 NMR in UPt3. In a heavy-fermion 
system or a superconductor, in which the spectrum of 
excitations of these conduction electrons is renormalized 
or gapped, this can strongly modify and obscure the 
relevant interactions of interest. Consequently there is 
often a lack of information about the behavior of the 
f-electron moments in the ordered state.  An ideal probe 
of the behavior of the U moments is direct NMR of the 
U nucleus itself. U-235 has nuclear spin I = 7/2, with a 
nuclear moment of 0.43 magnetons, and a large nuclear 
quadrupolar moment; therefore, it is sensitive not only 
to the magnetic moment of the U electrons, but to their 
charge distribution as well. NMR of actinide (or lanthanide) 
nuclei is challenging in condensed matter systems because 
the onsite hyperfine coupling is typically on the order of 
hundreds of Tesla, which gives rise to fast nuclear spin 
relaxation that are most often too fast for detection.  If, 
however, the magnetic moments of the 5f electrons 
become static in a magnetic state, or are (critically) slowed 
down in a superconductor, then the relaxation time of the 
U-235 or Pu-239 nuclei can be long enough to detect the 
NMR signal.  

We have developed the necessary encapsulation to 
properly handle these radioactive compounds and 
fabricated an experimental apparatus to investigate the 
properties of the U-235 and Pu-239 nuclei themselves 
at the microscopic level.  With the development of 
this technique, we have studied the unusual ordered 
state in URu2Si2, which has been a mystery since its 
discovery nearly 30 year ago, the spin dynamics of the 
U nuclei in the antiferromagnet USb2, and recently 
began searching for the Pu-239 signal in the plutonium 
superconductor PuCoGa5.  Additionally, we have 
synthesized and characterized a number of uranium 
compounds with depleted uranium (minimal U-235 
enrichment) to understand the underlying physics in a 
number of materials in order to further investigate them 
at the microscopic level with U-235 NMR.  We outline our 
progress and success to date below: 

The compound USb2 is an itinerant magnet, in which the 
magnetism results from partial filling and overlap of the 
energy bands with primarily f- and d-character, rather than 
arising from the interaction of localized uranium magnetic 
moments tightly bound to their atomic cores.  We have 
investigated this compound using both U-235 and Sb-121 
NMR.  We have succeeded in observing the U-235 NMR 
signal (a first for Los Alamos National Lab, and the first 
observation of the U-235 signal in the United States) due 
to the large internal magnetic field of 277 Tesla in the 
antiferromagnetic state, which is shown in Figure 1 [1,2]. 

Figure 1. The crystallographic and magnetic structure of the 
uranium antiferromagnet USb2. (a) U-235 NMR spectrum (b) 
Sb-121 spectrum in zero field.

We successfully obtained the U-235 nuclear relaxation 
rates of this itinerant antiferromagnet — the first ever 
direct information about the nuclear relaxation processes 
in a uranium intermetallic compound. Comparison of these 
U-235 results to the detailed temperature dependence of 
the Sb-121 NMR is shown in Figure 2. We found nuclear 
relaxation rates for both 235U and 121Sb are governed by the 
same relaxation mechanism but reveal an anomaly at 5 K 
(see Figure 2). We attribute the anomaly to the change of 
the anisotropic hyperfine coupling constant at the Sb site. 
The origin of the change of this coupling constant is not 
clear at the moment but one possibility is the formation 
of an energy gap in the magnetic excitation spectrum, 
which may modify the channel of the transferred hyperfine 
coupling mechanism between U and Sb, resulting in the 
strong temperature dependence of the coupling constant 
(Figure 2). 
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Figure 2. Nuclear relaxation rates for both U-235 and Sb-121. (a) 
Spin-lattice relaxation rate 1/T1 as a function of T. An anomaly 
at 5 K is clearly indicated. (b) Spin relaxation 1/T2 also shows a 
similar deviation near 5 K.

The URu2Si2 system is one of the most interesting and 
challenging correlated electron system as it exhibits a 
highly unusual ordered state at low temperature, with a 
yet-unidentified order parameter despite a quarter-century 
of intense research. By doping the pure compound with 
a few percent of Rh, it has been found that a new large-
moment phase is stabilized in which antiferromagnetism 
with a large ordered moment coexists with the hidden 
order parameter.  In an initial attempt to find the U-235 
signal, we learned that the U-235 signal in a 2%-Rh doped 
URu2Si2 sample is too weak to be observed directly, 
and instead have focused our attention on a series of 
samples of U(Ru1-xRhx)2Si2 with U-238 to determine 
the nature of the hidden order phase.  Our results [3] 
indicate that this large moment antiferromagnetic phase 
is not a true thermodynamic phase that competes with 
the hidden order phase, but rather an artifact of the 

intrinsic inhomogeneity that develops as a result of 
doping. Our Si-29 NMR spectra clearly reveal (Figure 3) an 
inhomogeneous coexistence between the hidden order 
component and the large moment antiferromagnetism. 
These results contrast with recent neutron scattering 
data, which suggested a new thermodynamic phase. In 
collaboration with A. Balatsky (T-11), we hypothesize 
that the Rh dopants locally suppress the hidden order 
parameter, and that the antiferromagnetism arises as a 
secondary effect in regions where the hidden order is 
suppressed.

Figure 3. a) Si-29 spectra of U(Ru1-xRhx)2Si2 as a function of 
Rh concentration x at 4 K. The spectra are consistent with 
commensurate AFM ordering with moments aligned to the 
c-direction. b) Temperature dependence of the spectra for 
x = 0.02. The AFM signature disappears gradually near 9 K 
without change of the ordered moment.  These measurements 
clearly indicate the coexistence of the “hidden” order and 
antiferromagnetism.

Motivated by our discovery of a new compound U3Bi4Ni3, 
in which the physical properties are reminiscent, though 
not entirely conclusive, of Kondo insulating behavior, we 
performed Bi-209 NMR measurements to determine if the 
insulating behavior arises from hybridization of local 5f 
electrons and conduction electrons (Kondo insulator), or 
if it is a simple band effect.  The presence of temperature 
independent energy gap deduced from these NMR 
experiments [4] of approximately 50 meV, consistent 
with recent photoemission measurements and electrical 
resistivity, together with the temperature dependence of 
Knight shift, provides strong evidence for Kondo insulating 
behavior in U3Bi4Ni3 arising from strong correlations 
between the conduction electrons and the uranium local 
moments.

Investigating a number of different strongly correlated 
uranium materials with a variety of distinct ground states 
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has not only yielded valuable information about the 
microscopic behavior of uranium, but has also stretched 
the limits of this new and powerful technique.  We have 
attempted to observe the U-235 signal in a superconductor 
U6Fe, since the nuclei will be critically slowed down in the 
superconducting state, making it possible for us to find 
the U-235 signal, in order to provide insight into whether 
the glue that binds superconducting electron pairs is 
comprised of tiny lattice vibrations (or phonons), or is 
made up of tiny jiggling of the uranium spins (fluctuations) 
associated with nearby magnetic order.  Measurements 
designed to search for the direct U-235 signal gave a 
hint of a peak, which was later determined in a series of 
subsequent measurements with UFe2 enriched with U-235 
to be due to UFe2 impurities.

Motivated by our successes in investigating uranium 
compounds with this powerful technique, we recently 
started similar NMR measurements to find the Pu-239 
signal in the plutonium superconductor PuCoGa5.  
Direct microscopic information about the plutonium 
nuclei has never been obtained before by NMR in a 
metallic compound, especially one which is so closely 
related to the technologically important cubic phase 
of elemental plutonium used in nuclear weapons.  A 
successful demonstration of this NMR technique applied 
to plutonium may lead to both a fundamentally new 
understanding of this most complex of elements and 
a simple but effective means to detect illicit nuclear 
material.  As shown in Figure 4, we have performed 
NMR measurements on the Co-59 and Ga-69 nuclei to 
provide the necessary information of where to look for 
the Pu-239 signal, after demonstrating that this plutonium 
material is indeed superconducting (inset of figure 4).  Our 
preliminary measurements of the spin-lattice relaxation 
rate 1/T1 , i.e., how long it takes the nuclei to relax back 
to their unperturbed state, which provides information 
about the various relaxation processes in the material, 
of Co-59 NMR in PuCoGa5 for the field along the c-axis 
of the tetragonal crystal. The data follow a powerlaw 
temperature dependence, which indicates the presence 
of antiferromagnetic spin fluctuations (tiny jiggling of 
the plutonium spins) that may be responsible for the 
superconductivity.  Further measurements [5] of the 
relaxation along the a-axis indicate that these fluctuations 
may be strongest within the basal plane of the tetragonal 
crystal suggest that the best place to detect the Pu-239 
signal is within this plane.  

Figure 4. Co-59 NMR spectra in PuCoGa5 that consist of seven 
lines associated with the Co nuclear spin 7/2 transitions.  For 
comparison, blue line is the central transition of Ga-69.  Inset: 
Magnetic susceptibility showing the superconducting transition 
(arrow denotes Tc = 18.8 K).

Figure 5. Spin-lattice relaxation rate 1/T1 of Co-59 NMR in 
PuCoGa5 for the field along the c-axis of the tetragonal crystal. 
The data follow a powerlaw temperature dependence which in-
dicates the presence of antiferromagnetic spin fluctuations (tiny 
jiggling of the spins) that may be responsible for the supercon-
ductivity.  Additional measurements of the spin-lattice relaxation 
along the a-axis indicate that these fluctuations may be stron-
gest suggest that the best place to detect the Pu-239 signal is in 
this direction.

Impact on National Missions
This project will support the DOE mission of the Office of 
Science, basic energy sciences, by enhancing our under-
standing of the complex interactions between electrons in 
uranium based compounds.  This project will also support 
the mission of threat reduction by developing new tech-
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niques for detecting enriched uranium and plutonium.
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Abstract
The cold atom technology that traps and manipulates 
neutral atoms at ultra-low temperatures (tens of 
thousands of times lower than the lowest temperatures 
reached previously) provides an unprecedented window 
on quantum many-body physics.  Cold atom laboratories 
are then poised to explore quantum phase transitions 
– the zero-temperature analogues of ordinary phase 
transitions that play a crucial role in strongly correlated 
electrons and high Tc superconductivity – and to 
realize novel atom optics techniques to measure weak 
fields (magnetic and gravitation) with unprecedented 
resolution.  In this theory project, we have opened 
up avenues for cold atom explorations of many-body 
physics and for the creation of non-interferometric 
high-sensitivity force measurements, capitalizing on cold 
atom gas mixtures of different species of atoms. 

We have shown that cold atom gas mixtures can 
realize odd-frequency pairing [1], an exotic form of 
superconductivity-like behavior. The PI had shown 
how an impurity atom embedded in a Bose-Einstein 
condensate (BEC) -- the matter analogue of a laser -- 
can self-localize into a polaron like state [2].  We have 
calculated the polaron size in a Feynman path integral 
study [3], and we have revealed how the acceleration of 
localized objects through the BEC gives rise to phonon 
Bremstrahlung.  We have studied how the impurity-
boson interactions can be finite-ranged using narrow 
Feshbach resonances [4], and how a BEC-embedded 
object can induce a standing wave BEC-pattern [5].  
Following up on collective excitation studies of mediated 
interactions that revealed the importance of retardation 
effects [6], [7], we have studied mediated interactions 
in the equation of state of fermion-BEC mixtures [8]. 
We have shown that mediated interactions cause the 
divergence of the compressibility and cause phase 
separation.  We have shown that the fermion-BEC phase 
separation, a first-order quantum phase transition [9], 
nucleates into isolated droplets of pure BEC [10], [11] 

and that the nucleation process can take place as the 
macroscopic quantum tunneling process [12] predicted 
in helium fluids but never observed experimentally 
[13].  We have shown how controlling potential and/
or interaction parameters in a phase separated BEC-
mixture can yield an ultra-sensitive measurement of 
external forces by nearly canceling the forces that act on 
a droplet of separated BEC [14]. 

Background and Research Objectives
Mimicry or the ability to emulate other systems of 
nature has been at the heart of the success of cold atom 
physics.  The cold atom systems, created in carefully 
controlled ultra-high vacuum conditions, are dilute: their 
density is typically one thousand to ten thousand times 
lower than the density of air.  Nevertheless, because 
of the extremely low temperatures reached by laser 
cooling, the dilute, cold atom gases exhibit superfluid 
properties.  The term “superfluidity” refers to a series of 
counter-intuitive phenomena that are associated with 
macroscopic quantum behavior: e.g. dissipationless flow, 
interference fringes (regular wiggle patterns) that are 
consistent with the atoms moving in perfect, laser-like 
lock-step coherence, and quantized vortices (swirling 
patterns) in which each atom has exactly the same 
angular momentum corresponding to Panck’s constant.  
Unlike traditional superfluids, the relevant length and 
time scales are nearly macroscopic – tens to hundreds 
of thousands of times larger than in traditional, 
condensed matter superfluids. As a consequence, cold 
atom superfluids exhibit unprecedented experimental 
accessibility and control.  The richness of the 
experiments was greatly enhanced when the cold atom 
traps were able to trap multiple spin components and 
even multiple species of atoms.  Cold atom technology 
can exert different forces on the different kinds of atoms 
and image them separately.  By applying a homogeneous 
magnetic field, tuned near specific field strengths, the 
experimentalists can control the interaction strength 
between any pair of particle types (although one can 
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only tune one pair of interactions at the time).

This project pursued the new basic science prospects 
offered by the superfluid nature of the systems, the 
unprecedented access and control and the ultra-low 
temperatures to explore fundamental many-body quantum 
properties.  We have focused on prospects that have not 
been accessible to traditional low temperature physics 
such as those implied by multi-spin manipulation and 
inter-particle interaction control.  On the applied science 
side, the project explored new measurement strategies, 
strategies that rely on the cold atom capability of trapping 
cold atom mixtures and that differ from the interferometry 
schemes.

Scientific Approach and Accomplishments
The general approach of this project combined a 
thorough knowledge of the experimental capabilities 
with a multi-disciplinary theory-approach to many-body 
problems.  Specifically, the polaron, superfluidity, mediated 
interaction and quantum phase transition descriptions 
were borrowed from condensed matter; the macroscopic 
tunneling descriptions combine condensed matter and 
quantum optics expertise; the phonon Bremstrahlung 
description relied on a mixture of hydrodynamic and field 
theory methods; the finite range effective interaction 
studies were conducted with the separable potential 
model of nuclear physics and used a scattering description; 
the stability of the standing wave BEC-patterns was 
investigated by the tool of linear stability analysis of 
nonlinear physics, and the BEC-level measurement device 
was described as phase separated, compressible fluids.  
Such mixing of expertise is typical of today’s cold atom 
physics: the cold atom prospects cover a wide range of 
many-body phenomena of interest to several areas of 
physics.  Below, we describe the main achievements.

Odd-pairing fermion superfluidity in cold atom mixtures
We have studied a novel “odd frequency” pairing 
mechanism in a cold gas mixture of a single species of 
fermions with bosons [1].  A pure fermion gas composed 
of a single hyperfine species, i.e., a “spin-polarized” Fermi 
gas, acts as a non-interacting ideal Fermi gas because the 
Pauli exclusion principle forbids direct s-wave scattering, 
and p-wave scattering can be neglected at the relevant 
ultra-cold temperatures.  If one mixes a BEC into this 
spin-polarized Fermi gas, however, longer-range effective 
interactions can occur.  In addition to the direct boson-
fermion interaction, the mixture will also have mediated 
interactions, i.e., the fermions, which were non-interacting 
on their own, will have boson-mediated interactions due to 
the phonon field of the bosons.  The phonon field can lead 
to pairing of the fermions, but since the fermion system 

is spin-polarized, only triplet pairing states are possible.  
Due to symmetry arguments, one would then normally 
expect the dominant pairing mechanism to be in the 
p-wave channel, similar to the p-wave triplet pairing that 
occurs in 3He.  However, it turns out that an exotic pairing 
mechanism known as “odd-frequency” pairing could 
occur in the s-wave triplet channel.  This odd-frequency 
pairing was first proposed for 3He and later for high-TC 
superconductors, but has never been observed.  We have 
shown that, in certain regimes, the s-wave odd-frequency 
phase might become dominant over the standard p-wave 
mechanism in cold gas mixtures, and have suggested 
signatures of this novel superfluid state of matter.

BEC-polarons
As a superfluid, the BEC and the superfluid fermion system, 
the neutral particle analogue of a superconductor, support 
low lying collective excitations that are phonon-modes 
(i.e. Goldstone modes with a linear dispersion in the long 
wavelength limit).  The coupling of an impurity atom 
with the phonon modes reduces the description of the 
impurity atom in the BEC to a polaron description.  As was 
pointed out by the Principle Investigator [2], a sufficiently 
strong impurity-boson interaction leads to self-localization 
in a mechanism that is similar to the self-localization of 
an electron in an ionic crystal – the traditional polaron 
problem.  Unlike traditional polarons, the interactions 
between the polaron particle and the bosons can be 
continuously varied.  The BEC-impurity system could then 
be used to address some of the unanswered questions of 
polaron physics: for instance, does the derivative of the 
effective polaron mass vary discontinuously with increasing 
polaron-boson interaction when the polaron self-localizes 
[15]. Interestingly, a recent calculation by the Principle 
Investigator with Jacques Tempere [3], who visited LANL 
with support from this project, shows a non-monotonic 
variation of the polaron size with increasing fermion-boson 
interaction strength. Is this counter-intuitive variation a 
signature of ‘self-localization’?

Finite range effective inter-particle interactions in cold 
atom systems
As mentioned above, the ability to emulate interesting 
many-body quantum systems has provided a prime 
motivation for cold atom physics.  However, the range 
and details of the inter-particle interactions has played an 
important, sometimes decisive role in many of the many-
body systems of fundamental interest.  Cold atom physics, 
in contrast, has only been able to explore short-range 
contact interactions so far.  The restriction to short-range 
interactions has been a severe limitation in the cold atom’s 
capacity for many-body emulation.

Our recent studies [4] of narrow Feshbach resonances, 
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however, show that effective finite-range cold atom 
inter-particle interactions can be accessed with existing 
technology: narrow Feshbach resonances with magnetic 
field widths that can be resolved with today’s technology 
give rise to effective finite-range interactions.  Moreover, 
we have shown that the corresponding binary-atom 
interactions take on a particularly simple form, at least in 
the narrow limit.  In the impurity-BEC systems, the narrow 
resonance can energetically favor non-vanishing BEC-
impurity velocities.

Standing Wave Patterns in BEC’s
A localized object embedded in a BEC such as a self-
localized impurity BEC polaron, a tightly trapped 
distinguishable atom or ion, or a localized, external 
potential well modifies the density of the surrounding BEC.  
Can the BEC, in response to such localized attraction take 
on a standing wave pattern with a density that vanishes at 
the surfaces on which the BEC wavefunction changes sign?  
If such patterns can be supported by the BEC as long-
lived structures, their behavior or motion could be used 
to detect a flow of the BEC and observe, for instance, the 
rotation of a rang-BEC which could act as a gyroscope.  We 
have studied the standing wave patterns and their stability 
[5].

We elucidate the nature of the different standing wave 
BEC-patterns and study their dynamical stability in two 
dimensions. Our analysis reveals general trends, valid in 
two and three dimensions, independent of the symmetry 
of the localized potential well, and suggestive of the 
behavior in general, short- and large-range potentials. 
One set of nodal BEC-wavefunctions resemble the single 
particle n-node bound state wavefunction of the potential 
well, the other wavefunctions resemble the n-1 node 
bound-state wavefunction with a kink state pinned by the 
potential.  The second state, though corresponding to the 
lower free energy value of the pair of n-node BEC-states, 
is always unstable, whereas the first can be dynamically 
stable in intervals of the potential well depth, implying 
that the standing wave BEC can evolve from a dynamically 
unstable to stable, and back to unstable status as the 
potential well is adiabatically deepened, a phenomenon 
that we refer to as ``reentrant dynamical stability’’.

Mediated interactions in fermion-BEC mixtures
The participants of this project have discovered [8] how 
and why mean-field descriptions of quantum degenerate 
fermion-boson gas mixtures fail near the first order 
quantum phase transition that causes the mixture to phase 
separate.  In addition to providing a significant correction 
to the densities at which the phase separation takes place, 
the studies also show the culprit to be fermion-mediated 
interactions that counteract the short distance boson-

boson repulsions and cause an overall attraction which 
tends to break up the BEC.  On the mixed phase side, the 
mediated interactions become longer and longer ranged 
near the phase separation point and they also cause 
the compressibility of the boson gas to diverge.  Exactly 
how the range and the compressibility diverge remains 
a challenging question.  The scaling coefficients, which 
could be measured experimentally, could provide the first 
measurement of quantum critical scaling.  We have studied 
the equation of state of the mixed phase and pointed out 
the qualitative differences of its predictions for the density 
profile in inhomogeneous traps with the predictions of 
mean-field theory.  

The mediated interactions studied in this project also 
cause the phase separation of the traditional condensed 
low temperature 3He and 4He.  Unlike the situation in 
traditional superfluids, the inter-species interactions can 
be varied in cold atom systems and, perhaps, used for 
gate operations in quantum information experiments.  
The self-localization induced by increasing the interaction 
of a single impurity atom with the boson atoms of a 
Bose-Einstein condensate (BEC) can finally allow cold 
atom experimentalists to localize and transport atoms 
inside a BEC, suggesting new studies of superfluidity, 
light localization and, perhaps, the creation of a quantum 
register of movable cold atom qu-bits.

Quantum nucleation in fermion-BEC mixtures
The phase separation can set in at densities below 
the values at which the system becomes mechanically 
unstable.  The mechanical instability causes the phases to 
separate into chunks of roughly the same size and is known 
from finite temperature (ordinary) phase separation 
transitions as ‘spinodal decomposion’ [10], [11].  Below 
the line of spinodal decomposition, the phase separation 
can happen as the result of a process that overcomes the 
free energy barrier that separates the two minima of the 
transition.  At finite temperature, this process is thermal 
activation - local collision processes push the system over 
the barrier - but at sufficiently low temperatures, the 
system has to quantum tunnel through the barrier.   The 
nucleation process that causes the phases to separate in 
ultra-low temperature fermion-boson mixture is a many-
body macroscopic tunneling process, which suggests 
that such cold atom mixtures could give the first clean 
observations of macroscopic quantum tunneling [12]. We 
have explored the prospect of studying this type of 
macroscopic quantum tunneling in cold atom systems.  

Phonon radiation emitted by the motion of localized 
objects through a BEC
We have studied the near-equilibrium dynamics of a 
BEC with moving impurity atoms.  The description we 
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developed of the BEC-response (involving the creation and 
annihilation of phonon modes) emphasizes the analogy 
with electromagnetism.  This description reveals the 
reason for why accelerating impurities cause phonons to 
radiate.  The underpinning mechanism is closely analogous 
to that causing accelerating charges to emit light (a process 
known as Bremstrahlung).  The BEC-study allows us to 
qualitatively predict the energy loss of cold atoms that are 
being cooled at velocities below the critical velocity for 
BEC-superfluidity (subsonic cooling.  We have shown how 
effective subsonic cooling can be if the experimentalists 
insert an optical potential in the cold atom trap in an 
effort to cool impurity atoms down to lower temperatures 
than currently reached with sympathetic cooling.  This 
treatment also reveals the finite system limitations of 
cold atom physics in studying fundamental superfluid 
phenomena such as the predicted Casimir-like drag and 
the study of self-localized BEC polarons.

Impact on National Missions
This project supports the DOE mission of basic science 
and explores the prospect of ultra-high resolution sensors.  
This project has explored many-body physics that plays 
a role in low temperature material and actinide science, 
and it has investigated prospects for quantum information 
experiments.  The sensors measure weak external forces, 
which could be helpful in the security mission of the 
laboratory.
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Abstract
Intense, short-pulse lasers interact with thin (<10s 
of micron) foils to make ion beams with remarkable 
properties.  These beams promise to revolutionize 
several areas of Laboratory interest in areas such as 
energy, exotic matter, medicine, active interrogation, 
and national security. Laser-generated ion beams beat 
conventional accelerators in many key areas.  They 
have tiny  beam emittance, huge electric fields, and 
sub-ps beam duration.  Prior to this work, advances 
have been driven empirically, as theory and modeling 
lagged experiments. Not so, any more.  Now, with the 
application of VPIC, our kinetic plasma modeling, we 
have modeled these experiments at realistic laser and 
plasma conditions. This work, the first of its kind, has 
born fruit with the invention of a new acceleration 
mechanism that improves conventional beams by an 
order of magnitude in beam energy and efficiency. 
VPIC is many times faster than conventional codes of 
its type, and allows simulations to be done with rapid 
turn-around time. VPIC is also one of the few codes that 
runs efficiently on Roadrunner, presently the world’s 
most powerful supercomputer.  The unique combination 
of computing, theory, experiments, and targeted R&D 
investment have hoisted LANL to world leadership in this 
important field. 

Background and Research Objectives
As described in the Abstract, laser-generated ion beams 
are a subject of intense interest at the Laboratory 
and the Complex for their potential to impact a host 
of applications. The proposed work was to study the 
laser-ion acceleration mechanism in ultra-intense-
laser thin-foil irradiation experiments and to examine 
the propagation of these intense beams into high 
density matter (solid and beyond).  Dependence of 
ion acceleration on target parameters (thickness, 
composition, conductivity) and laser parameters 
(intensity, temporal and spatial profiles, spot size, pre-
pulse properties) was to be established.   This work 

built upon (1) investigator expertise in the simulation 
and theory of ultra-intense laser-matter interaction (2) 
a unique simulation capability that is ideal for the study 
of these problems, and (3) Institutional Computing 
resources (1.05 million hours allocated, starting 3QFY06) 
available for this work. 

The broad goal of the project was to advance our 
understanding of relativistic laser-matter interactions. 
The specific goal is to validate theoretical models of 
energetic ion production and transport and to provide 
a predictive capability for the design of experiments 
and optimization of compact high-energy high-quality 
ion beams for a host of follow-on applications.  We met 
these goals.  

We refined our understanding of novel mechanism for 
ion acceleration, the Break-Out Afterburner (BOA).  This 
mechanism has the promise to deliver table-top GeV 
ion beams for several applications.  We uncovered the 
physics underlying the enhanced ion acceleration in the 
BOA.  We developed a predictive capability for laser 
absorption in ultrathin media, which includes self-similar 
target expansion at the sound speed.  This inspired 
experiments which led to world-record ion beam 
production on the Trident laser.  We contributed to the 
first-ever demonstration of relativistic transparency.  We 
investigated ion beam propagation into dense plasma 
targets, such as those used in ion driven fast ignition and 
we were able to set beam criteria for success of such 
experiments.  

The two figures show highlights of our work.  Figure 1 
is a comparison of VPIC simulations, analytic theory, 
and Trident experiments of laser-ion acceleration in the 
BOA from our recent paper containing the first ever 
demonstration of laser-induced relativistic transparency 
[1].  Relativistic transparency happens when electrons 
in a plasma become very hot—hundreds of billions to 
as high as trillions of Kevlin.  When the plasma becomes 

Investigation of Energetic Ion Generation and Transport in Ultra-Intense Laser-
Matter Interaction
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so hot, the electrons become relativistically heavy and 
are unable to oscillate in the laser field fast enough to 
short out the oscillating electric field of the laser.  This 
causes the matter to “bleach” in the laser field.  It turns 
out that the act of turning transparent is key to the BOA; 
the details relating to how were discovered and explored 
in the proposed work.  Figure 2 shows integrated LASNEX 
simulations of an ion-driven fast ignition target [2].  This 
was the first ever demonstration of the feasibility of ion 
driven fast ignition and shows that indeed laser-driven 
ion beams can penetrate into a compressed inertial 
confinement fusion target and ignite the plasma.  This 
demonstration has generated much excitement in the 
field (as well as several follow-on publications) and has led 
to the funding of a new DOE Office of Science, Office of 
Fusion Energy Sciences project in ion-driven fast ignition, 
led by LANL researchers. 

Figure 1. Normalized laser intensity (diamonds) at burn-through 
time in 30 nm diamond-like carbon foil at the Trident laser based 
on model developed in this project.  Also shown is a comparison 
of Trident experimental data and VPIC modeling of this 
experiment.  Details of this work are reported in Ref. [1].

Figure 2. Thermonuclear burn rate from integrated radiation 
hydrodynamics simulations of a laser-driven inertial confinement 
fusion capsule subject to a pair of counter-directed ion beams of 
500 MeV (+/- 50 MeV) fully-ionized carbon ions.  If these beams 
have of order 10 kJ of total beam energy, fusion ignition ensues 
[2].

Scientific Approach and Accomplishments
We refined our understanding of novel mechanism for 
ion acceleration, the Break-Out Afterburner (BOA).  This 
mechanism has the promise to deliver table-top GeV ion 
beams for many applications.  We uncovered the physics 
underlying the enhanced ion acceleration in the BOA.  We 
developed a predictive capability for laser absorption in ul-
trathin media, which includes self-similar target expansion 
at the sound speed.  This inspired experiments which led 
to world record ion beam production on Trident laser.  We 

contributed to the first-ever demonstration of relativistic 
transparency.  We investigated ion beam propagation into 
dense plasma targets, such as those used in ion driven fast 
ignition and we were able to set beam criteria for success 
of such experiments.  

Papers, Invited Talks, Awards and Honors: Published 19 
peer-reviewed papers, including two Physical Review Let-
ters.  We have a Nature article in preparation (to be sub-
mitted soon) and three papers in preparation. Presented 
18 invited and plenary talks.  Team member won the 2008 
Katherin E. Weimer Award for Women in Plasma Science, 
an APS Div. of Plasma Physics Career Award.  Two LANL 
Distinguished Performance awards (1 large team, 1 small 
team).  Two DOE/NNSA Defense Programs Awards of Excel-
lence.  PI named to Congressional Record in Senate Resolu-
tion S7974.  Three LANL Spot Awards won—one for post-
doc mentoring, two for X Div. Review Committee.  Selected 
to present project to LANS Mission Committee.  Selected to 
present project to High Energy Density Physics and Fluids 
Capability Review.   Contributed to LDRD Day presentation, 
which won Poster of Exceptional Merit award.  Recruited a 
postdoc who won a prestigious Director’s Fellowship. 

Impact on National Missions
This work has accomplished the goals of the project.  It 
has resulted in a significantly improved understanding 
of ultra-intense laser-plasma interaction.  Motivated by 
VPIC simulation results, the Trident short-pulse laser 
has been redesigned to both deliver higher power and 
much improved laser contrast.  This gives LANL a unique 
capability unmatched by others and has contributed 
to the refactoring of Trident into a User Facility.  This 
capability has also been used to do short-pulse laser-
plasma-interaction studies relevant to conventional inertial 
confinement fusion research as well as fast-ignition.  

Several follow-on projects were enabled by this work.  This 
includes an LDRD ER project (PI: Flippo) and a PRD project 
(PI: Albright). The Investigators secured funding from 
outside the Laboratory from DNDO and NNSA/DOE Office 
of Science.  This project led to several improvements in the 
VPIC code, particularly in hybrid (fluid electron, particle 
ion) and collision modeling. Improvements to VPIC led to 
two special LDRD projects on science using Roadrunner as 
well as improved capability in laser-plasma interaction for 
the Science Campaigns (particularly C10) as well as ASC 
Physics and Engineering Models.  

Over the course of this project we hired three postdocs, 
including one Director’s Postdoctoral Fellow.  One of 
the postdocs on this project has since gone on to a staff 
position at the Naval Research Laboratories.  
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Abstract
We have studied strongly interacting many-fermion 
systems that exhibit superfluid properties. Using both 
computational and analytic methods we demonstrate 
that these systems show universal behavior. A fermion 
system of 6 Li atoms cooled to nano-Kelvin temperatures 
in the laboratory shares several similarities with ultra-
dense neutron matter in neutron stars. Both these 
systems exhibit strong pairing between particles 
through cooperative phenomena essential for superfluid 
behavior in Fermi systems. The strength of this pairing 
is fundamental property of these systems and is 
characterized by a quantity called the pairing gap. Our 
theoretical work predicted the strength of this pairing 
gap and related properties. We showed that a simple 
and robust experimental measurement of density 
profiles in cold-atom experiments would be sufficient to 
determine the gap.  The gap extracted in this way was 
in excellent agreement with our theoretical prediction. 
In addition to symmetrical Fermi systems where the 
densities and masses of the pairing partners are equal, 
we have studied asymmetrical systems composed of 
different number densities and masses. In asymmetrical 
systems we find that multiple phases with varying 
degrees of local asymmetry can coexist in cold atom 
experiments. We identify the general conditions for 
phase coexistence between normal and superfluid 
phases. These conditions are likely to provide new 
insights on phase transitions in very dense fermionic 
matter expected to exist inside neutron stars where 
asymmetrical Fermi systems occur naturally.

Background and Research Objectives
Cold and dense matter containing fermions is ubiquitous 
in nature. Electrons in terrestrial solids and compact 
astrophysical objects called white dwarfs, nucleons in 
nuclei, nucleons and perhaps de-confined quark matter 
inside neutron stars are well-studied examples. Since 
the pioneering work of Bardeen, Cooper and Schrieffer 
(BCS) over 50 years ago [1] it has been realized that 

these many-fermion systems with attractive interactions 
will exhibit novel properties such as superfluidity and 
superconductivity. Their work provided a microscopic 
theory that explained superconductivity in some metals 
as arising from strong pairing between spin-up and 
spin-down electrons due to an attractive interaction 
induced by the vibrations of the solid.  Decades earlier in 
1925 Wolfgang Pauli had postulated the now celebrated 
“Pauli Principle” that stated that no two identical 
fermions could occupy the same state [2]. A natural 
consequence of this exclusion principle is that a dense 
gas of identical fermions would occupy a continuum of 
momentum states. Further the number of states with 
different momentum vectors but very similar energies 
would grow rapidly with density. This feature is called 
degeneracy since there exists a large number of particles 
with the largest momentum (pointing in different 
directions) but with similar energies. This characteristic 
large momentum is called the Fermi momentum and 
the corresponding energy is called the Fermi energy. 
BCS theory provided a major breakthrough in our 
understanding of these degenerate systems by providing 
a theoretical framework that demonstrated that even 
small attractive interactions in degenerate systems 
leads to cooperative phenomena where fermions form 
pairs. This leads to radically different behavior from 
that expected in non-interacting fermion systems. 
Unlike normal non-interacting Fermi systems, where it 
costs an infinitesimal energy to excite a fermion from 
an occupied to an unoccupied state, the energy cost 
to create such an excitation in a system with attractive 
interactions where pairing is inevitable is finite. This 
finite excitation energy is called the energy gap or simply 
the gap of is a fundamental property of the superfluid or 
superconducting state [1].  

These basic notions regarding fermions with attractive 
interactions have been around for many years, yet, 
surprisingly, it has taken physicists more than 50 years 
to develop the experimental and theoretical methods 

New States of Matter in Stars, Nuclei and Cold Atoms
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necessary to measure the gap and related properties in 
systems where the fundamental interaction strength can 
be tuned. This is critical if we are to establish a relationship 
between the strength of the fundamental interaction 
and the size of the pairing gap. When the strength of the 
interaction is small, theoretical methods to calculate the 
gap based on perturbation theory are well developed 
and there is consensus that they should apply to weakly 
interacting Fermi systems.  However, the regime of its 
validity has never been experimentally tested.  

In the past decade breakthroughs in experimental atomic 
physics have made it possible to realize a superfluid state 
of fermion matter where the fundamental interaction 
can be both measured and tuned. In the laboratory alkali 
metal atoms (atoms with one electron in the outermost 
orbit) of either 6 Li or 40K atoms are trapped and cooled 
to nano-Kelvin temperature and are shown to exhibit 
superfluid behavior [4,5,6]. In these systems, the strength 
of the interaction between atoms in different hyperfine 
states can be tuned by an external magnetic field.  
Loosely speaking, and to evoke an analogy with electron 
superconductors, we can think of the two hyperfine states 
of interacting atoms as spin-up and spin-down states of 
the atom. The interaction has a range that is much smaller 
than the inter-particle distance and is therefore always 
negligible between identical atoms - as one would infer 
from Pauli’s exclusion principle. On the other hand since 
spin-up and spin-down atoms can get arbitrarily close 
to each other their interactions would be important. 
This interaction could be tuned by applying an external 
magnetic field through a process known as the Feschback 
resonance. We will not discuss the details of this process 
in this brief report but it will suffice to mention that it 
allows the experimentalist to adjust the interaction from 
weak attraction where the interaction is not strong enough 
to bind the two atoms together, to very strong attraction 
that can tightly bind atoms together into a molecule. A 
quantity called the scattering length is measure of this 
short-range interaction strength is typically denoted by “a.”  
When the interaction is weak and attractive the scattering 
length is small and negative and when the interaction is 
strong enough to tightly bind it is positive. Somewhere in 
between, the scattering length changes sign as it becomes 
infinitely large. This point, where the scattering length 
is infinite is called the unitary regime. It separates the 
regions with and without bound states for the two-atom 
system. In the many-particle system, these two regimes 
are called the BCS (attractive interactions but no two 
particle bound state) regime and the BEC regime (strong 
attractive interactions with a two-body bound state).  This 
is illustrated in Figure 1, where loosely bound overlapping 
pairs (the analogue of electron Cooper pairs in BCS theory) 

with spatial extent much larger than the inter-particle 
distance are shown in the right lower corner (labeled BCS).  
Tightly bound molecules form bosons when the interaction 
is very strong and here the size of the boson is much 
smaller than the inter-particle distance (labeled BEC for 
Bose-Einstein condensate regime).     

Figure 1. Schematic figure showing the strong and weak coupling 
regions being explored in cold atom experiments. The unitary 
regime separates the BCS and BEC regions (see text for an 
explanation).

The unitary regime where the scattering length is infinite 
presents a unique many-particle system. It is strongly 
interacting and yet there is no dimensional measure of this 
strength. All properties of the system can be expressed 
as a function of the particle density - as in the case of a 
non-interacting gas of fermions. For example, the energy 
per particle at near zero-temperature will have the 
form E = ξ EFG   where EFG   is the energy per particle of a 
non-interacting Fermi gas. ξ~0.4 is a universal constant 
that had predicted by theoretical work and confirmed 
experimentally in cold atom experiments.  Similarly, the 
energy gap of the superfluid state at unitarity is given 
by Δ = δ EF where δ is a universal constant. Developing 
theoretical methods to predict the value of δ from a 
microscopic theory and devising a strategy to measure this 
directly in an experiment has been a major goal in this area 
of research.  In the subsequent section we shall describe 
how our research helped address both of these issues. 

While cold atom experiments have now firmly established 
that symmetric Fermi systems with attractive interactions 
show superfluid behavior at low temperature, the phase 
structure and properties of asymmetric systems is largely 
unknown. The asymmetry can be caused either by trapping 
different numbers of spin-up and spin-down fermions, or 
by trapping atoms with different masses (a mixture of 6 Li 
or 40K atoms), or both. For the case of equal masses but 
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different densities, theoretical predictions span a wide 
range of possibilities. They include: (i) phase separation 
into symmetric (unpolarized) superfluid state that coexists 
with macroscopic regions of normal state with a high 
degree of polarization (polarization here implies an excess 
of one species); (ii) A uniform superfluid state with a 
finite polarization in the bulk (this phase is also called a 
gapless superfluid because the excess species behaves like 
a normal Fermi system);(iii) inhomogeneous superfluid 
state where the energy gap varies periodically in space. 
Inhomogeneous states were proposed earlier by Ferrel and 
Fulde [8] and by Larkin and Ovchennikov in the context 
of polarized electronic systems [9]. Finding unambiguous 
signatures of these novel asymmetric phases has however 
been elusive in electronic systems and cold atom systems 
where we have more control on the interactions and 
asymmetry may provide a better environment to discover 
them. In the subsequent section we describe our work on 
asymmetric Fermi systems and identify specific conditions 
under which we expect novel phases to appear in the cold 
atom experiments. 

Scientific Approach and Accomplishments
Strongly interacting matter is difficult to study using 
analytic methods developed to treat quantum mechanics 
and statistical physics. These methods are based on 
perturbation theory and typically apply only in regimes 
where the interaction energy is small compared to the 
kinetic energy. The exact energy of the system can in 
principle be written in the form a many dimensional 
integral. However, this integral cannot in general be 
obtained using analytic methods and computational 
methods to evaluate this integral rely in the Monte 
Carlo method where repeated random sampling of the 
integrand is used to obtain a statistical measure of the 
integral. This computational method called Quantum 
Monte Carlo (QMC) has been applied extensively to study 
problems in quantum chemistry and nuclear physics. 
In nuclear physics the interactions are strong and of 
short-range – analogous to the cold atom systems being 
studied in recent experiments. Carlson and collaborators 
developed over the past decade various approaches to 
study strongly interacting nucleons and we have applied 
these same methods to cold atom system where controlled 
experiments are now being performed as described earlier.   
In earlier work, Carlson and collaborators had predicted 
the energy per particle of symmetric Fermi gas in the 
unitary regime [10]. Our main goal was to apply these 
same techniques to determine the superfluid properties 
and investigate the possibility of realizing novel states in 
asymmetric Fermi systems. 

During the course of this work Carlson and Reddy 

performed QMC simulations to extract the value of the 
energy gap of the superfluid state in the unitary regime 
[11]. We simulated a symmetric system with one excess 
fermion and calculated the energy cost associated with 
this extra particle. Further, by varying the momentum 
of the extra particle we were able to obtain a curve that 
described how the energy of the extra particle changed 
with its momentum. This relation between the energy of 
the extra particle, which is called a quasi-particle because 
in the medium its interactions modify its properties, is 
called the quasi-particle dispersion relation.  The minimum 
of this dispersion curve corresponds to the energy gap 
[1]. Our next task was to determine how this gap could be 
measured experimentally. We realized that to measure 
this we would have to find a situation in which the system 
would preferentially favor the excitation of only one of the 
two species involved in the pair present in the symmetric 
state. Asymmetric systems where there was an excess 
of one hyperfine species of atoms in the trap naturally 
provided such an environment. Here measurements of 
the density profiles of the both species in the trap were 
already available from experiments done at MIT [12]. 
These experiments showed that decreasing temperature 
the trapped Fermi gas phase separated into a cloud of 
nearly symmetric (unpolarized) superfluid state in the 
center and a highly polarized normal state in the outer 
regions. This transition grew increasing sharp with 
decreasing temperature. A schematic illustration in Figure 
2 shows the density profiles in the trap with an excess of 
spin-up atoms.  

Figure 2. Superfluid and normal regions inside a cold atom trap. 
Thermally excited particles exists near the superfluid-normal 
interface.

Upon careful examination we discovered that the region 
close to transition boundary was especially susceptible 
to generating a polarization because the system favored 
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exciting the majority species. We used theoretical 
arguments to show how this polarization in the boundary 
region within the superfluid state was extremely sensitive 
to the energy gap and to the temperature and found a 
means of extracting both of these quantities from the 
experimentally observed density profiles.   We found that 
the gap Δ = (0.45 ± 0.05) EF where EF is the Fermi energy. 
This was the largest gap (relative to the Fermi energy) that 
has been experimentally measured and was in excellent 
agreement with our QMC prediction [11]. 

Carlson and Gezerlis then adapted their method to study 
simultaneously neutron matter at the large densities 
relevant inside the crusts of neutron stars and cold atoms 
[13]. They demonstrated the energy per particle and the 
superfluid gaps showed similar behavior. Further since 
the method was validated by comparisons to cold atom 
experiments for both the energy and energy gap, their 
predictions for neutron matter were significantly more 
reliable than earlier estimates. In particular, they found 
that the energy gap was significantly larger than those 
obtained using approximate many-body methods. This 
increase in the energy gap is likely to have important 
implications for modeling thermal evolution of neutron 
stars where superfluidity of neutron matter is known 
to affect both the heat capacity and the modes of heat 
transport in the neutron star [14]. 

To identify experimental configurations in the cold 
atom context where novel asymmetrical phases of 
superfluid matter would occur we explored two different 
approaches. In the first approach, Sharma and Reddy 
employed analytic methods, study the conditions 
under which the homogenous system become unstable 
to small perturbations that produce gradients in the 
superfluid density [15]. These methods are quantitatively 
reliable only when the interactions are weak but often 
provide qualitative guidance even in the strong coupling 
region. Our results suggested several parameters that 
experimentalists can tune to discover these gradient 
instabilities that are precursors to inhomogeneous 
supefluidity. In the second approach, Gezrelis, Gandolfi, 
Schmidt and Carlson studied a system of fermion with 
different masses - mixtures of 6 Li and 40K atoms [16]. They 
find interesting patterns of phase separation in these 
systems that could be experimentally realized and tested. 
At unitarity, they predict that such a system would contain 
three regions as depicted in Figure 3. Here a superfluid 
is sandwiched between two highly asymmetric normal 
phase. 

Figure 3. The superfluid and normal phases in a cold atom trap 
containing heavy and light species of fermions.

Impact on National Missions
Devising and testing theoretical methods to describe 
strongly coupled fermion systems has a broad range of 
applications and will help address important questions 
in nuclear physics, astrophysics and condensed matter 
physics. We anticipate that our work will impact DOE 
office of science missions in nuclear physics and nuclear 
astrophysics since they bridge the gap between terrestrial 
experiments in nuclear physics such as the planned Facility 
for Rare Isotopes (FRIB) at Michigan State University and 
its implications for nuclear astrophysics observations.
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Abstract
The prospect of creating an accurate functional 
mapping of the brain by directly imaging neural 
activity through magnetic resonance methods 
has captured the interest of the neuroscience 
community due to its potential revolutionary 
impact and far-reaching consequences, both for 
better diagnosing neurological disorders and 
for better understanding how the brain works 
in general.  Although much work has already 
been done in this area, a conclusive in-vivo 
demonstration of direct neural imaging (DNI) has 
yet to be seen.  The purpose of this project was to 
demonstrate, with computational modeling and physical 
experimentation, the feasibility of using the mechanism 
of resonant absorption to directly image neural activity 
in the human brain using magnetic resonance imaging 
(MRI) techniques at ultra-low field (ULF). This project has 
direct application to NNSA and DHS missions. It directly 
contributes to laboratory mission areas in complex 
biological systems, engineering, and health security.

Background and Research Objectives
The importance of understanding how the brain works 
has been recognized by the entire scientific community. 
The brain is one of the most complicated systems 
known to science, and although much is known about 
the structure and architecture of this system, very little 
is understood about how exactly this system works to 
manifest human cognition.  

In order to understand this, researchers must be able 
to “see the brain in action”.  The prospect of creating 
an accurate functional mapping of the brain by directly 
imaging neural activity through magnetic resonance 
methods has captured the interest of the neuroscience 
community due to its potential revolutionary impact and 

far-reaching consequences, both for better diagnosing 
neurological disorders and for better understanding how 
the brain works in general. 

In terms of functional neuroimaging, there are currently 
two techniques that are considered the state-of-the-art. 
The first is functional magnetic resonance imaging (fMRI)
[1]. This technique is based on the assumption that 
the neural activity in the brain will be associated with 
local hemodynamic changes (increases in blood flow, 
blood oxygenation, and blood volume). fMRI detects 
changes in the MRI signal that are induced by these 
hemodynamic changes. 

There are a few issues surrounding the use of fMRI to 
create accurate functional maps of the brain. First, while 
it has excellent spatial resolution (<mm), it has poor 
temporal resolution (2-5 sec, where the neural activity 
occurs on the order of ms) [2]. This is due to the natural 
physiological delay of the hemodynamic response, which 
therefore presents a fundamental limitation to this 
technique. Second, it is really only an indirect measure 
of neural activity, since it is actually measuring energy 
consumption of the neural tissue. Because of this, the 
fMRI signal is not necessarily co-located with the actual 
neural activity, and its magnitude is not necessarily 
linearly correlated with the strength of the neural 
response [3].

The second technique is electro-/magneto-
encephalography (EEG/MEG) [4].  This technique utilizes 
the fact that the neural currents associated with neural 
activity in the brain will produce electric and magnetic 
fields.  These fields can be detected just outside the 
head, and the spatial distributions of the fields can 
be used to back calculate where the fields originated, 
thus localizing the neural activity.  Unfortunately, many 
possible solutions exist for a single field distribution (ill-
posed electromagnetic inverse problem), and therefore, 
prior knowledge of brain activity must be used in order 
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to narrow down the solutions [5].

It has been proposed that magnetic resonance imaging 
(MRI) may actually be able to directly detect neuronal 
activity [6].  The basic premise is that the magnetic fields 
produced by the neuronal currents associated with neural 
activity will perturb the proton spin dynamics, thus 
altering the MRI signal directly. The tissues in the body 
are primarily composed of water, and the protons of the 
water molecules each have a net nuclear spin.  In general, 
these spins are oriented in random directions, but when an 
external magnetic field is applied, they can become aligned 
to the direction of that field.  Once aligned, the spins are 
then “tipped” to be perpendicular to the direction of 
the field, after which, they precess around the direction 
of the field at a frequency called the Larmor frequency.  
Eventually, the spins dephase and relax back to the 
direction of the applied field.  The proton spin dynamics 
(frequency and dephasing time) are affected by the 
local strength of the magnetic field.   Thus, a perturbing 
field introduced by activated neurons would alter the 
precession locally, and change the MRI signal.

In the past 10 years, several research groups have 
conducted studies aimed at directly imaging neural activity 
using magnetic resonance techniques [7-9]. Among these 
have been a significant number of reports of in-vivo 
detection [7], where evoked neuronal responses have been 
imaged using conventional high field (HF) MRI instruments. 
However, to date, none of these in-vivo claims have been 
reproduced [9]. The primary confounding factor in each of 
these studies was the presence of the much larger blood 
oxygenation level dependent (BOLD) signal, where the MRI 
signal is altered by the increase in blood flow and blood 
oxygenation near the area of the neural activity [10]. It 
has been proposed [11] that the large BOLD effect on the 
MRI signal may become insignificant at ultra-low fields 
(ULF), where the magnetic field used to induce the proton 
spin precession (which gives rise to the MRI signal) is ten 
thousand times less than HF MRI magnetic fields[12]. 

Our group [12], together with two other groups [13,14], 
has experimentally demonstrated ULF-MRI. While the 
NMR signals underlying MRI, known as the free induction 
decay (FID), are dramatically weaker at ULF than HF, we 
acquired high signal-to-noise measurements of FIDs at 
ULF using superconducting quantum interference device 
(SQUID) technology. The recognition that BOLD artifacts 
are virtually nonexistent at ULF led us to attempt to 
measure the effect of electrophysiological activity on NMR 
signals [11] with marginal success. The effect our team 
measured was a faster dephasing (T2*) in the ULF-MRI 
signal from a ‘stressed’ muscle as compared to a ‘relaxed’ 
muscle. The marginal statistics we obtained demonstrate 

the difficulty of such a measurement, even for a strong 
bioelectric source such as a muscle. Confounding the 
problem even further are systematic effects such as cell 
elongation, muscle motion, etc. that can not be readily 
decoupled from the desired electrophysiology. 

However, while very careful optimization of our ULF 
system, described in Reference [15], might still enable us 
to detect a correlation between T2* and neural activity 
in the brain, there exists another benefit to attempting 
DNI at ULF that is potentially much more significant than 
simply removing the BOLD artifact. Specifically, there is 
an additional enhancement of the DNI signal that is only 
possible at ULF.  This enhancement arises when the Larmor 
precession frequency of the proton spins overlaps with 
the frequency content of the neural activity.  The Larmor 
precession frequency is set by the magnitude of the 
external magnetic field used in the MRI protocol.  Thus, 
at HF conditions, this can be several hundred MHz; but 
for ULF conditions, the Larmor frequency can be brought 
down to a few hundred Hz.  Because the frequency 
content of neural activity is limited to <1000Hz, ULF is 
necessary to achieve this overlap and the corresponding 
signal enhancement. Thus, the DNI signal will be further 
enhanced under ULF conditions (only) by a resonant 
coupling between the spin precession dynamics and the 
frequency content of the neural activity.

We had several research objectives aimed at testing our 
hypothesis that the NMR signal resulting from a population 
of protons with a given spin alignment will decay more 
quickly as a consequence of spin relaxation caused by 
resonant absorption when the proton Larmor frequency 
overlaps with frequency bands of cortical activity 
containing significant energy. 

Our first objective was to experimentally test this 
hypothesis with simple phantoms consisting of a current 
source in a bolus of saline solution. These experiments 
were successful in demonstrating that the signal from 
the current can be enhanced significantly under resonant 
absorption conditions. 

Our second objective was to use a neural model 
developed at LANL [15] in conjunction with an interaction 
Hamiltonian for nuclear spin states to predict the effect 
of resonant absorption on spin relaxation.  Again, these 
efforts were successful in allowing us to create an accurate 
neuronal model and simulation toolset to predict both the 
magnitude and the phase of the DNI signal, taking into 
account any resonant absorption effects.

Our third and fourth objectives were to experimentally 
demonstrate a statistically significant reduction of proton 
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T2* with cortical activation using well known stimuli 
protocols, and to use gradient-encoding to spatially 
localize the DNI activity using ULF-MRI techniques [12,16]. 
Although we were not able to successfully demonstrate 
DNI in-vivo, we were able to use the insight gained from 
the successful completion of the previous two objectives 
to determine the best course of action to achieve these 
goals.  This knowledge is being used to design improved 
experiments for demonstrating DNI in-vivo under other 
grants.

Scientific Approach and Accomplishments
With respect to the first objective, we have explored our 
hypothesis with several first-principal demonstration 
experiments.  As reported previously [17], we performed 
several current phantom experiments to determine 
the correct measurement field for detecting currents in 
the range of neurally-generated currents.  The current 
phantoms consisted of 1% NaCl + 0.5g/l CuSO4.  We 
applied three different waveforms: a DC current, a 
modulated sinc pulse, and a pseudo-random waveform 
(designed to mimic the typical neuronal response). Using 
these current waveforms, we detected a current of 
approximately 10 µA which generated a field of 20 pT in 
a voxel of 3 mm x 3 mm x 2mm.  This current value was 
chosen to be physiologically realistic, based on previous 
estimates of neuronal current strengths.  In addition, these 
studies revealed that DNI signal enhancement did indeed 
occur – and that this enhancement was measureable 
– when the Larmor frequency overlapped with the 
frequency content of the current waveform.  However, 
we were not able to conclusively determine the spatial 
location of the enhanced signal.

We have developed a multiple echo protocol for 
generating magnetic resonance images at ultra-low fields. 
These MRI techniques are the prerequisites for refining the 
protocols to elicit the direct neuronal images. The details 
of the techniques are included in [18-20]. 

Using this protocol, we have performed some additional 
phantom experiments.  We detected a phase change in the 
MRI signal that was localized to the position of the current 
in the phantom.   

For the second objective, we have constructed a library 
of neurons consisting of the major cell types found in 
the cerebral cortex.  To ensure that the neurons are 
as realistic as possible, we investigated the effects of 
changing the distribution and composition of these 
conductances on the firing patterns of the neurons 
and adjusted them to match experimental data.  Using 
anatomical and electrophysiological data, we connected 
these neurons in such a way as to produce neurons with 

functional receptive fields.  This network of neurons was 
given realistic input to produce firing patterns that were 
consistent with experimental data.  

Furthermore, we derived the theoretical time evolution 
behavior of the proton spin in the presence of a 
generalized time-varying perturbing magnetic field.  This 
has revealed the additional resonant absorption effect that 
we hypothesized.  The perturbing magnetic field will not 
only change the MRI signal phase and amplitude (which 
are the effects utilized in high field MRI studies), but it will 
enhance the change in the MRI signal amplitude if it has 
time-harmonic components that overlap with the Larmor 
frequency from the applied measurement field.  Because 
the frequency content of neural activity is limited to 
<1000Hz, ULF is necessary to achieve this overlap and the 
corresponding signal enhancement.  Thus, we have found 
that the DNI signal can be substantial if this condition 
is met and the power spectral density of the neuronal 
activity shows significant power present at the overlap 
frequency.

We have used this derivation to write a 3D Finite 
Difference Time Domain code that is capable of calculating 
the MRI signal from arbitrary time-varying current 
waveforms throughout time.  We have found that this 
resonant absorption effect could cause significant changes 
in the MRI signal.  A characteristic resonance curve is 
observed when the frequency of the sine wave passes 
through the “on-resonance” condition.  For the third and 
fourth objectives, we have used the successes and insight 
gained from the first two objectives to refine our imaging 
protocols and determine the best possible experimental 
conditions for observing DNI in-vivo.  We have designed 
and build several SQUID-based ULF NMR/MRI systems: 
a one-channel ULF NMR system to study relaxation 
properties of materials at ULF, field-of-view (FOV) Ø5×5cm; 
a 7-channel ULF MRI system for human brain imaging, 
FOV Ø20×5cm; a 7-channel ULF-MRI system for liquid 
classification, Ø30×10cm (DHS-funded MagViz project).  

Based on our calculations and experimental results,  the 
best possibility of conclusively demonstrating DNI is 
through imaging an epileptic brain using ULF MRI. First, 
because the neural currents associated with epileptic 
activity are 1-2 orders of magnitude larger than typical 
evoked response activity in the brain [21], the DNI 
signal from this activity is expected to be much larger. 
Second, the DNI signal will be further enhanced under 
ULF conditions by a resonant coupling between the spin 
precession dynamics and the frequency content of the 
epileptic activity[17].  The higher frequency content of 
epileptic activity will allow us to use a higher measurement 
field to achieve resonance and to achieve a better signal-
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to-noise ratio. Third, the DNI signal will be easier to detect 
due to the large spatial extent of the epileptic activity in 
the brain [22]. Fourth, attempting DNI at ULF rather than 
HF eliminates the need to extract the small DNI signal from 
the much larger BOLD signal, as mentioned above. Thus, 
we believe that the accomplishments we have obtained in 
this grant has laid the foundation for the final successful 
demonstration of DNI in-vivo through carefully controlled 
experiments that are designed to explore a “best case 
scenario” condition.  

Impact on National Missions
The technique of ultra-low field MRI developed here, 
because of the ability to detect and differentiate a vast 
array of materials, has direct application to NNSA and 
DHS missions, including Threat Reduction, by developing 
technologies to detect nuclear materials and/or other 
threat materials. Specifically, our work in this area has fed 
into a new program under DHS to detect the presence of 
threat substances at airport screening portals (the MagViz 
project).

“Understanding the human brain” has been identified 
as one of the main focus areas within the Complex 
Biological Systems Grand Challenge, this work directly 
addresses this challenge. Future work can build off of 
our accomplishments here for advancing neuroscience 
research, building new imaging and diagnostic tools, 
and developing novel methods for disease identification, 
thus contributing to laboratory mission areas in complex 
biological systems, engineering, and health security.  This 
work directly feeds into the lab missions of reducing global 
threats and solving other emerging national security 
challenges.
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Abstract
This program constructed the world’s fastest robotic 
telescopes and used them to make unprecedented color 
cosmic cinematography of explosive phenomena in the 
Universe.   Key technical achievements were: (1) the 
deployment of robotic systems capable of collecting 
simultaneous multi-color observations of the optical 
light from gamma-ray bursts within 10 seconds of the 
notification of the explosion and (2) the fielding of a 
new technology camera that is capable of imaging fast 
optical flashes with much greater temporal resolution 
than is possible with conventional astronomical cameras.  
Using these assets we were able to study the brief 
flashes of light emitted when some of the very first stars 
born in the universe collapsed to form black holes. By 
studying these gamma-ray burst explosions through its 
flash of visible light and the afterglow generated by the 
interaction of the explosive ejecta with the surrounding 
material, we obtained important new clues about 
nature’s largest explosions and the early universe in the 
era before our solar system was formed. 

Background and Research Objectives
Since their discovery by scientists at LANL in the early 
1970’s [1] the study of gamma ray bursts (GRBs) has 
been one of the most intriguing areas of research in 
astrophysics. These fleeting flashes of gamma-ray 
emission occur at random positions in the sky, typically 
last less than a minute, and are usually the brightest 
object in the gamma-ray sky. Further, for the gamma-
rays to escape the intense internal radiation fields 
in these explosions, the emitting material must be 
accelerated to speeds that are 99.99% of the speed of 
light. 

In recent years, substantial progress has made in 
understanding these cosmic explosions because satellite 
gamma-ray detectors have gained the capability to 
localize quickly the GRB positions with sufficient 
accuracy to allow timely follow-up observations at lower 

energies. The result has been the discovery of fading 
radio, optical, and X-ray afterglows at the locations of 
the GRBs respectively. Optical spectroscopy of those 
afterglows taught us that gamma-ray bursts are more 
amazing than almost everyone had dared to speculate—
they are the largest explosions since the Big Bang, the 
most distant objects known in the Universe, and provide 
an avenue to observe the environment and the birth of 
the very first black holes in the Universe. The current 
distance record holder, GRB 090423 at a distance of 13 
billion light years, occurred only 630 million years after 
the Big Bang—less than one-twentieth of its current age.

Optical afterglow observations taken many hours after 
the GRB have provided burst distances, identified 
host galaxies, and determined the long-term temporal 
behavior of the burst afterglows. Based on those 
observations, it is now believed that approximately 
2/3 of GRBs are rare cataclysmic endpoints of stellar 
evolution where a massive star collapses to form a black 
hole  and another 1/3, so-called short/hard GRBs, are 
probably generated by neutron star- neutron star or 
neutron star-black hole mergers.  But observations of 
afterglows taken hours later tell us nothing about the 
details of these cataclysmic events. The extreme ultra-
relativistic nature of the outflow also means that the 
complex history of interactions and deceleration of the 
flow, which occurs on the timescale of a day in the frame 
of the moving gas, is carried by emission that arrives at 
Earth within the span of minutes. 

The goal of our project was to build the world’s fastest 
robotic telescope and to use it to make unprecedented 
cinematography of the GRBs during the critical first 
few minutes of the explosions. This record of the fast 
variability of the flash of visible light from the explosion 
will help us unravel the nature of explosive itself as 
well as the interaction of the fragments with the 
surroundings. But, since these flashes of light typically 
last less than a minute, we needed to solve the technical 
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challenge of deploying the cameras on ultra-fast slewing 
telescopes that can point to any direction in the sky and 
begin the cinematography in less than ten seconds.

To understand fully the nature of the explosion and the 
physics of the radiation mechanism, this cinematography 
must be color cinematography or, as it is called in 
astronomy, simultaneous multi-color imaging photometry. 
Normally multi-color imaging photometry is obtained using 
a color filter wheel to rotate filters into the optical path, 
one at a time, to construct a color image. But this will not 
work for studying GRB explosions because the brightness 
variations and likely intrinsic color variations are too fast 
for the slow filter wheel approach.  Further, there is also 
observational evidence [2] that many GRBs are associated 
with dusty star formation regions that are blocking much 
of the initial flash and theoretical calculations [3] that 
indicate that the ultraviolet light from the explosion is 
sufficient to destroy the dust during the first minutes 
after the burst---producing strongly variable obscuration. 
Clearly, in order to study the intrinsic spectral and 
temporal evolution during the first minutes, the effects of 
a variable dust screen have to be measured and removed 
from consideration. Simultaneous multi-color observations 
in three filters, when coupled with standard assumptions 
about the dust extinction law, allow one to separate the 
contributions from each effect.  Two of our key objectives 
were therefore: (1) to construct an instrument capable of 
truly simultaneous multicolor photometry starting within 
10 seconds of the burst onset and (2) measuring the color 
evolution during the explosive and early afterglow phase 
of those GRBs located by NASA’s Swift satellite.

These instrumental/observational goals were 
complemented by a theoretical modeling effort aimed at 
understanding the radiation mechanism, or mechanisms, 
responsible for generating the flash, or so-called prompt, 
emission generated by GRBs. In particular, our goal was to 
study the viability of the Synchrotron Self-Compton (SSC) 
mechanism—where the synchrotron photons generated 
by energetic electrons embedded in a magnetic field are 
scattered to higher energies by Compton scattering with 
the same parent population of energetic electrons.

Scientific Approach and Accomplishments
We carefully considered several approaches for building 
instrumentation to explore the expected fast spectral (i.e. 
color) variations in GRBs. Since the real time positions of 
the GRBs provided by the Swift BAT (Burst Alert Telescope) 
typically have an uncertainty of a couple of arc-minutes, 
one cannot use conventional slit spectroscopy. Other 
options include an integral field spectrograph (too 
expensive) or slit-less spectroscopy employing an objective 

prism (adds too much to the telescope moment of inertia), 
a grism, or a transmission grating. The later techniques 
disperse light and re-image it onto the CCD (charge-
coupled device) camera so the spectrum is recorded as 
spatial brightness variations. A serious disadvantage of 
this approach is that the integrated sky background over 
the entire wavelength range falls into the pixels that carry 
source signal from a narrow wavelength range. Such sky 
background issues are particularly problematic for fast 
focal ratio telescopes because, for a given sky brightness, 
the sky background photons per pixel scale as (pixel size/ 
focal ratio)2 independent of the telescope aperture. We 
concluded that the dramatic reduction in sensitivity and 
the spectral confusion problems make grating techniques a 
poor choice for relativity small telescopes that aim to study 
spectral variations during the first minutes of a GRB.

We found that the optimal approach for measuring rapid 
spectral variations in the first minutes after a GRB trigger is 
direct imaging photometry through broad-band filters. The 
idea is to simultaneously image the GRB location either 
through multiple co-aligned telescopes with different 
filters or a single telescope with dichroic splitters and a 
multi-color camera system.   To maximize the signal-to-
noise ratio (SNR) one should opt for the highest focal ratio 
possible. For a given CCD chip size, the maximum focal 
length of the telescope is constrained by the required 
field-of-view (FOV).  The requirement of a FOV at least 
10 arc-minutes across, placed by the BAT GRB location 
uncertainties, limits the focal length to less than 4.8 
meters for a 14mm chip. For a 0.4-meter telescope this 
corresponds to a focal ratio of f/12 and yields, given the 
same pixel size, 36 times fewer sky background photons 
per pixel than a fast telescope with focal ratio f/2. The best 
photometric sensitivity is achieved by direct CCD imaging, 
with a slow focal ratio telescope through a broad-band 
filter, employing a back illuminated chip with a pixel size 
that gives Nyquist sampling of the point spread function 
and has a fast readout scheme with minimal read noise. 

This project supported the completion of our RAPTOR-
T(echnicolor) telescope that employs an array of 
telescopes to conduct simultaneous imaging through 
broad-band filters.  The telescope is composed of four 
high-end COTS (commercial off-the-shelf) optical tube 
assemblies that are co-aligned and co-located on a single 
rapidly slewing mount (Figure 1). Each of the four tube 
assemblies is a 0.41-meter f/10 cassegrain telescope. 
To make simultaneous multicolor observations of the 
prompt and early optical afterglow emission from GRBs, 
each RAPTOR-T optical tube images the same field but 
through a different broad-band (clear-VRI) filter. A limiting 
magnitude of R~18.5 in 10 seconds is achieved at our 
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Fenton Hill observatory site using a camera at the focal 
plane that employs a 1Kx1K Marconi back-illuminated CCD 
chip. All four cameras are synchronized in order to perform 
simultaneous multi-color imaging. 

Figure 1. The RAPTOR-T rapid response telescope that is capable 
of  simultaneous multi-color imaging anywhere in the visible sky 
in less than 10 seconds.

An advantage of this approach, beyond speed of 
development and lower cost, is the much more compact 
size of the telescope for a given focal ratio. This in turn 
translates into a lower moment of inertia and makes it 
much easier to achieve the extremely rapid slewing speeds 
needed to begin observations of GRB optical emission in 
less than 10 seconds after a GRB trigger. The RAPTOR-T 
servo motors and drive system has been significantly 
scaled up to achieve the same slewing speed and settling 
specifications as the previous generation of our mounts—
able to be on a burst location and begin observations 
in as little as six seconds after the GRB trigger. No other 
telescope with an effective aperture as large as RAPTOR-T 
is capable of observing prompt optical emission from GRBs 
within ten seconds of the GRB trigger.

This RAPTOR-T telescope array provided interesting 
information on the color evolution of the optical emission 
during the critical first minutes after the start of a 

GRB explosion. For example, we collected important 
measurements of GRB080319a—the most luminous 
object ever detected by mankind. It was so bright that it 
saturated all the cameras on RAPTOR-T during the intense 
prompt flash. But, as the flash faded, we measured color 
evolution (Figure 2) consistent with a rapidly decaying red 
component followed by emergence of a blue afterglow. 
Straightforward interpretation of the observations 
suggests that the rapidly decaying red component is the 
detection, for the first time, of large angle prompt optical 
emission [4]. The blue component that emerged later is 
best understood as afterglow generated by forward shock 
interaction with the surrounding environment. 

Figure 2. The optical light curve for GRB 080319b---the “naked 
eye” burst---collected by our RAPTOR network. The transient was 
independently detected and followed over an unprecedented 
dynamic range by four fully autonomous instruments in the 
RAPTOR telescope network: a rapid response, simultaneous 
multi-color, imaging array, RAPTOR-T;  a wide-field survey 
array RAPTOR-P; and an all-sky monitor RAPTOR-Q. Our rapid 
response telescopes were saturated during the bright prompt 
emission at (t-to)<60 seconds, but the RAPTOR-Q full-sky monitor 
measurements agree well with the data collected by other small 
monitors reporting detections: TORTORA  and Pi-of-the-sky.  Our 
RAPTOR-Q measurements for ~30 minutes before the GRB rule 
out significant optical precursor emission.

We also combined our early time RAPTOR optical 
measurements with multi-wavelength measurements 
made by other groups to pose interesting questions about 
the nature of the broad-band afterglow in GRBs and show 
that the physics is still not fully understood. For example, 
we detected a very bright early afterglow from GRB 



799

061126 that, when combined with observations by the 
Berkeley Group, showed an optical to infrared spectrum 
that is an excellent fit to a power law, but exhibits red-
to-blue color evolution at about 500 s after the burst. 
Like GRB 080319a, this color change is contemporaneous 
with a switch from a relatively fast decay to slower decay. 
This rapidly decaying early afterglow is consistent with 
synchrotron emission from a reverse shock, but the bright 
forward-shock emission predicted—in the standard 
afterglow picture---by the X-ray observations was not 
observed. Further, the flat the optical-to-X-ray spectral 
shape observed at late times would qualify this burst as a 
“dark burst” despite its remarkable early-time brightness. 
However the observations showed no evidence for host 
galaxy extinction, requiring either large quantities of gray 
dust in the host system or separate physical origins for the 
X-ray and optical afterglows [5]. 

Another key technical achievement of our program was 
the deployment of the first Electron Multiplication CCD 
(EMCCD) for gamma-ray burst research. EMCCDs are 
similar to conventional CCDs except an additional gain 
register is placed between the readout register and the 
output amplifier. That gain register is composed of a large 
number of impact ionization stages. In each stage, the 
number of electrons is only increased by a percent (or 
less). But the number of stages is large (~500-1000) so 
that individual signal photons can generate thousands of 
output electrons. This dramatically improves the signal-
to-noise ratio and allows sensitive high-cadence imaging 
with a relatively high quantum efficiency (~80%) chip. 
During the final phase of the project, we deployed a 
EMCCD on our new RAPTOR-Z (0.5-meter, f/7, Ritchey-
Chretien) telescope which is the fastest slewing mount 
ever constructed for astronomical research. The RAPTOR-Z 
telescope (Figure 3) is capable of pointing to any direction 
in the sky and starting imaging in less than 5 seconds.  
This new technology gives us a capability--- unmatched 
anywhere in the world--- to explore the sub-second optical 
variability of GRB explosions.

The theory component of our program also had several 
significant accomplishments.  For example, Alin Panaitescu, 
a postdoctoral student working on the project, completed 
numerical modeling of broadband (radio, optical, and 
X-ray) afterglow emission from GRBs.  In particular, he 
expanded the standard fireball model to include outflows 
with angular structure, energy injection in the blast wave, 
and a more complete picture of reverse shock emission. 
This work was applied to the interpretation of the new 
classes of afterglow behavior that were identified for 
the first time in our paper [6]. It has also given us the 
capability to constrain, when used in conjunction with our 

RAPTOR observations, the fundamental parameters of the 
relativistic outflow. 

These tools were applied to an analysis of the synchrotron 
self-Compton (SSC) model for the prompt optical and 
MeV gamma-ray emission from GRB 080319B. We were to 
determine to the GRB source location, Lorentz factor, and 
magnetic field strength.  The Compton parameter inferred 
from our observations, led to the conclusion that, if the 
SSC model is correct, GRBs should be capable of generating  
bright, very high-energy (GeV) emission, whose properties 
(flux, spectrum) can  be measured by NASA’s recently 
launched Fermi observatory.

Figure 3. The RAPTOR-Z telescope is a 0.5-meter Ritchey-Chretien 
that has been modified to withstand very high accelerations.  
This robust telescope assembly and high speed mount allow the 
telescope to begin ultra-high cadence light curve measurements 
for a source anywhere in the visible sky in less than 5 seconds 
after receipt of an event trigger. The deployment of a new 
technology  electron multiplication imager on this telescope gives 
us an capability that is unmatched, worldwide, for the study 
of  the flash of prompt optical emission from gamma-ray burst 
explosions.

Impact on National Missions
This work developed important new capabilities that can 
be applied to Space Situational Awareness and the study 
of rapid astrophysical transients.  The capability we de-
veloped to make rapid response observations with high 
cadence EMCCD imagers, for example, led to a new four 
year NASA-funded research program to study the opti-
cal emission from gamma-ray bursts localized by NASA’s 
Swift mission.  Our work also received significant favorable 
attention in the popular press.  For example we were fea-
tured prominently in an article on the future of astronomy 
in Astronomy magazine entitled “Invasion of the Robotic 
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Telescopes” and the National Geographic  Television pro-
gram entitled “Monster Black Holes.”
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Abstract
We have developed techniques required for a series of 
precision neutron decay experiments at ORNL. We have 
demonstrated that all significant sources of systematic 
errors can be controlled to the required level, with the 
exception of precision neutron polarimetry. In the latter 
case we have collected a set of high-quality neutron 
data at LANSCE, that we believe will be sufficient to 
demonstrate neutron polarimetry at the 0.1% level. 
Analysis of this data will be completed in the near future 
by our external collaborators. A proposal has been 
written and submitted for future experiments to test the 
Standard Model using the cold neutron beam at ORNL.

Background and Research Objectives
Precision studies of neutron properties are important 
ways to look for new physics and test new theories. The 
current Standard Model of nuclear and particle physics 
provides a framework for all of nuclear and particle 
physics and includes very precise predictions for how 
the neutron decays through emission of an electron 
and a neutrino (beta decay). These predictions, for 
example the probability that the electron or neutrino 
is emitted in the same direction as the neutron spin, 
or the probability that the electron and neutrino are 
emitted in the same direction, can be tested by precise 
experiments. Differences between the predicted and 
measured results would indicate the discovery of 
new, “Beyond the Standard Model” physics. For these 
reasons, the neutron acts as an important laboratory 
for nuclear and particle physics. To measure these 
decay parameters with the required precision, sufficient 
neutrons must be available to provide adequate 
statistics. The Spallation Neutron Source, currently being 
commissioned in Oak Ridge Tennessee, will provide an 
intense beam of neutrons suitable for such experiments. 
In addition, false effects (systematic errors) must be 
reduced to very low levels. One such effect is imperfect 
knowledge of the neutron polarization. This project 
studied the feasibility of reducing all such systematic 

errors to the required level of precision to demonstrate 
that a precision neutron decay experiment can be 
conducted that is an order of magnitude more precise 
than previous experiments [1].

Scientific Approach and Accomplishments
The project has made major project on three fronts: 
demonstration of a new precision neutron polarization 
technique, further analysis of systematic errors, and 
conceptual design of the experiment.

Precision neutron polarization at the 0.1% level is a key 
requirement for precision neutron decay experiments. 
Our design relies upon the unique interaction of 
neutrons with polarized helium-3 gas. Circularly 
polarized laser light produces atomically polarized 
rubidium, which spin-exchanges with helium-3 to 
produce nuclear-polarized helium-3. Cold neutrons 
passing through the polarized helium-3 are absorbed 
with high probability if their spins are opposite to the 
helium-3, and with much lower probability if theirs 
spins are the same as the helium-3. This produces 
a high neutron polarization, and gives a powerful 
method of measuring the neutron polarization, since 
the interaction between the neutrons and helium-3 
is understood to a few parts in 10^5. In principle, the 
neutron polarization can be determined with this 
technique with a precision of less than the required 
0.1%. What limits the actual precision of this technique 
are neutron backgrounds, electronic noise, and other 
practical matters.

We constructed an experiment at LANSCE to test 
this technique consisting of a polarized helium-3 cell 
with neutron transmission monitors, plus a neutron 
polarization analyzer, a spin flipper, and an additional 
transmission monitor to check the polarization with 
an independent technique (Figure 1). The first of 
three planned runs was conducted during the 2007 
LANSCE run cycle and resulting in a statistically and 
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systematically limited precision of 0.7%. The main 
systematic was due to noise in the beam monitors. 
Because the data is still be analyzed by external 
collaborators, the resulting precision is not yet known. 
However, the monitor noise was reduced significantly, 
and we believe a 0.1% precision is possible from this data. 
Figure 2 shows a preliminary analysis of a subset of this 
data. In addition we definitively answered a question 
from previous experiments about the mechanism for 
depolarization of helium-3 by intense neutron beams. This 
result has been published in the journal Physical Review 
Letters.
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Figure 1. Schematic drawing of the precision neutron polarimetry 
apparatus used for the experiments at LANSCE.
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Figure 2. Preliminary determination of neutron polarization as a 
function of neutron time-of-flight.

An experiment at the 0.1% precision level requires 
careful control of systematic effects that can result in an 
incorrect measurement. We have carefully investigated 
several such effects and presented the findings in a 
98-page beam time proposal to the Spallation Neutron 
Source (SNS) Fundamental Neutron Physics Beamline 
(FnPB) Physics Review and Advisory Committee (PRAC). 
Systematic effects that have now been analyzed include: 
neutron depolarization effects, electric and magnetic field 

inhomogenieties, electron and proton backscattering from 
detector surfaces, detector timing and energy resolution, 
proton scattering from residual gas, and electron trapping 
by Penning traps. In total, 18 separate potential systematic 
effects are analyzed in this document. As an example, 
proton scattering from residual gas is analyzed to show 
that the 10^-8 mbar vacuum planned for the spectrometer 
will be sufficient to meet the goals of the experiment.

The conceptual design of the experiment has advanced 
in several aspects. The spectrometer magnet, originally 
conceived to be a monolithic superconducting magnet, 
is now envisioned as a modular device, consisting of 
separate coil sections. This arrangement will allow the 
configuration to be optimized for the different neutron 
decay parameters. We are working with an engineer 
at SNS to fully develop the concept for the magnet. A 
second example is a load-lock system that will allow the 
detectors to be installed and removed from the cryogenic 
spectrometer without warming the spectrometer to 
room temperature. A LANL engineer has generated the 
conceptual design for this mechanism and as a preliminary 
cost estimate.

DOE Office of Nuclear Physics has asked ORNL for a 
detailed cost estimate for a first phase of this experiment, 
called Nab, that will measure the unpolarized correlation 
coefficients a and b from neutron decay. This experiment 
has approval from ORNL to begin installation in 2013, 
contingent upon DOE funding. ORNL has also asked for 
an update on the precision neutron polarization work 
performed in this project, to reach a decision on approving 
the full experiment, call abBA, that will measure four 
correlation parameters in neutron decay.

Impact on National Missions
Testing a model that describes the most basic properties 
of matter is a core DOE mission. Furthering our 
understanding of these properties of matter also impacts 
other mission areas including nuclear weapons and fusion 
research. Finally, particle detectors developed here will 
impact the threat reduction missions of DOE and DHS.
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Abstract
Magnetized “bubble” plasmas are ubiquitous in both 
astrophysical environments and in laboratory fusion 
experiments, and they are thought to be governed by 
very similar physics.  Examples include extra-galactic 
radio lobes, which persist for a Hubble time (1010 years) 
and laboratory “compact toroids” (CTs) which have 
many applications in magnetic fusion energy research.  
This LDRD has focused on the theory and numerical 
modeling of the injection of magnetized bubble 
plasmas into a lower density background plasma, with 
both astrophysical and fusion applications in mind.  A 
key astrophysically-relevant result of this work is the 
demonstration of how a magnetic field allows the 
persistence of a radio lobe for a Hubble time, and an 
important fusion-relevant result is the identification of 
a parameter regime where CT injection into a reactor-
grade tokamak plasma could potentially be used for re-
fuelling, as needed on the International Thermonuclear 
Experimental Reactor (ITER).

Background and Research Objectives
Magnetized “bubbles” are very common in the Universe.  
Observations in the X-ray spectra show “cavities” with 
diameters of tens of thousands of light-years [1].  It 
is thought that these X-ray cavities were formed by 
radio-emitting lobes emanating from galaxies.  Recent 
observations show that the radio lobe plasmas have 
appreciable magnetic fields [2].  This has led to new 
theoretical models [3], in which radio lobes are thought 
to be gigantic plasmas with twisted magnetic fields.  The 
details of how radio lobe plasmas evolve and interact 
with the intergalactic media are not well understood.  
They depend on underlying plasma physics phenomena 
that are the subjects of this research.  In order to 
develop further insights into extragalactic radio lobes, 
a laboratory plasma experiment called the Plasma 
Bubble Expansion Experiment (PBEX) [4] has been built 
to study some of the underlying plasma physics issues 
upon which leading radio lobe models are based. The 

experiment is to study the related model problem of 
a magnetized plasma “bubble” expanding into lower 
pressure background plasma.  The first significant task 
of this project has been to perform three-dimensional 
numerical simulations of this experiment.

Magnetized bubbles are also very important in magnetic 
fusion plasma research.  It is important to deliver 
new fuel into the core of a tokamak fusion plasma to 
maintain its steady-state operation.  One proposed 
way to do so is to inject a magnetized bubble plasma 
called a compact toroid (CT) into the tokamak.  CT 
fuelling is considered to be the most promising method 
because the injection speed via this method is far higher 
than those of competing methods, and the fuel can 
be delivered into the core of the tokamak.  Although 
extensive worldwide efforts have been devoted to 
studying CT fuelling [5], the dynamics of core CT fuelling 
of large devices such as ITER [6] is not well understood, 
and thus this was the second significant focus of this 
LDRD project.

Scientific Approach and Accomplishments
For the numerical study of PBEX, a high density 
magnetized rotating bubble plasma is injected radially 
into a cylindrical plasma volume confined by a weak 
axial magnetic field.  The numerical simulations 
were done with a new three-dimensional (3D) ideal 
magnetohydrodynamic (MHD) code [7].  The simulations 
mimic PBEX and use experimentally measured or 
inferred parameters.  The numerical modeling helped 
guide the experiments and data interpretation. These 
simulations predict several key features of the bubble 
evolution.  First, the direction of bubble expansion 
depends on the ratio of the bubble azimuthal to non-
azimuthal magnetic fields, with a higher ratio leading to 
expansion predominantly in the direction of propagation 
and a lower ratio leading to expansion predominantly 
normal to the direction of propagation.  Second, a 
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shock is formed ahead of the bubble as it propagates 
into the background plasma (Figure 1).  Third, the bubble 
expansion and propagation develop asymmetries about its 
propagation axis due to the asymmetric way in which the 
bubble magnetic field interacts with the background field.  
These results were published in a Physics of Plasmas [8] 
peer-reviewed article.

Figure 1. Density plot (logarithmic color scale) of plasma 
bubble propagating into a background plasma, where  Z is the 
propagation direction, from ideal MHD simulations. Ahead of the 
bubble we identify a leading shock and a trailing wavefront.  The 
bubble evolution develops asymmetry about the propgation axis 
due to the asymmetric background magnetic field.

For the study of CT fueling, we employed a simple 
idealized model of CT propagating into a uniform slab 
plasma with a uniform magnetic field perpendicular to the 
CT injection direction, mimicking CT fuelling into a large 
tokamak.  This model helped us identify different regimes 
of operation in terms of CT injection speed, density, 
and magnetic field strength, as well as understand the 
essential physics occurring during CT injection.  Compared 
with past work on CT injection numerical simulations, we 
investigated new regimes especially in terms of higher 
injection velocity and a more ITER-relevant ratio of CT-
to-background magnetic field. Simulations with higher 
injection velocity were made possible by the shock-
handling capability of our three dimensional MHD code 
[7].  The lower CT-to-background magnetic field ratios, 
compared with past work, was enabled by the higher 
resolution of our code, which allowed the boundary layer 
between the CT and background plasma to be properly 
resolved.  Key discoveries are as follows.  A regime is 
identified in terms of CT injection speed and CT-to-
background magnetic field ratio that appears promising 

for precise core fuelling.  Shock-dominated regimes, which 
are probably unfavorable for tokamak fuelling, are also 
identified. For the favored regime, the entire CT evolution 
can be divided into three stages: (1) initial penetration, 
(2) compression in the direction of propagation, and 
(3) coming to rest and spreading in the direction 
perpendicular to injection (Figure 2).  The CT forms a 
line-shaped structure almost parallel to the background 
magnetic field (Figure 2).  We have also studied how the 
penetration depth is determined and have found empirical 
rela1tionships between the penetration depth versus the 
initial injection speed and CT plasma density, i.e., the CT 
penetration depth is proportional to the CT injection speed 
and density (Figure 3).  A core fuelling system is all that a 
burning plasma may have to alter core plasma conditions 
and for burn control.  If a CT injection system is within the 
ITER relevant, no-shock/wavefront regime we identified, 
then precise core deposition with minimal background 
equilibrium perturbation may be possible.  These results 
appear in a Nuclear Fusion [9] peer-reviewed article.

Figure 2. Density (logarithmic color scale) in the X-Z plane at 
Y=0 as function of time.  White lines are contours of constant 
magnetic pressure.  The evolution can be divided into 3 stages:  
initial penetration, contraction and interaction of bubble and 
background magnetic fields, and finally the bubble coming to 
rest and spreading in the X direction.

Figure 3. CT penetration depth versus (a) injection speed and (b) 
density.  The penetration depth is proportional to injection speed 
and initial CT density. The line spread is around small compared 
to the system size, implying good localized deposition.
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Impact on National Missions
This work supported fundamental plasma physics and 
plasma astrophysics research at LANL, and it brought a 
postdoc (Wei Liu) to the Theoretical Astrophysics Group in 
T-Division.  The CT-injection work supports DOE Office of 
Science (SC) work in Fusion Energy Sciences (FES), which is 
part of LANL’s research portfolio in SC programs.  Because 
of this work, LANL is in a good position to propose and lead 
future research programs in the area of tokamak fueling.
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Abstract
Magnetic reconnection is a fundamental process that 
occurs within hot ionized gases known as plasmas.  
The motion of electrons and ions in the plasma are 
strongly influenced by the presence of magnetic 
fields.  In many types of plasma, the magnetic fields 
can store a large amount of energy.  Under certain 
circumstances, the process of magnetic reconnection 
causes a rapid conversion of energy stored within 
the magnetic fields into kinetic energy of the charged 
particles.  This process is thought to play an important 
role in a range of applications including solar eruptions, 
the Earth’s magnetosphere, magnetic fusion machines, 
and a wide variety of astrophysical problems.  Despite 
a great deal of effort, scientists are still working to 
understand a range of basic questions regarding the 
physics of this process.  In particular, one of the most 
outstanding issues is the role of plasma instabilities in 
controlling the evolution.  The goal of this project was to 
address this question using numerical simulations that 
describe the physics at the most basic level.  This was 
accomplished by using the plasma simulation code VPIC, 
which was optimized to run on the new Roadrunner 
supercomputer.   These simulations were setup to study 
the magnetic reconnection process for both space and 
laboratory plasmas. During the Roadrunner open science 
campaign, a series of simulations were performed of 
unprecedented scale and complexity.  These new results 
demonstrate that the three-dimensional evolution of 
magnetic reconnection is highly complicated due to a 
spectrum of plasma instabilities.  Some of these new 
results are remarkably similar to observations from 
recent laboratory experiments.  During the fall of 2009, 
Los Alamos researchers will be working to compare 
these results with the laboratory experiment and to 
write-up the results for publication.

Background and Research Objectives
In the study of magnetic reconnection, many of the 

scientific challenges arise from the large separation 
between the microscopic motion of the charged particles 
and the large problem sizes.  High temperature plasmas 
are very good conductors of electricity.  Normally this 
constrains the magnetic field lines to move together 
with the plasma motion.  For magnetic reconnection to 
proceed, it is necessary to break this constraint within 
so-called diffusion regions.   These diffusion regions 
are quite small in comparison to the larger problems of 
interest, but play a critical role in the evolution.  Thus 
researchers are working to understand the basic physics 
of these regions, as well as the coupling to the larger 
problems of interest.  Due to the complicated nonlinear 
physics, computer simulations have played an important 
role in the scientific progress.  Most previous simulation 
studies have focused on simplified two-dimensional 
(2D) models. With increasing computer power, these 
2D simulations have progressed to larger problems and 
have raised a number of new questions.  In particular, 
recent 2D simulations have demonstrated that diffusion 
regions often develop very long current sheets that are 
potentially unstable to a variety of different instabilities 
that may dramatically alter the energy conversion 
process.  The main scientific goal of this project was to 
better understand the three-dimensional (3D) evolution 
of these layers.  This is a formidable challenge that 
clearly requires large scale computing.  

Scientific Approach and Accomplishments
The equations necessary to describe magnetic 
reconnection can change depending on the temperature 
and density of plasma.  For certain applications, it is very 
important to properly treat the individual interactions 
(or collisions) between the charged particles in the 
plasma.  However, for higher temperatures, these 
collisions can be neglected and the plasma is referred 
to as collisionless.  The scientific goal of this project 
was to better understand the influence of these 
plasma instabilities in both collisional and collisionless 
plasmas.  In order to properly describe the physics, this 
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project employed a rigorous treatment of the collisions 
within the VPIC code [1,2].   These types of computer 
calculations describe the plasma at the most basic level, 
and are commonly referred to as kinetic simulations.  
After first carefully benchmarking the method [3], a 
series of 2D simulations were performed to examine 
how the physics changes with the plasma temperature 
[3,4].   This is the first time this transition has ever been 
examined with a kinetic simulation and the results have 
already attracted significant interest.  These results 
demonstrate that magnetic reconnection tends to form 
highly elongated current sheets for a wide range of density 
and temperature.  Furthermore, these elongated layers 
are unstable to a plasma instability that gives rise to the 
formation of magnetic islands as illustrated in Figures 1 
and 2.  While the existence of these islands was known 
previously for the collisional regime, these new results 
demonstrate this instability can play an important role in 
causing the rate of energy release to explosively increase 
under certain conditions [4].  In addition to these new 
science results, the 2D simulations paved the way for 
performing 3D simulations on the Roadrunner machine.
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Figure 1. Weakly collisional electron scale layers are unstable to 
plasmoid formation in two-dimensional simulations as discussed 
in Ref. [3].
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Figure 2. Formation of secondary magnetic islands may play a 
central role in causing reconnection layers to transition between 
collisional and kinetic regimes as described in Ref. [4].

Kinetic simulations of magnetic reconnection must resolve 
all of the microscopic physical scales in the plasma, 
including both the electron and ion motions.  However, in 
space and astrophysical plasmas, the reconnection process 
occurs for problem sizes that are much larger than these 
small-scale motions.  In order to fit the problem on a 
computer, it is necessary to carefully choose the simulation 
setup in a number of ways.  First, it is necessary to reduce 
the separation between the ion and electron motions by 
employing artificial ion to electron mass ratios in the range 
~100-300.  Furthermore, it is important to focus on the 
most interesting regions for the development of magnetic 
reconnection.  These preferred sites are thin current 
sheets, where the intense current density gives rise to 
a rapid rotation in the magnetic field.  As reconnection 
develops, a flow pattern is setup that brings new plasma 
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and magnetic flux towards a reconnection site and expels 
the reconnected plasma as a high-speed jet tangent to the 
initial layer.  It is possible to accommodate these flows and 
effectively mimic a larger system by allowing the plasma 
to cross the simulation boundaries [5].   This approach 
was employed to study several types of initial conditions 
on Roadrunner, resulting in a wealth of interesting new 
results.

Several of these simulations focused on a particular type 
of setup, where the magnetic field rotates by 180 degrees 
across the initial current layer.  After the initial evolution, 
the simulations feature elongated electron current layers 
that are unstable to several distinct instabilities.   As 
illustrated in Figure 3, one of these instabilities causes the 
electron layer to undergo flapping (or kink) type motions. 
This unstable wave has a number of properties that are 
consistent with predictions from recent theory [6].  The 
other instability in Figure 3 gives rise to the formation 
of flux ropes, in which the magnetic field lines wrap into 
rope-like structures.  This instability is the 3D extension 
of magnetic island formation that has been previously 
reported in 2D simulations [5].   Similar instabilities have 
been previously observed in recent kinetic simulations 
of electron-positron plasmas [7], but this is the first time 
they have been observed for high mass ratio plasmas that 
are now feasible with Roadrunner.  While researchers are 
still exploring the implications of these results, they are 
potentially of great interest from several perspectives.  
First, the kink instability may allow the electrons and 
ions to exchange momentum, which can then produce 
an effective resistivity within the layer.  This issue has 
been of longstanding theoretical interest in reconnection 
physics, but has never been conclusively demonstrated.  In 
addition, the formation of a flux rope effectively breaks the 
electron layer into two shorter layers and thus provides 
a mechanism to control the length.   Since the length of 
these layers can influence the energy conversion rate, 
researchers are very interested to understand the various 
processes that can control the layer length.

Electron layer

Ion Outow

  

Figure 3. Open boundary simulations for neutral sheet geometry 
feature two types of secondary instabilities within the electron 
layer: an electromagnetic kink wave (top) and flux rope 
formation (bottom).  The boundary conditions permit   inflow of 
new plasma (the top and bottom) and outflow of reconnected 
plasma (left and right).  The outflow jets are visualized with 
a particle density isosurface colored by ion outflow velocity 
while the central electron current sheet (yellow) corresponds 
to an isosurface of electron current density.  Sample magnetic 
field lines are colored by the magnitude of the magnetic field.  
Simulation was performed with mass ratio mi/me=300, using 
4096 ranks, 245 million cells and 147 billion particles

Figure 4. Open boundary simulations for guide field geometry 
feature highly elongated electron current layers that are unstable 
to flux rope formation over a wide range of angles.  These 
plasma instabilities cause the sheets to break into filaments as 
illustrated by an isosurface of the current density colored by the 
plasma density.  Some sample magnetic field lines are shown in 
yellow and cutting planes along the perimeter also show current 
density.  This simulation was performed with a guide field equal 
to 50% of the reconnecting field, mass ratio mi/me=64, 2048 
ranks, 360 million cells and 72 billion particles.
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The formation of flux ropes is more complicated for other 
types of initial conditions as illustrated in Figure 4.  In this 
example, the magnetic field rotates across the layer but 
always remains finite.   This type of initial condition is 
unstable to flux rope formation at oblique angles across 
the initial ion scale layer.  This results in the formation 
of new electron current sheets that are unstable to flux 
ropes over a wider range of oblique angles.  As illustrated 
in Figure 4, the current density forms intense filaments 
leading to complicated magnetic field structures.  The 
resulting 3D evolution is dramatically different than would 
occur in simplified 2D models, and is raising many new 
questions.  Los Alamos scientists are presently working to 
understand how certain features in this complex evolution 
compares with predictions from theory.   Future efforts will 
be focused on understanding the role flux rope interactions 
may play in the acceleration of highly energetic particles.  

The physics of magnetic reconnection is also of great 
interest in laboratory experiments.  Here it is possible 
to study the structure and dynamics in a controlled 
setting.   While researchers expect the physics to be similar 
in laboratory experiments, the plasma conditions are 
quite different than in space.  Three-dimensional kinetic 
simulations can play a valuable role in helping scientists 
extrapolate ideas that have been tested in the laboratory 
to regimes of relevance to space and astrophysical 
plasmas.   The Magnetic Reconnection eXperiment (MRX) 
at the Princeton Plasma Physics Laboratory (PPPL) is one 
leading experiment that has reported measurements of 
magnetic reconnection.   In particular, these results include 
detailed measurements of the electron current sheet that 
develops during reconnection [8].   In the experiment, 
reducing the current within two doughnut shaped coils 
called flux-cores drives the reconnection process.    In 
order to capture this physical geometry, the simulations 
performed with VPIC used a realistic treatment of the 
experimental setup [9].   For the density and temperature 
in this experiment, it was also important to properly 
model collisions between the ions and electrons in the 
plasma [3].   On Roadrunner, a series of simulations 
were performed to examine the influence of both 
collisionality and plasma instabilities on the structure of 
the reconnection layer.  The results clearly demonstrate 
that both effects play an important role in understanding 
this experiment. The example 3D simulation shown in 
Figure 5 illustrates a plasma instability within the electron 
current sheet.  This instability has certain similarities 
with the kink wave discussed in Figure 3.   It leads to the 
broadening of the layer and may potentially play a role in 
facilitating momentum exchange between electrons and 
ions.  Researchers at LANL are working with the scientists 
at PPPL to perform detailed comparisons with these new 

simulation results.  These validations efforts will include 
the characteristic thickness and length of the electron 
layer and properties of the observed waves.  Together with 
ongoing theoretical work, these efforts are expected to 
shed new light on the influence of plasma instabilities on 
magnetic reconnection.   
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Core

Electron Layer
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Figure 5. Simulations were performed on Roadrunner with 
geometry and boundary conditions relevant to the MRX 
experiment  including the influence of weak Coulomb collisions.   
The reconnection process is driven by reducing the currents inside 
the flux cores (grey cylinders) which pulls magnetic flux inward 
towards the cores.  The resulting ion flow velocity is illustrated on 
the back cutting plane along with characteristic magnetic field 
lines.   The central electron current sheet is illustrated with an 
isosurface of the current density, colored by vertical component 
of the current density to show the plasma instability within 
the electron layer.  Sample electron streamlines illustrate the 
electron flow from the upstream region through electron layer 
into the downstream region.  This simulation was performed with 
mass ratio mi/me=300 using 2880 ranks, 720 million cells and 
158 billion particles.

Impact on National Missions
This project supported the DOE mission in Nuclear 
Weapons by enhancing our understanding of high 
temperature plasmas and exploiting the new hybrid 
computing technology on Roadrunner. The project 
supported the energy mission by advancing our 
understanding of magnetic reconnection, which is an 
important dynamical process in magnetic fusion machines.   
This research may indirectly benefit the nonproliferation 
mission since magnetic reconnection is also important 
in modeling the near-Earth space environment to better 
understand and mitigate the risks to satellites from 
extreme space weather events.  The new simulation tools 
and theoretical expertise resulting from this project has 
attracted external support from the NASA Heliophysics 
Theory Program (3 year $1.2M).   This new project will 
examine some detailed aspects of magnetic reconnection 
that occurs at the Earth’s magnetopause, in support of 
ongoing and future NASA missions.   The LDRD project also 



811

recruited and trained a new postdoc (Vadim Roytershteyn 
from MIT) who is now highly capable in performing and 
analyzing these large plasma simulations for a variety of 
new applications.  
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Abstract
The Roadrunner Universe project was aimed at 
designing, building, and running a next-generation 
cosmological structure formation code on the hybrid 
supercomputer Roadrunner (and its open counterpart 
Cerrillos), the world’s first petaflop platform. 
Roadrunner’s architecture presents opportunities 
and difficulties characteristic of next-generation 
supercomputing. Our new code is designed to 
optimize performance and scalability by explicitly 
matching the underlying algorithms to the machine 
architecture, and by using the physics of the problem 
as an essential aid in this process. While applications 
will differ in specific exploits, such a design process 
will become an essential aspect of high performance 
computing as we proceed from the petascale to the 
exascale. Cosmological simulations handle physics on 
the largest of scales: structure on scales greater than 
several Mpc (megaparsec; 1 parsec=3.26 light-years) 
is determined primarily by gravity. On smaller scales 
(Mpc and smaller), complex baryonic physics requires 
modeling of (magneto) hydrodynamic, thermal, 
chemical, and radiative processes. Because dark matter 
outweighs baryons by a factor of five, gravity-only 
N-body simulations provide the bedrock on which all 
other techniques rest. For next-generation sky surveys, 
simulation requirements include box-sizes as large as 
the entire visible universe and particle counts ranging 
from the hundreds of billions to trillions, all with force 
resolution sufficient to resolve individual galaxies. 
These requirements are about one to two orders of 
magnitude beyond the current state of the art and set 
the framework for the project. The development of 
codes for next-generation machines all the way out to 
exascale computing is recognized as a national high 
performance computing imperative. The work in this 
project will serve as a pathfinder for scientific computing 
not just in astrophysics and cosmology, but many other 
applications.

Background and Research Objectives
Over the last three decades observational cosmology has 
made extraordinary progress in determining the make-
up of the Universe and its expansion history. The first 
precision observations were obtained from the cosmic 
microwave background (CMB), beginning with the all-
sky temperature anisotropy measurements from COBE 
that provided the first detailed confirmations of current 
theories of the early Universe and the formation of 
large scale structure. Follow-up measurements from the 
ground, balloons, and space have resulted in constraints 
on the main cosmological parameters at better than 
the 10 percent level of accuracy, and the recently 
launched Planck satellite CMB mission promises even 
further improvement. But CMB measurements are not 
the only observational source for precision cosmology. 
Structure formation probes such as large-scale surveys 
of the galaxy distribution, and weak lensing and cluster 
surveys, are aiming to reach similar levels of statistical 
and systematic control, as are supernova observations. 
These newer techniques, exemplified by contemporary 
surveys such as the Sloan Digital Sky Survey (SDSS) and 
those of the future, such as observational campaigns at 
the Large Synoptic Survey Telescope (LSST) and the Joint 
Dark Energy Mission (JDEM), provide complementary 
data to the CMB to help determine the large-scale 
description of the Universe.

Precision measurements from several different 
cosmological probes have revealed a highly unexpected 
result: roughly 70 percent of the Universe is made up 
of a mysterious dark energy causing an accelerated 
expansion of the Universe. Understanding the nature 
of dark energy is the foremost challenge in cosmology 
today. Ground-based telescopes and satellite missions 
have been proposed or are under development to 
measure the equation of state parameter of dark energy, 
w, at the one percent level, and its time derivative to 10 
percent.

The Roadrunner Universe
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To date, the four most promising lines of investigation are: 
(i) Supernovae Type Ia, as standard candles to measure 
the expansion history of the Universe, (ii) clusters of 
galaxies, whose mass and number distribution measure 
both the expansion history and growth of structure, 
(iii) baryon acoustic oscillations, spatial features in the 
galaxy distribution that measure the expansion history, 
and (iv) gravitational weak lensing, the statistically 
measured distortion of the shapes of background galaxies 
by the foreground mass distribution used to measure 
the expansion history and the growth of structure. All 
three structure formation-based probes require the 
understanding of nonlinear physics at different length 
scales. At small scales, in addition to gravity, gas physics 
plays an important role, significantly complicating the 
modeling task. The last two probes, baryon acoustic 
oscillations and weak lensing, rely the most strongly 
on precise predictions of nonlinear matter clustering. 
Numerical simulations are essential for carrying out 
this task, not only to provide predictions for survey 
observables, but also to provide the underlying skeleton 
of cosmological structure from which object (e.g., galaxies, 
clusters, etc.) catalogs can be built. The resulting mock 
catalogs have many uses: to design and test observational 
strategies, to understand possible systematic errors 
therein, and to confront theoretical predictions with 
observations.

The computational requirements set by the observational 
demands are very strict. Aside from sheer size, the time 
to completion for a single run is a significant factor. 
Current state of the art simulations can take months 
to complete. Such long times are quite unacceptable if 
simulations are to play an important role in the inverse 
analysis of observational data, as they must for next-
generation surveys. Parameter estimation require tens of 
thousands to hundreds of thousands of simulation runs. 
Although, as shown by us recently, sophisticated statistical 
techniques can be used to lower this requirement by 
two to three orders of magnitude [1], one still desires an 
individual run to take a few days at most, i.e., an order 
of magnitude faster than present practice.  Therefore, in 
terms of overall throughput, the current N-body simulation 
capability needs to be enhanced by two to three orders of 
magnitude. This is the first petascale computing challenge 
for precision cosmology that our work is designed to meet.

Scientific Approach and Accomplishments
The Roadrunner Universe project code, MC3 (Mesh-based 
Cosmology Code on the Cell), uses grid and direct particle 
methods to balance the capabilities of Roadrunner’s 
conventional cluster (Opteron) and accelerator (Cell BE) 
layers. The long-range force-solver is grid-based and 

functions entirely at the Opteron layer.  The short-range 
force solver is particle-based and all particle information 
stays at the Cell layer. During time-stepping, only grid 
information is exchanged between the two layers solving 
the communication bottleneck problem that exists 
between the cluster and accelerator layers.

The code uses sophisticated digital (spectral) filtering 
techniques to smoothly match the long and short range 
forces; significantly, this method removes the need for 
possibly complex particle-grid interaction templates. 
The last point is particularly important since it allows for 
efficient code implementation at the Cell layer.

Another key feature is the use of a mirrored particle 
cache at every Cell node. The cache sacrifices memory 
for communication with the advantage that no particle 
communication is needed across computational nodes. As 
a result, the scaling properties of the code become entirely 
decoupled from possible limitations of the inter-layer 
communication; scaling tests on medium resolution MC3 
runs show perfect weak scaling all the way from hundreds 
of nodes to the full machine. This is demonstrated in 
Figure 1.

Figure 1. Perfect weak scaling of the (medium resolution) 
MC3 code on Roadrunner. As the problem size is increased, 
commensurate with the number of processors, the time-step per 
particle reduces as expected, all the way out to the full machine 
size.

Finally, because very large amounts of data can be 
generated during code runs (petabytes), which are then 
very difficult to store and analyze, our code incorporates 
very fast analysis routines that are run along with the main 
code in an “on the fly” mode. This design significantly 
reduces the data storage and post-processing loads, greatly 
simplifying the task of extracting scientific results from the 
simulations. A detailed description of the code is given in 
Reference [2].
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During the Open Science phase, our code was run on 
Roadrunner for a few months, during the shakedown 
period for the machine. In this period, as the machine 
was being stabilized, several machine issues were 
unearthed by our code and other simulation codes. This 
led to modifications in the machine’s system software, 
significantly improving its usability. The main simulations 
we ran on Roadrunner were large medium resolution 
runs for baryon acoustic oscillation science for the SDSS-
III Baryon Oscillation Spectroscopic Survey (BOSS). These 
simulations were run with a 4000 cubed grid and 64 billion 
particles, some of the largest cosmology simulations ever 
performed. The results from these simulations are now 
being analyzed and a paper is under preparation.

Impact on National Missions
The impact on national missions of this work is twofold. 
The first is directed at the science of interest, impact on 
the design of cosmological surveys and interpretation of 
the associated observational data. This is only possible 
with next-generation codes such as MC3. The second 
impact is related to the development of next-generation 
hybrid computing platforms and how scientific codes 
should be written for them. Because these architectures 
are non-traditional the code must be matched to the 
architecture – this aspect is termed “codesign” in current 
parlance. MC3 represents one of the very few examples of 
a successful codesign exercise and serves as a pathfinder 
for many large-scale applications that are now being 
redesigned for next-generation supercomputers. 
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Abstract
Models of supernova explosions in two dimensions using 
Implicit Monte Carlo radiation transport were completed 
on the Roadrunner machine.  Code capability that was 
added, and obstacles that were overcome to progress on 
these simulations is discussed.

Background and Research Objectives
Supernovae play an important role across a wide range 
of fields in physics and astronomy:  they mark the 
endpoint in the life of stars but are an important source 
of energy to galaxies and play a role in the formation 
of new stars; they are produced in the formation of 
stellar-massed compact objects and, possibly, the seeds 
of the most massive black holes in the universe; they 
produce the bulk of the heavy elements in the universe 
and are the foundations of nuclear astrophysics; and, 
finally, they require many of the same broad numerical 
and physics expertise in which laboratory scientists have 
excelled, placing Los Alamos National Lab (LANL) in an 
ideal position to model these objects.

The importance of supernovae has become even more 
critical with the realization that type Ia supernovae can 
be used as distance estimators based on the fact that 
their peak luminosity can be calibrated and determined 
from the time-dependent behavior of these supernovae, 
allowing the discovery of dark energy.  This discovery 
has marked one of the major scientific discoveries of the 
past decade and has galvanized the scientific community 
to use supernovae to do more than discover, but to 
characterize dark energy using supernovae.  Many 
new supernova search projects have grown out of this 
exciting result, immensely increasing the data we have 
on supernovae. Both the National Science Foundation 
(Large Synoptic Survey Telescope - LSST) and NASA/ DOE 
(Joint Dark Energy Mission - JDEM) are sponsoring major 
missions to study supernovae, representing a multi-
billion dollar U.S. scientific effort.

The expertise at LANL in numerical hydrodynamics, 
radiation transport, atomic opacities and nuclear 
physics (both physics and experiment) provides an ideal 
opportunity for LANL to make major contributions to 
the study of supernovae.  In this project, we also take 
advantage of LANL’s excellence in high performance 
computing through use of LANL’s Roadrunner machine.  
Roadrunner’s heterogeneous architecture uses a cell 
processor to accelerate computation on the base 
Opteron processors.  A series of advanced algorithms 
were developed by LANL computer scientists to best 
take advantage of the cell processor acceleration.  A 
basic version of the Wedgehog implicit Monte Carlo 
(IMC) radiation transport code was one of the resulting 
codes from these efforts (we shall call this initial base 
version RRIMC).  Our project’s goal was to make the 
necessary alterations to this initial RRIMC code so that it 
could be brought to bear on the radiation-hydrodynamic 
problem of supernova light curves.

Scientific Approach and Accomplishments
There were a variety of capabilities required to turn the 
base RRIMC code produced by the Advanced Algorithm’s 
team into a tool capable of attempting this supernova 
light curve problem.  First, the stand-alone RRIMC 
radiation package needed to be recast as a subroutine 
to be called by a hydrodynamics host code.  This was 
accomplished by implementing interface routines into 
both RRIMC and the RAGE (Radiation Adaptive Grid 
Eulerian) hydrodynamics code to enable calls from RAGE 
to the RRIMC code package for the radiation part of the 
simulation timestep.  This new code package, created by 
merging these two numerical packages, is called CASSIO.

Next, a set of physics capabilities, necessary for the 
supernova regime, were added to CASSIO.  Electron 
scattering dominates the opacity in the ejecta from 
the supernova explosion.  The original RRIMC code 
did not include electron scattering physics; our team 
implemented the electron scattering treatment present 
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in the production Wedgehog IMC code into the RRIMC 
version.  In addition to adding a treatment for electron 
scattering physics, the specific supernova regime required 
some algorithm performance enhancements to make the 
treatment of electron scattering efficient enough for the 
simulation to complete in a reasonable time.  A random 
walk treatment used in the production Wedgehog IMC 
was mildly altered and implemented in the CASSIO code 
to address this issue.  Finally, velocities in the supernova 
regime are quite large and the flow of radiation in 
optically thick regimes are dominated by radiation carried 
along with the hydrodynamic material flows.  A material 
advection treatment was also implemented into the 
CASSIO code from the standard treatment present in the 
main line Wedgehog IMC code.

Early on, our team had concerns about possibly exceeding 
the computer memory for domain replicated parallelism 
in our 2-dimensional simulations of supernova ejecta.  To 
ameliorate this situation, two options were made available 
for the RRIMC package in CASSIO.  

Non-reproducible random number generator: parallel 1. 
reproducibility (i.e. getting the same numerical answer 
regardless of number of processors) is an important 
feature during code development phases.  However, 
the extra information stored to track the random 
number generator state in order to achieve exact 
reproducibility (as opposed to merely getting the same 
answer to within our statistical accuracy) is a significant 
memory cost.  By linking to a non-reproducible version 
of our random number generator routine, we cut the 
memory cost of each particle by 65%.    

Spatial Domain Decomposition:  it is a high memory 2. 
cost to replicate the entire spatial mesh on every 
processor.  The memory footprint on each processor 
can be reduced by breaking the mesh into pieces and 
spreading the pieces out over the available processors.  
The penalty for doing this is that the Monte Carlo 
particles are then tied to their spatial mesh piece and 
this is frequently not the best way to decompose the 
particle work in the problem.  However, as the number 
of cells in the problem grows this is often the only 
way to avoid running out of memory on the available 
processors.  Without previous knowledge of how the 
supernova problem would evolve in memory usage, 
spatial domain decomposition was implemented into 
CASSIO as protection against a scenario where domain 
replication was not possible. 

As the project progressed to actually running supernova 
simulations on Roadrunner, we identified several issues 
with the heterogeneous RRIMC package and with its 

integration into CASSIO.  Because these runs required large 
numbers of mesh cells and IMC particles, the supernova 
simulations exposed problems that had not appeared 
during earlier small-scale testing.  Some of the issues 
involved intrinsically parallel portions of the code; other 
issues were rare single-node, single-timestep problems 
that appeared during the supernova simulations because 
of the large number of nodes used and timesteps taken.

Parallel scalability issues are almost guaranteed when 
running any code at untested problem sizes.  On 
Roadrunner, the supernova problem experienced a 
small variety of failures during some message-passing 
operations.  The largest of these issues occurred in large 
domain-decomposed problems, when the IMC package’s 
communication pattern could overwhelm the MPI library’s 
ability to buffer messages; switching to a synchronous send 
mode implemented a natural throttling mechanism with 
no impact on performance.

The rare single-node issues were often more difficult to 
isolate, but they usually resulted from failure to consider 
the asynchronous nature of data movement among the 
various address spaces on a hybrid Roadrunner node 
(Opteron main memory, Cell main memory, and synergistic 
processing element-SPE local store), and they were usually 
found first in large supernova simulations.  In one case, 
an SPE could receive invalid instructions for processing a 
set of particles because the SPE received a “retrieve new 
instructions from this address” command from the PPE, 
and retrieved the contents of that address from Cell main 
memory, before those new instructions had actually been 
written to main memory from PPE cache.  In another 
case, a DMA from main memory to an SPE could trigger a 
segmentation fault in a particular rare arrangement of the 
contents of the heap.

The supernova problem also highlighted several 
implementation issues and optimization opportunities 
in the IMC package and the interface to Cassio.  The 
most significant issue was a mismatch between actual 
and expected contents of an array used to calculated 
momentum deposited by radiation, which showed up first 
in the supernova problem (Figure 1) but was eventually 
isolated and corrected in much smaller test problems.  
The “random walk” capability, taken from the Wedgehog 
IMC package, was also improved by extending the sizes 
of random-walk spheres all the way to the nearest edge 
of the enclosing cell; this helped with performance in the 
extremely optically which interior of the supernova ejecta.

Despite these challenges, we did have some success at 
advancing a pair of supernova explosion simulations 
through a partial phase of the evolution where 
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the explosion shock is first emerging from the star.  
Observations of this phase can help astrophysicists 
determine precise values for stellar radii or stellar wind 
densities, thereby placing constraints on our theories for 
the evolution of stars.  Figures 2 and 3 show snapshots of 
the internal energy from our two explosion simulations.  
Figure 2 is an explosion with an imposed bi-polar 
asymmetry and Figure 3 is the symmetric explosion as 
mapped from a 1-dimensional core-collapse code.

Post-processing of these radiation-hydrodynamic 
calculations is needed to determine the spectral response 
of the shock break-out phase in these models.  This work 
will be forthcoming.

Figure 1. Momentum array was sized incorrectly in the code 
interface leading to incorrect momentum deposition in the 
radiation hydrodynamics calculation.  This plot shows the ejecta 
speed; the incorrect momentum deposition is evident from the 
striping near the poles of the explosion.

Figure 2. Plot of supernova ejecta internal energy for an 
asymmetric explosion during the shock breakout phase.  The 
asymmetry was imposed to mimic magnitude of asymmetries 
thought to exist from the core-collapse explosion engine.

Figure 3. Plot of supernova ejecta internal energy for a symmetric 
explosion during the shock breakout phase.

Impact on National Missions
This was a first attempt to place a complex coupled 
multiphysics code (radiation transport coupled to 
hydrodynamics) on the hybrid architecture of Roadrunner.  
Many of the laboratory’s National missions involve the 
use of computational multiphysics tools.  As we move to 
routine petascale and exascale computing, the viability of 
our work depends on our success at using these hybrid 
computers for our multiphysics problems.  The obstacles 
overcome in our project are lessons learned for the future 
of our computational expertise here at LANL. 
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Abstract
This was a short LDRD-ER project (16 months) with 
the primary goal of participating in the Roadrunner 
“open science runs.” Thus, the main thrust of the 
project was to port the compressible turbulence Direct 
Numerical Simulations (DNS) code, CFDNS, to the hybrid 
architecture of Roadrunner and add the new necessary 
components required by the science runs. The purpose 
of the simulations is to advance our understanding of 
turbulence and turbulent mixing beyond the “standard” 
configurations, by performing Direct Numerical 
Simulations (such that all scales of motion are accurately 
solved) of reacting compressible turbulence with 
different configurations of fuel : ``well-stirred’’ and 
two-component, corresponding to premixed and non-
premixed burning. The parameters for the reacting 
simulations were chosen to be relevant to burning in 
Type Ia supernovae and type I X-ray bursts and allow to 
determine ``effective’’ flame propagation speeds. The 
turbulent flame speed is the main uncertainty in the 
large scale supernova models and accurate estimates 
would allow improved precision in the determination of 
distances in the universe. 

 In order to take advantage of the hybrid architecture, 
the CFDNS code has been completely re-written for the 
Roadrunner version. The new version achieved excellent 
performance (up to 50x serial and 20x parallel speed-up 
compared to standard architecture). The overall effort 
required to adapt the CFDNS code to the Roadrunner 
hybrid architecture was considerable, but the benefits 
in terms of performance improvements are likewise 
significant. The changes made to the underlying data 
structures and algorithms will likely be beneficial on 
most future architectures and accelerators, due to the 
trend towards more vector processors (e.g. Cell, GPU, 
SSE). This commonality means that the changes made to 
the CFDNS code will lead to improved code performance 
on many emerging architectures for the foreseeable 
future.

Background and Research Objectives
The conditions characterizing turbulent (nuclear) 
combustion in energetic astrophysical events such 
as supernovae and type I X-Ray bursts are novel and 
have no direct analogue on earth. This makes such 
conditions interesting for testing new physics, but 
it also means that our terrestrial intuition regarding 
flames can be misleading. For example, it is thought 
that laboratory flames in the Ka >> 1 regime, where 
Ka is the Karlovitz number, simply go out because they 
are unable to maintain their heat in the presence of 
so much turbulence. But the flame in a supernova can 
never “go out” until the star comes apart and, in terms 
of local flame variables, that takes a very long time. The 
relevant time scale is the hydrodynamic time scale for 
the whole star, ~1 s, not the shorter local turbulent time 
scale. Also, the star is very large, > 108 laminar flame 
thicknesses and 100 integral scales. Rare events have 
many opportunities for realization. 

Although several mechanisms for detonation have been 
proposed, the debate around deflagration/detonation 
models is still not settled.  However, there are no DNS 
of reacting turbulence  under these conditions; the only 
moderately high resolution simulations performed to 
date are in the low Mach number approximation, and do 
not capture the wave propagation. Very high resolution 
DNS of compressible reacting flow could elucidate 
the deflagration-to-detonation transition and help 
understand the Type Ia supernova explosion [1].  Similar 
transitions may also occur in the Type I X-ray bursts or 
in late helium flashes in AGB stars.  In these cases, the 
dominant reaction is two-component and there are no 
high resolution simulations reported in the literature.

Turbulence theory and the subsequent model 
development rely on experimental or high resolution 
DNS data for development and verification and 
validation. The DNS technique seeks “exact” solutions 
to the governing equations, so that all relevant scales 
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are accurately solved, using high resolution numerical 
simulations based on high order accurate discretization 
algorithms. DNS are conducted without resort to subgrid 
modeling or the introduction of “artificial” numerical 
dissipation or other algorithm stabilizing schemes. The DNS 
generated database can be used to examine the physics 
of turbulence, test modeling ideas as well as a benchmark 
for verification of other (non-DNS) codes. Rigorous 
modeling techniques for the unclosed or sub-grid terms 
are essential to facilitate the use of these low resolution 
calculations in science-based prediction. Large scale 
simulations of canonical incompressible turbulent flows 
have been performed and advanced our understanding of 
the turbulence phenomena. As a result, several modeling 
approaches now work reasonably well for coarse mesh 
simulations of these simple flows, even though a complete 
parameterization of turbulence still eludes us. In many 
important applications, however, fluid turbulence is 
accompanied by complicating physics: compressibility, 
exothermic reactions, and differential accelerations. 
Fundamental turbulence studies and high resolution 
simulations of these flows have not been performed and 
the appropriate modeling paradigms are not known.

Thus, the goals of the simulations are:

Determine accurate turbulent flame propagation 1. 
speeds under conditions present in Type I X-ray bursts 
and Type Ia supernovae.

Elucidation of the compressibility role on the flame 2. 
development and detonation initiation. 

Burning characteristics in the distributed regime.3. 

Testing of the existing turbulence modeling paradigms 4. 
and the appropriate approaches, which could be used 
in the coarse mesh (astro)physics codes. The DNS 
results can constitute a database for verification of 
such codes.

 Testing of the turbulence theories at Reynolds 5. 
numbers much higher than previously achieved in 
computations and beyond the “standard” (canonical 
flows) configurations.

At the time of the report, although the “open science 
runs” ended, the simulations are still ongoing. The project 
funding did not include all the actual simulations or the 
analysis of the results and these are continued with other 
funds. Nevertheless, the simulations performed as part 
of the “open science runs” demonstrated the ability of 
the code to perform as designed, both in terms of the 
performance achieved and capturing all the physics 
intended. The simulations completed thus far represent 

the largest non-reacting and reacting compressible 
turbulence simulations to date. 

The status of the simulations at the time of the report is:

3-D isotropic turbulence runs to generate the 1. 
inlet conditions for the reacting runs and probe 
the differences between ideal gas turbulence and 
turbulence under supernova conditions have been 
performed and are currently under analysis.

1-D reacting flow runs to generate the initial conditions 2. 
for the reacting runs and measure the laminar flame 
speed have been performed at larger parameter 
ranges than previously done and are currently under 
analysis.

Fully coupled 3-D reacting simulations to study the 3. 
nuclear flame propagation and measure the turbulent 
flame are under progress.

The simulations are performed at different values of the 
dilatational to solenoidal energy ratio and cover a range of 
Damkholer and Karlovitz numbers larger than previously 
achieved, in a regime close to the conditions thought to 
lead to the detonation initiation. The isotropic turbulence 
simulations have already showed new physics related to 
the dilatational motions and spectra [2]. 

From the computational science point of view, the doubly 
heterogeneous computing environment of the Roadrunner 
system introduces new complexity into the programming 
model. The bulk of Roadrunner’s compute power lies in 
the Cells, with only ~50 Tflops attributed to the Opterons. 
This introduces significant challenges for efficient 
algorithmic development for applications which are 
memory limited as is the case with fluid flow simulations. 
Nevertheless, the changes to underlying data structures 
and algorithms induced by Roadrunner are advantageous 
to all of the current high-performance hybrid and 
conventional acceleration frameworks (Cell, GPU, SSE) 
and are therefore fundamentally necessary to leverage 
future architectures.  From this perspective, Roadrunner 
is a conservative machine, a bridge between yesterday’s 
homogeneous clusters and tomorrow’s heterogeneous 
hardware. In addition, one of the roadblocks to further 
increases in supercomputer power is the dramatic increase 
in energy consumption. While Roadrunner is #1 on the 
June and November, 2008 Top500 lists, it is also #7 on 
the November, 2008 Green500 list, the first #1 Top500 
machine to place in the top 10 for efficiency. Roadrunner is 
cited for “extraordinary energy efficiency.” This is a strong 
indication for the pertinence of the algorithms developed 
for this work, beyond their general relevance, for the 
future supercomputer platforms.
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The goals of the Roadrunner implementation are:

Design new algorithms, underlying data structure, and • 
memory access patterns for a highly efficient version of 
the CFDNS code on the Roadrunner architecture.

Demonstrate that large hydrodynamics codes can be • 
efficiently implemented on hybrid architectures.

The project successfully met both of these objectives. 
Thus porting the CFDNS code represents the first 
implementation of a large hydrodynamics code to the 
Roadrunner architecture and the performance of the new 
version of the code is impressive. 

Scientific Approach and Accomplishments
The flows under investigation occur in the continuum 
limit so that they are described by the compressible 
Navier-Stokes equations, continuity, energy, and species 
mass fractions transport equations. Two reacting flow 
configurations are considered:

“Well-stirred” single component burning, 1. 
12C(12C,γ)24Mg, relevant to Type Ia supernovae. The 
flame advances into the cold fuel (12C) in a C-O 
mixture and leaves behind hot product (24Mg). Inflow/
outflow boundary conditions are imposed in the 
vertical direction so that the moving flame remains 
inside the domain. 

Two component, 2. 12C(p,γ)13N, burning, relevant to Type 
I X-Ray bursts.

The physical transport properties are appropriate 3. 
for the astrophysical situations investigated and are 
calculated within new modules added to the code. 
Thus, the thermal transport includes both radiative 
and electron transport (accounting for degenerate 
regimes) contributions. The equation of state considers 
radiative, ion, and electron contributions. To reduce 
the computational effort, pre-calculated tables for the 
transport properties, EOS, and nuclear energy rates are 
used. 

The simulations are performed in three stages (Figure 1):

Generate the isotropic background turbulence, 1. 

Generate 1-D profiles of the flow and thermodynamic 2. 
variables through the flame, and 

Perform fully coupled 3-D reacting flow simulations, 3. 
initialized with the 1-D profiles with the isotropic 
turbulence introduced through the inflow boundary.

 

Figure 1. The three stages for performing fully coupled, turbulent 
flames simulations.

All simulations are performed with the same code. One 
interesting by-product of this approach is to also examine 
the turbulence properties for flows involving non-ideal 
fluids, which is not known.

The code employed for this project is the CFDNS 
code, developed by the PI and collaborators within 
the CCS-2 group over the last 6 years.   This is the first 
implementation of a large structured fluid dynamics 
code on the Cell architecture [3-6]. In contrast to other 
applications that have been ported to the Cell, codes of 
this type are typically limited by memory bandwidth. The 
resulting imbalance between inter-node communication 
and compute speed required refactoring of several key 
sections of the code. In addition, the dual memory spaces 
of the hybrid architecture are leveraged to maximize 
performance and available memory, enabling the largest 
compressible turbulence simulations to date.

The serial implementation showed significant speedups 
of 30x (1283 local mesh) to 50x (643 local mesh) [3], 
primarily due to the Cells ability to independently access 
main memory, allowing an effective memory access rate 
of ~12 GB/s (50% of theoretical peak). This serial speedup 
necessitated development of a novel implementation of 
the finite difference scheme used for spatial derivatives.

The excellent serial speedup resulted in an imbalance 
between compute and communication times compared to 
an un-accelerated cluster. This required a re-examination 
of the original communication patterns to absolutely 
minimize latency and data movement. This lead to a 
new distributed tri-diagonal solver algorithm [4-6]; the 
new form requires twice as much local computation, but 
significantly less data movement, and allows significantly 
better performance of the parallel  solver. The overall 
speedup for the parallel solver is in the range 15-20x 
compared to the Opteron only version.

The table lookup for the equation of state (EOS) 
computation and transport properties evaluations are 
the least amenable to acceleration as these parts are 
very memory intensive, with reduced computational 
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intensity. Again, the algorithms were completely redesign 
to vectorize the calculations and minimize the memory 
access time, in order to take full advantage of the Cell 
architecture, even when this lead to repeating some of 
the local operations. The overall algorithm showed, again, 
excellent performance [6]. 

Impact on National Missions
By demonstrating that hybrid architectures can be used 
for accurate calculations of reacting turbulence flows, the 
project has shown a path forward for mission sensitive 
predictive science, and as such has shown leadership 
through what was a foggy future. The project supports 
the current mission of the laboratory (with implications 
for Campaign 1, Campaign 4, and the ASC program) with 
its port of a complex hydrodynamics code and scientific 
results, and also future missions and capabilities associated 
with the national security mission of the laboratory.

Both the new Roadrunner code and the original 
CFDNS code have already been integrated within the 
programmatic efforts at the Lab (Campaign 4) and reacting 
simulations exploring various parameters and conditions 
are ongoing. In addition, individual algorithms developed 
for the CFDNS code (e.g. table look-up) are being used to 
improve the performance of other codes within several 
programs at the Lab. 
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Abstract
The VPIC code has been converted to run on the 
Roadrunner supercomputer and served as one of the 
key codes during the Roadrunner Phase 3 acceptance 
and open science stabilization phase. Access was 
granted to 6.7M hours on the full Roadrunner system 
during this stabilization phase for state-of-the-art VPIC 
kinetic plasma modeling of laser-plasma interaction (LPI) 
to study the nonlinear kinetics of stimulated Raman 
scattering in the collisional regime. These calculations 
are important from a basic physics standpoint and are 
relevant to upcoming fusion ignition experiments on 
the National Ignition Facility. LDRD funding support is 
was provided for: (1) VPIC diagnostic development, (2) 
relevant, smaller-scale two-dimensional (2D) simulations 
on Cerrillos to isolate key collisional physics and gain 
confidence in vital subsystems such as MPI and I/O, 
(3) prepare relevant scientific calculations for a LANL 
Gordon Bell Prize submission in late Spring, 2008,  and 
(4) verification and validation of LPI nonlinear physics 
with large-scale 3D simulations on Roadrunner.

Background and Research Objectives
In 2010, inertial confinement fusion (ICF) experiments 
begin at the National Ignition Facility (NIF), where over 
a Megajoule of laser energy will be focused within a 
gas-filled hohlraum. The hohlraum walls absorb the 
laser energy and re-radiate it as x-rays, which absorb in 
a spherical capsule at the center. This causes the capsule 
to compress, bringing deuterium-tritium fuel to the 
temperatures and pressures required for thermonuclear 
fusion. To prevent the hohlraum walls from ablating 
during the ~10-8-second laser drive, a fill gas of hydrogen 
or helium is used. As the laser propagates through 
the fill gas, laser-plasma instabilities may arise, which 
scatter laser light out of the hohlraum, degrade capsule 
implosion symmetry, and pre-heat the fuel with hot 
electrons, making compression harder to achieve. 

Stimulated Raman scattering (SRS), the resonant 
amplification of electron density fluctuations by a laser, 
is one of the LPI of concern for ICF.  In ICF experiments, 
nearly uniform laser intensity is maintained across 
the beam by use of random phase plates that break 
the beam into an ensemble of laser speckles. For the 
success of fusion experiments on the NIF, we must first 
understand the physics of onset and saturation of SRS 
in a single laser speckle, which acts as a fundamental 
building block of a NIF laser beam. In a laser speckle, 
SRS manifests as the amplification of a forward directed 
electron plasma wave (EPW) and the backward 
scattering of laser light. Unlike the linear growth of SRS, 
the nonlinear physics was not well understood until 
recently [1,2]. Roadrunner has been used to assess the 
impact of nonlinear SRS physics on laser penetration 
and energy deposition in fusion experiments, as well as 
verify and validate key collisional LPI physics. 

Scientific Approach and Accomplishments
Until recently it has not been possible to simulate 
the comparatively large 3D plasma volumes of laser 
speckles.  However, on Roadrunner, fully kinetic plasma 
simulations employing the VPIC particle-in-cell code 
[3-5] have been performed in large plasma volumes in 
3D at unprecedented range of time and space scales. In 
particular, simulations of LPI have been done using 4096 
Cell chips at a range of laser intensity values (Figure 1). 
These simulations [6] showed that SRS reflectivity within 
a solitary speckle exhibits a sharp increase in reflectivity 
at a threshold intensity, whereby reflectivity increases 
abruptly to a level orders of magnitude higher than 
linear theory predicts over a small range of intensity, and 
a saturation in SRS reflectivity at higher laser intensity. 
This generic behavior matches that measured in single 
speckle experiments at the LANL Trident Laser facility 
[7] with physics that cannot be captured by linear gain 
models of SRS growth within the speckle. 

Saturation of Backward Stimulated Scattering of Laser In The Collisional Regime

Lin Yin
20080761ER
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Figure 1. Single-speckle LPI calculations using 16 CU of Roadrunner 
(11,520 ranks), nearly the full system; this calculation employed 
a record 0.4 trillion particles,  >2 billion cells, and ran for nearly 
58,160 time steps (~1019 floating point operations), long enough 
for two bursts of stimulated Raman scattering to grow from noise 
to significant amplitude at a laser intensity near the SRS onset.  
The inset shows the scaling of SRS reflectivity vs. laser intensity for 
2D and 3D VPIC calculations; in 3D, the onset threshold is higher, 
owing to increased side loss of hot electrons from laser speckles.

As a highlight of the unique simulations afforded by 
Roadrunner, the largest of these calculations was run on 
16 CUs using 11,520 ranks, nearly the full Roadrunner 
system, and employed a record 0.4 trillion particles, over 
2 billion computational cells, and ran for nearly 58,160 
time steps (~1019 floating point operations), long enough 
for two bursts of stimulated Raman scattering to grow 
from noise to significant amplitude at a laser intensity near 
the SRS onset. Figure 1 shows isosurfaces of electrostatic 
field associated with these bursts; the wave fronts exhibit 
bending or “bowing,” arising from nonlinear electron 
trapping, as well as self-focusing, which breaks up the 
phase fronts.

As a result of this effort, the essential nonlinear physics 
governing SRS saturation has now been identified:  The 
scattering manifests as a series of pulses, each of which 
passes through 4 distinct phases: (1) SRS grows linearly 
from density fluctuations. (2) Electrons trapped by the 
EPW reduce the wave frequency and phase velocity by 
an amount that scales with EPW amplitude. (3) Near the 
speckle center, where the amplitude is highest, the EPW 
phase velocity is lower than at the speckle’s edge; EPW 
phase front bending ensues as shown by the top image 
in Figure 2. (4) The EPW wave amplitude exceeds the 
electron trapped particle modulation instability (TPMI) 
threshold [8,9]. TPMI generates waves off-axis from the 
laser direction and leads to EPW filamentation, self-
focusing and phase front breakup, shown by the bottom 
image in Figure 2. Self-focusing increases transverse loss of 
trapped electrons and increases EPW damping.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. (Top) A snapshot taken from a 3D VPIC LPI simulation at 
SRS pulse saturation of a f/4 laser beam, showing bending of iso-
surfaces of EPW electric field across the speckle. The iso-surfaces 
are colored by the laser electric field intensity, graphically 
showing the source for SRS backscatter has become incoherent.  
(Bottom) Self-focusing and filamentation in two bursts of SRS, 
a snapshot taken from a 3D VPIC LPI simulation of a f/8 laser 
beam. The speckle volume is 16x larger than the f/4 simulation, 
permitting more transverse self-focusing modes to develop. 
This leads to chaotic EPW phase variation across the speckle.  
This further reduces SRS source coherence and increases wave 
damping, quenching the SRS pulse.

In order to gain confidence in our understanding, theory 
and simulation results must be validated by laboratory 
experiments.  A suite of single-speckle experiments 
[10,11] performed at the Trident laser facility reduced 
the laser pulse length from 200 ps [7] to 3 ps.  Such a 
reduction made it possible to model the duration of a 
laser pulse with a single VPIC simulation.  While qualitative 
agreement exists between results from 2D simulations 
and experimental data from Trident [10,12], the absence 
of collisional physics in the simulations has made direct 
comparisons problematic until now.  A binary particle 
collision model [13] has been implemented in VPIC 
allowing for the effects of collisions to be isolated and 
studied independently.   

A series of 1D and 2D VPIC simulations have been 
performed on the Cerrillos machine, a Cell-based 
supercomputer like Roadrunner, to study the effects 
of particle collisions on trapped-particle nonlinearities 
involved in SRS.  The laser and plasma parameters have 
been chosen to match conditions in the Trident short-pulse 
experiments [10,11].  Simulations were performed using 
two different temporal profiles for input laser intensity.  
For quantitative comparison with experimental data, a 
Gaussian temporal profile with a pulse duration of 3 pico-
seconds at full-width-half-maximum (FWHM) was used 
to mimic Trident experimental conditions.   In addition, a 
constant laser profile, with a short rise time, was used to 
eliminate any temporal dependencies caused by a time-
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dependent laser intensity.  To isolate collisional effects 
on SRS from the ion dynamics, ion density fluctuations 
were suppressed by increasing the mass of the plasma ion 
species. 

Single-speckle Trident experiments showed a sharp onset 
of SRS reflectivity at a threshold laser intensity followed 
by saturation at higher intensities [10].  Collisionless VPIC 
simulations showed the same qualitative behavior, yet 
predict a value for the onset threshold laser intensity 
smaller than the experimentally observed value.  When 
like-particle collisions (e.g., electron-electron) were 
included, we found that collisional particle detrapping 
reduces the SRS backscatter for all laser intensities, as 
shown in Figure 3a.  This reduction in SRS reflectivity 
results in an increase in the predicted value for SRS onset 
threshold, closer to experimentally observed values.  In 
addition, we found a delay in the onset and a reduction in 
the saturated amplitude of the first peak in instantaneous 
SRS reflectivity, (Figure 3b). The observed delay in the 
development of the first SRS peak results from a collisional 
reduction in the convective gain-rate for SRS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) (a) 

Figure 3. (a) Time-integrated SRS reflectivity scaling with laser 
intensity (calculated from 1D VPIC simulations having a Gaussian 
temporal laser profile as in Trident) is plotted for three values 
of electron collisionality (from black to blue, the collisionality 
increases).  (b) First temporal pulse of SRS backscattered light 
(calculated from 1D VPIC simulations with constant laser profile) 
for three values of electron collisionality which increases from 
black to red.

In addition, Trident experiments show that the spectral 
width of SRS backscattered light increases with increasing 
laser intensity [11].   This same behavior was observed 
in VPIC simulations, as shown in Figure 4.  In both 
collisional and collisionless simulations we observe an 
initial linear increase in the spectral width of SRS with 
increasing laser intensity, and saturation in spectral width 
at higher intensities (Figure 4b).  Collisionless simulations 
overestimate the SRS spectral width compared with values 
observed experimentally.  When experimentally relevant 
values of electron collisionality are included, however, the 

predictions for the SRS spectral width are much closer to 
experimental measurements.  Furthermore, it is shown in 
Figure 4c that the observed broadening in the SRS spectral 
width is the direct result of trapped electrons nonlinearly 
shifting the EPW frequency.  The dashed curve in Figure 
4c is the theoretically predicted value for the SRS spectral 
width as a function of the nonlinear frequency shift, based 
on frequency and wavenumber matching conditions for 
parametric three-wave coupling.  The agreement between 
theory and simulation (black diamonds: 1D collisionless 
VPIC, red triangles: 1D collisional VPIC, blue squares: 
2D collisional VPIC) as well as between simulation and 
experiment leads to the conclusion that recent Trident 
measurements of broadening in the SRS spectral width 
constitute one of the first measurements of a nonlinear 
frequency shift due to electron trapping in SRS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) (b) (a) 

 
Figure 4. (a) SRS spectra for a range of laser intensities, 2x1015 
w/cm2 (black), 3x1015 w/cm2 (blue), 5x1015 w/cm2 (green), 
and 9x1015 w/cm2 (red) (calculated from 1d VPIC simulations 
with constant temporal laser profile). (b) SRS spectral width 
scaling with laser intensity for collisionless (black diamonds) 
and collisional (red triangles) cases (calculated from 1d VPIC 
simulations with constant temporal laser profile). (c) SRS spectral 
width scaling with nonlinear frequency shift of EPW for the 1d 
collisionless VPIC simulations (black diamond) and 1d collisional 
VPIC simulations (red diamond) in (b), as well as 2D collisional 
VPIC simulations (blue squares).  Theoretical prediction depicted 
by dashed line.

Invited talks

LANL Supercomputing Conference, Plenary Talk – • 
Albright

LANL Supercomputing Conference, Invited Talk – • 
Albright

Plenary talk, High Energy Density Physics Workshop – • 
Albright

APS DPP invited talk – Albright• 

SciDAC Invited Talk – Bowers• 

International Conference on Numerical Simulation of • 
Plasmas Invite Talk – Bowers

APS DPP career award (Katherine Weimer award) and • 
APS invited talk – Yin



825

IBM/LANL Quarterly Review for Roadrunner Project – • 
Yin

Presentations were given on this work to LANL external 
review committees, including talks to the LANS/LLNS 
Mission Committee and HEDP Capability review.  

We have hired postdoc Sean Finnegan, a U.S. Citizen, 
into X-1-PTA, who has advanced the understanding of 
collisional LPI physics.

Impact on National Missions
To Laboratory missions; actual impact on programs 
including both (a) changes to direction of existing programs 
and (b) new work brought to the Laboratory; new 
capabilities that the project brought to the Laboratory, 
particularly new staff. 

This work has had significant impact on inertial fusion 
activities at LANL, across the DOE complex, and has 
changed the complexion of LPI research worldwide.  

Impact to DOE/LANL missions: 
Advances fundamental science and contributes to • 
the success of inertial fusion experiments on NIF that 
commence in 2010

Boost and Carbon-Neutral Energy Sources• 

High performance computing for predicting complex • 
systems

Tools & expertise common to many other HEDP • 
applications

From these basic science simulations, researchers are 
now able to understand better the essential nature of LPI 
nonlinear onset and saturation. Current research focuses 
on determining whether neighboring speckles can interact 
via exchange of hot electrons or waves to produce higher 
backscatter than they would individually, the kind of study 
only possible on Roadrunner, where “at scale” kinetic 
simulations of laser-plasma interaction in 3D at realistic 
laser speckle and multi-speckle scales can be prosecuted at 
unprecedented size, speed, and fidelity.

This work is widely considered the leading work in the 
world in the area of nonlinear laser plasma interaction 
science, as evinced by the large number of invited talks 
and awards.  As a consequence of this effort, the VPIC 
code is known worldwide as a unique, best-in-class kinetic 
plasma modeling capability.  
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Abstract
Wind is the fastest developing renewable energy 
resource today. The U.S. Department of Energy (DOE) 
has set the goal of supplying 20% of the national energy 
demand with wind power by 2030. Achieving this goal 
requires significant advances in science and technology, 
which will in turn contribute to this nation’s energy 
security.  To successfully develop wind power resources, 
an improved ability to account for turbine interactions 
with complex wind events and adapt wind-turbine 
technology to these events is required.  Turbine lifespan, 
reliability, and performance are significantly affected by 
their interaction with the often site-specific and evolving 
wind conditions to which they are exposed, including 
those driven by topography, daytime/nighttime 
transitions of the atmosphere, drainage flows, and low-
level jets.  Developing viable wind farms is dependent 
on the ability to account for the two-way interaction 
between numerous turbines and the resulting complex 
winds. Los Alamos National Laboratory (LANL) has 
developed and demonstrated a new technique for 
characterizing the turbine/wind interaction at length 
scales ranging from blade-scale (meters) to turbine-
array-scales (kilometers).  This achievement has been 
made by leveraging a combination of unique expertise 
and R&D100 winning numerical tools.  Implementation 
of this technique in LANL’s high-resolution atmospheric 
dynamics model, HIGRAD, has provided critical capability 
that will benefit government labs and commercial firms 
striving to improve wind-energy technologies.  The 
functionality that was added to HIGRAD is referred to as 
WindBlade.

Background and Research Objectives
The primary objective of this work was to further 
develop, initiate implementation, and begin 
demonstration of a new technique for simulating the 
two-way interaction between operating wind turbines 
and three-dimensional unsteady/spatially-variable wind 
fields over turbine-array-scale domains.  This project 

was intended to position LANL to lead the investigation 
of critical wind-energy science questions and develop 
key partnerships to address others. 

This work was focused on developing ways to address 
critical needs identified by both the wind turbine 
industry and recent DOE-facilitated wind energy 
assessments. The two-way interaction between wind-
turbines and their environment dictates the viability of 
wind-power generation, and more specifically affects the 
performance, predictability, reliability, and maintenance/
lifetime of turbines and turbine arrays.  This interaction 
is complicated by numerous environmental phenomena 
that alter atmospheric turbulence and the nature of 
the vertical and directional shear of incoming winds.  
In turbine arrays, upwind turbines further modify the 
magnitude, turbulence, vorticity, and shear of the wind 
fields that reach the downwind turbines. The variability 
of the wind environments, which normally have a 
minimum turbine-hub-height speed of around 10 m/s, 
is affected by the vegetation structure, topography, 
diurnal cycle, and atmospheric stability as well as the 
turbines themselves.  Some of the most troublesome 
turbine/wind interactions involve wind structures with 
length scales on the order of tens of meters. This project 
was focused on capturing the turbine/wind interactions 
at scales as small as a few meters, while retaining the 
ability to simulate the evolution of wind structures 
over multiple kilometers.  With this range of scales in 
mind, the net influences of turbines on each other in 
turbine arrays can also be captured.  The development 
and initial implementation and testing of WindBlade 
have been accomplished by combining LANL’s R&D100 
winning atmospheric hydrodynamics model, HIGRAD/
FIRETEC, with novel uses of Lagrangian techniques.

The need for new techniques for capturing essential 
turbine/wind interactions is driven by the developing 
need to resolve: 

A critical range of length scales including blade-cord-1. 

Lagrangian Approach to Capturing Interactions Between Wind-Energy Turbines 
and Atmosphere

Rodman R. Linn
20090489ER
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scale structures (meters) to those that suddenly engulf 
entire turbines (100s of meters) such as those resulting 
from Kelvin-Helmholtz billows in slightly stable 
conditions to the evolution of atmospheric structures 
moving through numerous rows of turbines in wind 
farms (kilometers). 

Three-dimensional atmospheric responses to blade 2. 
segments that move between 50 m/s and 90 m/s 
relative to the surrounding air near the blade tips, 
and the resulting forces and bending moments on the 
blades.

Interactions between flow structures induced directly 3. 
by the turbine blades, like streamwise vorticies or even 
tip vorticies, and larger atmospheric structures such as 
directional shears or low-level jets.  These atmospheric 
couplings strongly affect the influence of one turbine 
on another through the turbine-induced mixing of the 
air from one height to another.

Winds in rugged terrain with turbine yaw angles that 4. 
are not constrained to being in alignment with the grid 
directions (turbines need to be capable of adjusting to 
wind directions).

Prior to this project, no existing tool captured this set of 
critical features.  In this project, LANL took advantage of 
the fact that it is ideally positioned to provide a working 
prototype of this model.  

Scientific Approach and Accomplishments
The foundation for the implementation of the 
turbine/wind interaction model, WindBlade, was the 
LANL-developed HIGRAD/FIRETEC code, which has 
been developed for the investigation of a variety of 
atmospheric phenomena ranging from explosive and 
passive dispersion to cloud physics.  HIGRAD is the 
underpinning computational fluid dynamics (CFD) base 
for LANL’s hurricane modeling research and R&D100 
winning wildfire-modeling work, FIRETEC. Through the 
development of HIGRAD for these various applications, it 
has been validated for numerous scenarios that illustrate 
its ability to accurately capture the interaction between 
the atmosphere, vegetation, infrastructure, heat sources, 
and other disturbances at length scales similar to those 
of importance for wind energy production.  This tool is 
well adapted for resolving multi-meter scale processes 
on multi-kilometer scale domains, and had a proven 
track record of efficient use of LANL’s state-of-the-art 
Institutional Computing platforms.  HIGRAD includes 
multi-phase representation of flows through tree canopies, 
sub-grid modeling for shear layers near structures, and a 
multi-scale turbulence model. 

The development of WindBlade added to the functionality 
of HIGRAD through the use of Lagrangian techniques that 
allow forces to be exchanged between the atmosphere 
and turbine as it rotates.  Wind turbines are divided into 
pieces or segments.  The turbine blade segments are 
modeled as Lagrangian elements with known shapes, 
positions, and orientations that travel through the Eulerian 
finite difference mesh in a constrained path.  This path is 
currently following the simple rotation of the blade around 
the hub, but could incorporate dynamic flexing of the 
blade in future projects. The dynamics of the wind flow 
are computed on the Eulerian HIGRAD terrain-following or 
generalize-coordinate system with a resolution expected 
to be between 1 and 5 m.  Resolved winds are modified 
by the forces placed on the air by the blade segments.  
These forces are calculated based on the location and 
relative orientations and velocities of the Lagrangian 
blade segments with respect to ambient winds. Using 
this information and the local velocities, the drag and lift 
forces for specific blade cross sections are calculated based 
on relative attack angle and velocity of the moving blade 
relative to the winds at that location.  These forces, which 
are nonunifom along the length of the blade, also drive 
changes in the angular momentum of the blade and cause 
the stresses, torques, and bending moment on the blades 
and turbine hub. The feedback of those forces on the wind 
flow forms turbine wakes, which affect other turbines in a 
wind turbine array.  

The Eulerian grids can be constructed independently of 
the wind turbine geometry, so any kind of grid structure 
is possible. Coordinate systems such as terrain-following 
grids are advantageous for this type of simulation, since 
the effects of the terrain can be accounted for most 
accurately. The turbine elements are not bound to the 
Eulerian grid structure, so the secondary motion of the 
wind turbine can be captured. 

During FY09, WindBlade was implemented and initial 
validation and testing was performed.

Impact on National Missions
This project has started the development of a capability, 
WindBlade, which would help LANL to move into a position 
to provide science-based explanations for critical events 
that currently compromise performance and reliability of 
turbines, increase maintenance costs, reduce turbine life 
times, and prevent accurate prediction of wind generation 
viability. This work will hopefully eventually help link 
the atmospheric science and turbine/blade design 
communities by enabling the study of critical feedbacks 
between the aerodynamics of the blades and the larger 
flow fields surrounding the turbines as well as a better 
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characterization of the turbine-influenced flow fields that 
the blades operate in.  This is especially important since 
wind turbines are increasing in size – they are expected 
to approach 120 m in blade span diameter - in order to 
achieve greater energy production and reach the 2030 
goal.  Larger blades increase the exposure and sensitivity 
to the spatial complexity and variability of incoming winds, 
which in turn complicates the design process for turbines 
and turbine arrays.

This new technique, which was submitted for a patent in 
FY09, will provide both a basis for collaborative research 
ventures with other research laboratories and partnerships 
with commercial entities.  Private companies such as 
Clipper Windpower, Inc have voiced strong interest in 
LANL’s development of this technique and within the past 
month larger wind energy companies have suggested 
interest. LANL’s technology transfer experts are currently 
working on the marketing of this HIGRAD wind turbine 
tool, WindBlade.

Key collaborations have been initiated in FY09 with 
National Renewable Energy Laboratory (NREL) regarding 
this developing capability and Sandia National Laboratory 
(SNL) has voiced interest.  NREL and SNL have longstanding 
programs in wind energy engineering and technology. 

Based on the developments of this project, a DOE EERE 
proposal was submitted and has been positively reviewed, 
however funding decisions are awaiting congressional 
budgets.  Also, WindBlade is a key component of the newly 
funded LDRD DR “Intelligent Wind Turbines”, which will 
combine WindBlade with structural models.
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Abstract
HAWC is a proposed wide field of view gamma-ray 
observatory with over 10 times the sensitivity of 
similar existing detectors. With this LDRD funding, 
we investigated the scientific capabilities of HAWC 
by studying data from its predecessor, the Milagro 
gamma-ray observatory at LANL, and from the new 
lower energy Fermi gamma ray observatory.  These 
studies were incorporated into a proposal to NSF and 
DOE High Energy Physics for HAWC and the results were 
published in peer reviewed journals, such as Science and 
Astrophysical Journal.

Background and Research Objectives
Astrophysical sources accelerate particles to energies 
millions of times higher than possible with man-made 
accelerators. These particles, called cosmic rays, wander 
through the Universe being deflected by magnetic fields. 
Cosmic rays are continuously bombarding Earth from all 
directions. 

Some of the cosmic rays interact near their sources 
and transfer their energy to photons. These energetic 
photons, called gamma rays, travel straight to Earth 
allowing us to determine the location of the sources and 
to study the cosmic accelerators.

Cosmic accelerators are extreme astrophysical sources 
with intense magnetic and gravitational fields. They are 
not normal stars, but typically involve black holes or 
neutron stars.

Very-high-energy (VHE) gamma rays (those with energies 
above 100 GeV) probe the most extreme astrophysical 
environments in the universe and can explore 
fundamental physics in regions not easily accessible 
with traditional techniques.  Outstanding astrophysical 
questions addressed include the origin of the cosmic 
radiation and understanding particle acceleration in the 
cosmos.  

The exciting science being done by the current 
generation of VHE gamma-ray instruments and the 
large number of new VHE sources naturally raises the 
question of what could be done in the future with more 
sensitive instruments.  The Division of Astrophysics of 
the American Physical Society commissioned a white 
paper that concludes that there is a very compelling 
case for the construction of an all-sky monitor, extensive 
air shower array with sensitivity an order of magnitude 
better than the present best instrument, Milagro. 

LANL pioneered the water Cherenkov technique with 
the Milagro observatory and that has lead to a plethora 
of discoveries with this wide-field instrument.  With 
Milagro we discovered VHE emission from the Galactic 
plane, new extended sources of VHE gamma rays, 
unexpected anisotropies in the VHE cosmic radiation 
(an indication of a nearby cosmic-ray accelerator), the 
highest energy gamma rays from any source (up to 100 
TeV), and the longest continuous light curve of variable 
VHE emission from a supermassive black hole.

With a previous LDRD ER grant we developed the 
detector design for a future experiment,  the HAWC 
(High Altitude Water Cherenkov) Observatory.  This 
instrument will have 10x the sensitivity of Milagro.  With 
HAWC we will discover more than 10 times as many 
sources and have the ability to detect transients in 
1/100 the time.  This LDRD Reserve Project allowed us 
to improve on the scientific justification for HAWC by (1) 
finishing Milagro analysis which points to new sources 
and new capabilities for HAWC and (2) analyzing data 
from the Fermi Gamma-Ray Observatory which launched 
in 2008 and is a wide field observatory similar to HAWC 
but observes lower energy gamma rays.

Scientific Approach and Accomplishments
This LDRD project investigated the data from the Milagro 
Gamma-ray Observatory and the Fermi Gamma Ray 
Space Telescope to learn more about the astrophysical 

High Altitude Water Cherenkov Observatory
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accelerators associated with black holes and neutron stars. 
First, a correlation was found between the lower energy 
Fermi data and the higher energy Milagro data (Figure 1), 
which proves that spinning neutron stars, called pulsars, 
are the most prevalent cosmic accelerators in our Galaxy. 
Second, the Fermi observations of gamma ray bursts 
indicates that the emission continues up to the highest 
energies detectable by Fermi as seen in Figure 2, requiring 
even higher energy particles are accelerated by these 
putative black holes. 

Figure 1. Milagro observations (color) coincide with Fermi 
sources (dots), yet the physical mechanisms producing the 
pulsed Fermi emission differ from those producing the angularly 
extended Milagro emission.  The lower energy Fermi emission is 
produced near the surface of the neutron star and is pulsed with 
the sub-second rotation period of the neutron star.  The higher 
energy Milagro emission is due to a wind of particles flowing 
away from the neutron star and interacting with the ambient 
light to produce gamma rays.

Figure 2. Fermi observations of gamma-ray bursts show emission 
extending to energies high enough to be detectable by the 
HAWC observatory.  Such emission requires that these sources 
(which are likely black holes) eject particles with unprecedented 
velocities.  Such high energy emission also tests fundamental 
physics postulates, such as Lorentz invariance.

Both of these results imply interesting scientific 
opportunities for HAWC.  For example, the weakest 
sources seen in Figure 1 will be strongly detected by 

HAWC allowing the measurement of the energy spectrum 
of the gamma rays to extend to high enough energies to 
determine whether these sources are the producers of the 
galactic cosmic rays.  Also, the Fermi observation of Figure 
2 implies that HAWC will have the sensitivity to constrain 
the emission to even higher energies, such as would be 
required if these sources accelerate the extragalactic 
cosmic rays. 

These results also attracted much attention in the field of 
particle astrophysics and beyond, leading to the following 
invited talks by Brenda Dingus. 

“Cosmic Ray Anisotropies Observed by Milagro”, • 
Snowbird Particle Astrophysics and Cosmology 
Symposium, Utah, Feb 2009

“Gamma-Ray Astrophysics”, Multi-Messenger • 
Relativistic Astrophysics Inaugural Conference, Center 
for Relativistic Astrophysics, Georgia Tech University, 
May 2009 

“Gamma Rays to Probe the Origin of Galactic Cosmic • 
Rays”, University of Heidelberg Astronomy Colloquium, 
June 2009

“Unexplained TeV Cosmic Ray Anisotropies”, University • 
of New Hampshire Physics Department Seminar, July 
2009

“HAWC (High Altitude Water Cherenkov) Observatory • 
Surveying the TeV Sky”, TeV Particle Astrophysics 
Symposium, Stanford Linear Accelerator, July 2009

“Gamma Ray Astrophysics with Milagro and Fermi”, • 
Nuclear Physics Gordon Conference, July 2009

“Milagro and HAWC Surveying the TeV Sky”, University • 
of New Mexico Physics Department Colloquium, 
September 2009

Impact on National Missions
Gamma-ray Astrophysics is a forefront area of research 
as evidenced by multiple National Academy studies and 
investments by NASA, NSF, and DOE in GLAST, VERITAS, 
Milagro, and now HAWC observatories.  This field 
addresses LANL’s Grand Challenge to study physics beyond 
the standard model. LANL led the Milagro collaboration 
and LANL staff member Brenda Dingus is the co-
spokesperson for HAWC and the project manager. 

With Milagro and the development of HAWC, LANL has 
clearly established itself as a leader in the field of VHE 
astrophysics. With project we helped ensure that HAWC 
will be in an excellent position for future NSF and/or DOE 
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funding. The National Science Foundation has established 
a $1M MRI (Major Research Initiative) to perform the R&D 
required to eliminate the technical risk associated with 
the HAWC detector concept and to establish a small test 
array at the HAWC site (Sierra Negra, Mexico).  They have 
also established a path forward for determining which set 
of projects they will fund in this area of research.  The NSF 
and DOE convened a Particle Astrophysics Science Advisory 
Group (PASAG) in the Spring/Summer of 2009.  Brenda 
Dingus gave a presentation to the PASAG in Washington 
DC in June 2009.  The PASAG will review and rank the 
projects in the field.  While the HAWC NSF proposal 
received excellent reviews, the full HAWC funding, ~$10M, 
will require approval of the PASAG.  One of the strongest 
arguments for building HAWC are the scientific results of 
Milagro and GLAST that were accomplished with this LDRD 
Reserve Project.
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Introduction
The two main thrusts of this project are to study the 
progenitors of gamma-ray bursts and supernovae, and 
to study sources of gravitational wave emission.

The primary progenitors of both gamma-ray bursts 
and type Ia supernovae are binary star systems.  In 
this project, we are modeling the populations of these 
systems to determine their formation throughout the 
history of the universe.  By comparing these results to 
observations, we can probe the early universe and help 
devise better experiments to study dark energy.  We 
are using a Monte-Carlo population synthesis code on 
LANL and New Mexico (Encanto) computers to run these 
calculations.

We are also modeling the sources of gravitational wave 
emission as part of our work as a Laser Interferometric 
Gravitational-Wave Observatory (LIGO) member.  This 
work leads much of the general relativity work done 
at the laboratory into a focus that is closer to that of 
mainstream science.

Benefit to National Security Missions
This project takes full advantage of the computational 
and physics expertise developed at the national 
laboratories as part of their mission in nuclear weapons.  
It has direct relevance to DOE Office of Science missions 
such as SNAP (Supernova/Acceleration Probe) and may 
impact LANL’s “Beyond the Standard Model” Grand 
Challenge.

Progress
Chris Belczynski has continued to focus on developing 
stronger ties with LANL scientists and LANL science 
while pushing forward the fields of binary star evolution.  
He has submitted 12 papers in the past year to refereed 
journals on a broad range of binary star topics:  type Ia 
supernovae, gravitational wave sources, compact object 
distributions and gamma-ray bursts.

With his student (at NMSU) and Fryer at LANL, 
Belczynski studied the rates of type Ia supernovae.  
The population synthesis models of these type Ia 
supernova progenitors are now being used in light-
curve studies as part of a DR on cosmic explosions.  In 
this way, Belczynski’s efforts are providing direct input 
into simulations run with the ASC code RAGE (Fryer has 
been running the simulations working with Belczynski to 
determine the input).  In this way, this work ties to DOE/
NNSA projects.

Type Ia supernovae may be produced in the merger of 
two white dwarfs.  These objects are also sources of 
gravitational wave emission that might be detected by 
the NASA Laser Interferometer Space Antennae (part 
of NASA’s long-term beyond Einstein satellite plan). 
Belczynski has worked on a paper discussing the gravity 
wave signal from these objects.  In addition, he has 
studied gravitational wave sources for ground-based 
gravitational wave detectors.  This work ties to both 
NASA and NSF missions.

One of the gravitational wave sources also happens to 
be the progenitor of short-duration gamma-ray bursts.  
Working with Fryer and Holz at LANL, Belczynski has 
studied gamma-ray burst progenitors at high redshift.  
With NASA’s Swift satellite discovering higher and 
higher redshift gamma-ray bursts, his results inform the 
analysis of data from this major NASA mission.

Belczynski has worked on a number of projects studying 
the formation of compact objects:  neutron stars and 
black holes.  Tying to work by Fryer on core-collapse 
supernova engines, he has produced a set of papers 
studying the remnant left by collapsing massive stars.  
This will ultimately lead to a new standard for compact 
object mass distribution.  This brings together LANL’s 
expertise in supernova modeling to tie it to a broader 
scientific field.

Finally, he has continued his work studying specific 
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pulsar and X-ray binary systems, publishing a number of 
papers on these systems with collaborators across the 
country.

All of this work has led to a number of invitations as 
speaker at meetings across the world and Belczynski has 
traveled extensively to spread the science he has done at 
LANL.  He has attended meetings organized by NASA and 
NSF programs on gravitational waves, NASA’s EXIST mission 
(he has now become a member of this mission) as well as 
more general meetings on astrophysics, gravitational wave 
physics, and particle physics.  His summer of 2009 was par-
ticular busy with meetings and collaboration visits.

Finally, Belczynski’s student, Ashley Ruiter, successfully 
defended her thesis.  This is Belczynski’s first student to 
graduate and a major achievement for any post-doc.  As 
adjunct faculty at NMSU, he presided over her defense and 
worked hard to ensure that her thesis was high quality.  
Fryer has worked directly with Ashley and ascertained that 
she agrees that Belczynski provided her excellent training.  
She has accepted a post-doctoral position at the Max-
Planck-Institute for Astrophysics in Garching, Germany.  
This is a very prestigious position and will serve her well in 
a full scientific career.  We have already begun a series of 
collaborations with her in her new role.

Future Work
The primary issue with gamma-ray burst progenitors 
for short-duration bursts is the evolution of binaries.  
This also dominates many of the uncertainties in 
determining the signals from these binaries with respect 
to gravitational waves.   Our project will focus on this 
binary evolution.   The goal of this project is to first revamp 
our binary population synthesis code by developing 
better physics codes to determine the parameters in 
this code:  advanced stellar evolution models developed 
at LANL taking advantage of detailed models of mixing, 
binary merger calculations using the LANL-developed 
Smooth Particle Hydrodynamics (SNSPH) code, using the 
latest developments in nuclear physics to revamp our 
understanding of neutron stars.  After developing the tools 
and running them to revamp the binary evolution code, 
we will then begin an intensive study of these binaries 
focusing on the observational implications of such physics-
based calculations including both gamma-ray bursts and 
gravitational wave detections.

These goals are summarized as follows:

Revamp the Code
Revamp code using advanced stellar evolution models:1. 

determine what is currently available and begin • 
simulations for what pieces are missing

incorporate these results into binary evolution code • 
similar steps can be used for other physics

Merger calculations2. 

Nuclear physics estimates3. 

Insert remaining critical physics4. 

Simulations and comparison to observations
Compare to gamma-ray burst data.  Explain the current 1. 
discrepancies in the data and work to make future 
predictions.  This should have implications back on the 
physics so we should be able to use this to constrain 
current physics models and update (even validate) our 
codes.

Use tested codes to make predictions for gravitational 2. 
wave observations.

We have completed the first studies of these mergers and 
these papers are almost through the refereeing process.

Conclusion
This project will rule out many of the proposed gamma-
ray burst progenitors allowing theorists to focus on the 
few remaining progenitors for detailed numerical study.  
These massive explosions play such an important role 
in our understanding of the universe from large-scale 
cosmology (these bursts are so powerful that they can 
be observed in the early universe and hence can be 
used as standard candles) to our understanding of the 
earth (it has been proposed that a GRB, not an asteroid, 
caused the extinction of the dinosaurs).  By understanding 
their progenitors, we make all of these broader studies 
tractable.
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Introduction
Stan Seibert’s primary research objectives focus on two 
major experiments: the Sudbury Neutrino Observatory 
(SNO) and the MiniCLEAN dark matter experiment. SNO 
is a heavy water Cherenkov detector whose primary 
goal is to measure solar neutrinos in order to better 
understand fundamental neutrino properties and fusion 
processes in the sun. SNO finished data collection in 
November 2006 and LANL continues to play a lead role 
in the final analyses of this unique data set. Stan has led 
the SNO collaboration’s effort to dramatically reduce the 
uncertainties in the measurement by including lower 
energy events in the data sample. This Low Energy 
Threshold Analysis (LETA) is particularly challenging 
due to the high level of precision required and the 
large amount of radioactive background present at low 
energies.

The MiniCLEAN dark matter experiment is presently 
under construction and designed to search for 
Weakly Interacting Massive Particles (WIMPs) that 
are hypothesized to constitute the dark matter in the 
universe. MiniCLEAN is a spherical detector with ~150kg 
of liquid argon or neon target imaged by an array of 91 
photomultiplier tubes. Stan leads the simulation and 
analysis effort for the project and was this year elected 
by the collaboration to serve as Analysis Coordinator.

The LETA analysis for SNO was completed and a 
paper submitted for publication in Physical Review C. 
The preprint has been well received by the scientific 
community. As MiniCLEAN Analysis Coordinator, Stan 
coordinated the collaboration’s efforts to develop 
a complete Monte Carlo simulation code for the 
experiment and organized a very successful workshop 
at the University of Pennsylvania in June to coordinate 
various simulation and analysis activities.

Benefit to National Security Missions
This project supports DOE Office of Science missions in 
basic research to elucidate the fundamental properties 
of neutrinos using the sun as a unique astrophysical 
source and in the development of novel detector 
technologies for low-energy solar neutrinos and 
cosmological dark matter. The development of such 
technologies can potentially contribute to capabilities 
for nuclear threat reduction.

Progress
The 53-page Physical Review C paper describing the LETA 
results from SNO was finished in October. The result 
boasts the lowest energy threshold ever achieved in a 
water Cherenkov detector and significant improvement 
in the measurement of Boron-8 neutrinos from the sun 
(Figure 1). The results improve our understanding of how 
different neutrino flavors transform into one another as 
well as contributing to the ongoing astrophysical debate 
regarding the chemical composition of the sun. Every 
aspect of the LETA analysis was carefully scrutinized by 
members of the SNO collaboration. Given the complexity 
of this precision experiment, the review required nearly 
a year to complete and was paramount to establishing 
the robustness and veracity of our signal extraction 
techniques.

Concurrent with the successful LETA program, Stan 
also completed the development of a novel method 
for obtaining the probability of an electron neutrino 
not transforming into another neutrino, called the 
“electron neutrino survival probability.”  Knowledge 
of how this survival probability varies as a function of 
neutrino energy is extremely useful as it shows how 
neutrinos interact with the matter in the sun. The SNO 
collaboration has never been able to report the electron 
neutrino survival probability function for solar neutrinos 
because we have not had a good way to extract it 
directly from our data. Thanks to the massive computing 
power available from standard, commercially available 
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3D graphics cards, Stan demonstrated a technique for 
obtaining this information and applied it to the LETA data 
in time to be included in the final publication.

Phase I Phase II Phase III LETA I LETA II
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Figure 1. The total Boron-8 neutrino flux measured in SNO in 
previous papers (Phase-I, Phase-II, and Phase-III) compared to 
the new low-energy threshold results (LETA-I and LETA-II). LETA-I 
and LETA-II refer to two independent analyses of the same data 
that were performed to verify the results.

Since we anticipate commissioning the MiniCLEAN 
detector underground at SNOLAB in about 1 year’s time, it 
is critical to organize and distribute simulation and analysis 
tasks effectively across the collaboration. Elected as the 
MiniCLEAN’s Analysis coordinator, Stan brought together 
collaborators from 8 institutions at a very successful 
analysis workshop. Great progress was made in improving 
the microphysics input and accuracy of the MiniCLEAN 
simulation code, which has been critical to understanding 
our calibration needs, and in refining our methods to reject 
radioactive backgrounds in the experiment. This work has 
also allowed Stan to continue to leverage his experience in 
high performance computing and the use of commercial 
3D graphics cards as numerical coprocessors.

Stan, in addition, mentored two undergraduate summer 
students on a project to measure the fluorescence 
efficiency of the wavelength-shifting fluor chosen for 
the MiniCLEAN experiment. The students were chosen 
to present their work this past Fall at the American 
Physical Society Division of Nuclear Physics meeting. 
Thanks to the LDRD contribution to this project, the 
scope of this measurement was expanded and we plan 
to draft and publish a paper describing this work in 2010. 
The results from this effort will be of great interest the 
scientific community in general where it concerns use and 
knowledge of these fluors.

Future Work
With the LETA analysis for SNO complete and published, 
our efforts on SNO are ramping down although Stan will 
continue to serve as an advisor and reviewer for the SNO 
collaboration’s effort to perform a full and final analysis 
encompassing all three phases of data collected from the 
experiment. Future efforts will be heavily focused on the 
MiniCLEAN experiment and, specifically upon full imple-
mentation of the analysis and simulation software that will 
be crucial as the detector becomes commissioned and we 
obtain initial calibration data.

Conclusion
In conclusion, Stan Seibert has had a remarkably produc-
tive year in seeing the SNO LETA analysis to fruition along 
with its highly visible publication in Physical Review C. 
Stan’s leadership as Analysis Coordinator for MiniCLEAN 
has led to the critical progress needed for the experiment 
to become a reality and this will continue to be the area of 
focus during the second year of this project.

Publications
O.Collaboration, S. N.. Low Energy Threshold Analysis of 
the Phase I and Phase II Data Sets of the Sudbury Neutrino 
Observatory. To appear in Physical review C. 

Sebert, S.. The Low Energy Threshold Analysis of the 
First Two Phases of the Sudbury Neutrino Observatory. 
Presented at INFO09. (Santa Fe, NM, July 6, 2009).
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Introduction
We investigate the kinetics (i.e. dynamics) of the first-
order quantum phase transitions in cold atom mixtures. 
These phase transitions - the quantum equivalent of 
water freezing to ice - are the subject of active research. 
They are relevant to many areas of theoretical physics, 
ranging from the evolution of the universe at its early 
stages to cluster dynamics in magnetic systems. At 
the same time, not many experimental observations 
have been confirmed. One of the first but not very 
conclusive results came from experiments on He-isotope 
liquids. This question has stimulated large experimental 
and theoretical efforts in the field. The dynamics of 
a system undergoing a first order phase transition is 
typically characterized by the process of nucleation. 
In nucleation, one component forms a droplet (nuclei) 
separating itself from the other. Unlike numerous 
commonly-found temperature-driven transitions, 
low temperature nucleation relies solely on quantum 
fluctuations and has not yet been consistently observed. 
Another type of process that closely resembles physics 
of quantum nucleation is so-called “phase-slip” process. 
It occurs when the phase of macroscopic quantum 
system is altered at some microscopic region (usually 
inside some potential barrier). As the result of a phase-
slip the system, usually of cycle geometry, can support 
stable currents. The decay of these currents at low 
temperatures takes place via macroscopic quantum 
tunneling – the process, when all the involved particles 
undergo transition in exactly the same fashion (as in 
quantum nucleation). Cold atom systems provide an 
excellent opportunity to measure these phenomena. We 
investigate boson-fermion cold atom mixtures and ultra-
cold boson systems to provide theoretical and numerical 
guidance for experiment. The investigation will provide 
advancements in understanding, observation, and 
measurement of quantum phase separation as well as 
macroscopic quantum effects associated with quantum 
nucleation. We also expect this investigation to shed 
some light onto unconventional mechanisms of high-

temperature superconductivity, which appear to be 
related to quantum phase transitions of this sort.

Benefit to National Security Missions
The project will support the DOE mission by enhancing 
our understanding of fundamental properties of complex 
systems. These areas of research constitute two major 
grand challenges pursued by the Los Alamos National 
Laboratory. Quantum systems may lead to new means 
of sensing and computing for missions such as Threat 
Reduction.

Progress
Our investigation has taken several directions. We have 
demonstrated that quantum nucleation transition in 
cold atom mixtures is significantly suppressed by the 
dissipative processes. As the result, measurement of 
the nucleation rate need to be carried out in mixtures 
with certain ratio between masses of the atomic 
species, where dissipation is minimal. On the other 
hand, macroscopic quantum tunneling phenomena 
associated with phase separation is more accessible. 
Moreover, its rate is controlled by the density rather 
then the total number of particles, and therefore it 
can be easily controlled and measured. We proposed 
to measure the dissipative transition in the nucleation 
regime by analyzing expansion of an externally initiated 
droplet. We also investigated possible stable superfluid 
configurations in the system near the phase separation 
transition point. Finally, we explored possibilities to 
observe macroscopic quantum tunneling between 
current states in a single species boson system. In the 
following we address all these points in a greater detail.

In the first stage of our project we have investigated 
the possibility of observing quantum nucleation [1]. 
We studied kinetics of phase separation transition in 
boson-fermion cold atom mixtures. Starting from a 
macroscopic description of a boson-fermion mixture, 
we derived an effective action that describes the system 

Dynamics of Quantum First Order Phase Transitions
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in terms of the boson density representing an order 
parameter. We analyzed the characteristic length scale 
and identified three different regimes of phase separation. 
The first regime corresponds to nucleation. The droplet 
of fermion fraction formed during the transition has 
distinctive boundaries. It forms when the densities of the 
two species are close to the critical density of the mixture. 
We obtained the asymptotic behavior for the droplet’s 
size dynamics and demonstrated that the nucleation is 
significantly suppressed by dissipation when the fermion 
particle mass is greater or equal to that of a boson. 
Therefore, we concluded that experimental observation 
of quantum nucleation is feasible only in the mixtures 
with light fermion and heavy boson atoms. In addition, 
measurable rates (the number of created droplets per 
unit of time) require highly interacting mixtures. While 
such mixtures are experimentally possible, they are not 
easy to prepare and require state-of-the-art trapping and 
cooling techniques. We, therefore, propose an alternative 
scheme to probe dissipative dynamics associated with 
the nucleation. It is based on the analysis of expansion of 
an externally initiated droplet of fermions. Measurable 
changes associated with the dissipative transition 
take place for moderate interactions. As a result, the 
measurement can be done for relatively dilute easy-to-
prepare systems.

Critical dynamics near the absolute instability of the 
mixture is fundamentally different. Here, the characteristic 
length scale diverges and the droplet boundary is not well 
defined. This regime is suitable for observing macroscopic 
quantum tunneling phenomena. The potential barrier 
separating mixed and phase separated situations is small. 
The system quantum-mechanically tunnels through this 
barrier creating an excess of fermion species in relatively 
large volume of the mixture. We calculated the tunneling 
exponents as a function of the system parameters, such 
as density and interaction strengths. We demonstrated 
that macroscopic quantum tunneling phenomenon can be 
observed in experimentally well-accessible dilute mixtures. 
In addition, due to the modification of boson-mediated 
interaction near the absolute instability, this regime 
presents an opportunity to test novel unconventional 
superconductivity mechanisms within the boson-fermion 
framework. In particular we have shown [2] that a 
thermodynamically stable superconducting phase can 
exist in a odd-frequency channel. Further work has to 
be done to develop microscopic interpretation of this 
unconventional phase.

Finally, we have investigated metastable macroscopic 
quantum states in a singe species boson system in 
Bose-Einstein condensation regime [3,4]. In particular, 

we have analyzed transitions between macroscopic 
current-carrying states in a ring-shaped Bose-Einstein 
condensate. Estimates for geometric parameters have 
been obtained [4] to support experimental observation 
of macroscopic quantum transitions in this system. 
The possibility to create well-controlled Bose-Einstein 
condensate of ring geometry has been recently confirmed 
by LANL experimental group within novel “painted 
potential” trapping technique. Our result indicates that, for 
experimentally feasible geometries, coherent macroscopic 
quantum tunneling phenomena should be accessible, see 
Figure 1, at temperatures of about tenth of a nano-Kelvin. 
While such temperatures are certainly achievable, we 
advise to begin with the thermal transition in currently 
available higher-temperature systems. This should allow 
performing fine tuning of the geometrical parameters. 
We have also demonstrated that as soon as the coherent 
quantum tunneling is achieved the system can be tuned 
[5] to quantum two-state regime. This regime provides a 
unique opportunity to explore a well controlled quantum 
system of two macroscopically distinct states (almost 
visible to a naked eye upon measurement).

Figure 1. Kinetics of single species cold atom Bose-Einstein 
Condensate of ring geometry. (a) The shape of typical 
condensate cloud. The system has rich structure or current-
carrying state visible upon measurement (b,c,d,e). Macroscopic 
tunneling from the current state should be clearly visible in free 
expansion measurement (calculated): (b) the free expansion 
cloud in the case when tunneling took place, (c) expansion cloud 
indicating that the tunneling did not happen. Similarly for the 
tunneling from the zero current state (d,e). In both cases absence 
of density in the center of the expansion cloud hints the presence 
of non-zero current state.

Future Work
The project will study the kinetics of quantum first order 
phase transitions in cold atom traps. Extremely low 
temperatures achieved in the traps allow one to deal with 
an unusual state of matter—quantum condensates—on a 
macroscopic scale. Quantum dynamical effects associated 
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with quantum nucleation become potentially measurable. 
We should outline the major goals a follows: 1) We will 
investigate the phase separation transition in the system 
of trapped atomic mixtures of bosons and fermions 
(e.g. atoms with overall spin zero and one-half). 2) The 
investigation of dissipation in connection to the phase 
transitions in the above mentioned systems is necessary 
and will be conducted.  3) We will also investigate 
macroscopic quantum transitions in single species boson 
systems. In particular, the prospects and application of 
macroscopic two-state quantum system will be analyzed. 
4) Investigation of noise levels in macroscopic cold-atom 
current-carrying systems will be performed to support 
the search for applications for the macroscopic two-state 
quantum system. 5) Phase diagram of unconventional 
odd-frequency superconductor in an unbalanced two 
species fermion system will be analyzed. In particular, 
novel quantum phase transition between different odd-
frequency phases is expected to appear when the relative 
number of fermions (between the species) is modified. 
In all these directions we also aim at understanding the 
macroscopic collective quantum phenomena beyond 
particular cold atom setup. At the same time, we expect 
that the work will guide experimental efforts in cold atom 
systems in Los Alamos National Laboratory and worldwide. 
In particular, we will focus on supporting efforts to 
observe non-classical effects, such as quantum tunneling, 
on macroscopic scale. Macroscopic quantum tunneling 
phenomena is important in many physical processes 
associated with the first order quantum phase transitions, 
from cosmology to dynamics of nano-size magnetic 
systems, as mentioned above. This stimulates large on-
going experimental and theoretical efforts in the field. 
At the same time, not many experimental observations 
have been confirmed (one of the first results came from 
experiments on 3He, 4He systems). The outlined project 
will also affect research in closely related topics such as, for 
instance, superconductivity and quantum computing.

Conclusion
Understanding of the dynamics of quantum phase 
transitions may answer a number of fundamental 
questions. These questions range from the evolution of 
the universe at its early stages to the problems of cluster 
dynamics in magnetic systems. Contemporary cold 
atom systems, such as atoms or molecules confined in a 
magnetic trap, provide a perfect setup where such phase 
transitions can be observed and controlled with a desired 
accuracy. The work will set up the theoretical framework 
for the description of the dynamics of the first order phase 
transitions in these systems and will guide experimental 
efforts.
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Introduction
Nonequilibrium quantum phase transitions are poorly 
understood.  The overall goal of the present project is 
to develop a firm theoretical foundation for quantum 
phase transitions. As applications of nanotechnological 
devices controlled by quantum behavior multiply and 
diversify, this understanding is increasingly important.

This project comprises two complementary subjects.  
The first is developing an understanding of quantum 
synchronization, in which different regions of a material 
spontaneously lock into the same quantum phase.  
Not only will this be of fundamental interest in itself, 
but, more importantly, it will have strong implications 
for decoherence, the mechanism which connects 
the quantum and classical worlds, and will help to 
bridge the gap between the classical and quantum 
physics.  Moreover, a fleshed-out theory of quantum 
synchronization may have direct practical applications 
such as interpreting and understanding the spectrum 
of molecules such as polyethylene, disordered 
superconductor films, and the quantum behavior 
observed in collective atomic recoil lasing.

The second subject is quantum drag, which will give us 
new fundamental understanding of superfluidity.  The 
phenomenon of superfluidity is one that we have known 
of for over half a century, yet it remains enigmatic in 
many respects.  As the key to numerous applications, 
both current and future, such as atom lasers, precision 
clocks, and gyroscopes, it is of great importance that 
we move towards a more precise grasp of the physics 
underlying superfluidity.

Benefit to National Security Missions
This work supports the energy security mission as 
it leads to better fundamental understanding of 
superconductors, materials that have zero resistance.  
These materials’ energy applications include efficient 
electric power transmission and power storage 

devices, and sensors for threat reduction.  This also 
supports LANL’s competencies in quantum science and 
nanotechnology.

Progress
Using analytical and numerical means, we showed that 
one should be able to construct a solid out of superfluid 
components, specifically by overlapping distinct dilute 
Bose-Einstein condensates (BECs) to form a mixture.  
Unlike previous research efforts that propose supersolid 
order in configurations of BECs, our work does not 
externally impose any length scale in order to achieve 
solid order. Our findings are an important step towards 
understanding the nature of supersolids, a new form of 
matter whose existence has generated much controversy 
within the low-temperature community.

We also calculated the drag experienced by an impurity 
of any strength moving through a quasi one-dimensional 
BEC. We derived new analytical solutions of the 
equations governing these systems, which allowed us to 
calculate the drag solutions exactly.  We showed, for the 
first time, that such a force exists in this geometry, and 
have also been able to calculate the force’s dependence 
on velocity and impurity strength.  These results are 
crucial for demonstrating the presence of this effect in 
ultracold dilute atomic gases.

In addition, we have also published a review paper 
summarizing the results of this Casimir-drag force 
analysis.  We have also helped organize a successful 
conference on Casimir physics in Santa Fe that was 
attended by leading international experts in the field.

We have extended our previous results on the linear 
reformulation of the canonical model of synchronization.  
Part of the extension addresses the issue of anomalous 
scaling that was found to occur in this new class of 
exactly solvable models.

Nonequilibrium Quantum Phase Transitions
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Future Work
Future work in superfluids includes exploring the Casimir-
drag effect numerically through the truncated Wigner 
approach, an approximation from quantum optics that 
has been applied successfully towards the simulation of  
quantum noise effects in BECs.

We will also study the problem of Casimir drag in 
superfluids in the context of a fermionic system.  Our 
hypothesis is that the scattering of quantum fluctuations 
within a flow of superfluid fermions gives rise to a 
drag force.  Positive demonstration of this effect would 
constitute the first evidence of such a drag force existing in 
fermonic systems.

Finally, we will study whether the controversial transverse 
acoustic force, the Iordanskii force, exists in superfluids.  
We are using a new numerical technique for simulating 
dilute Bose-Einstein condensates (Projected Gross-
Pitaevskii technique). This has been a long-standing open 
question.

Other projects include the investigation of the finite-time 
collapse of self-trapped electronic states in nanowires 
and applying spectral theory to generalize our linear 
reformulation of Kuramoto synchronization to much larger 
classes of coupled systems.

Conclusion
This project constructs a theoretical framework of 
nonequilibrium Quantum Phase Transitions.  This research 
has potential for science and technology because such 
phase transitions involve  significant quantum-level events 
that have a direct macroscopic effect and, as such, lend 
themselves to myriad applications in the rapidly expanding 
field of nanotechnology.

This project also builds an understanding of superfluidity 
that has the accuracy needed to turn the new dilute 
ultracold atom systems into applications such as atom 
lasers, precision clocks, and gyroscopes as well as prompt a 
review of our fundamental notions about areas of science 
related to superfluidity.
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Introduction
We are investigating the dynamics and decoherence 
of quantum phase transitions in open many-body 
systems. In general, quantum information processing, 
including emulating quantum many-body systems, 
requires quantum hardware for its implementation. 
However, it was recently realized (by looking at 
quantum systems from the point of view inspired by 
quantum information processing ideas) that a large 
and interesting category of quantum evolutions can be 
simulated on a classical computer with resources that 
are only polynomial (rather than exponential) in the size 
of the system. We are applying this and related methods 
to simulate the time-dependent evolution of quantum 
systems. Our immediate goal is to study the dynamics 
of quantum phase transitions that are beginning to 
be investigated experimentally in, e.g. Bose-Einstein 
condensates (BEC’s). However, in the process we expect 
to improve and generalize this novel method so that it 
can be applied much more broadly to study the exact 
quantum time evolutions of systems with approximately 
100-10,000 independent components (which will include 
sixth generation quantum computers, but potentially 
also other systems such as molecules, nuclei, etc.).

Benefit to National Security Missions
This project will support the missions of the Office of 
Science by enhancing our understanding of materials 
and comprehension of complex natural systems. This 
work will also support the Threat Reduction mission 
of the Laboratory by bringing the encryption breaking 
power of quantum computing one step closer to reality.

Progress
Simulation techniques for decohering/dissipating 
quantum systems: A recent work of ours examined 
how different portions of the environment influence 
the dynamics of a system of interest and used 
this knowledge to create a novel representation 
of the environment that significantly reduced the 

computational cost for simulating certain environments. 
Since then, we have examined how information about 
the system of interest is distributed into environments 
that create decoherence. We demonstrated that 
noisy environments can effectively acquire and 
communicate certain classical information about the 
system, but at a reduced rate compared to “clean” 
environments. However, quantum information about 
coherence in the system is distributed globally into 
the environment, regardless of its noise level, and is 
therefore effectively lost. In the process, we developed a 
simulation technique that can simulate symmetric qubit 
environments with a polynomial computational cost 
(and thus, we have gone up to 200 qubits, i.e., a state 
space of 2^200, which is far out of the reach of direct 
diagonalization). This work supports the LANL mission 
of gaining a fundamental understanding of materials 
and of complex natural systems. This work has recently 
appeared in the prestigious journal Physical Review 
Letters and also one paper in preparation.

Nanoscale electronic sensors: We investigated two 
issues in the behavior of nonequilibrium nanoscale 
systems: (i) the effect of noise on the ability to detect 
biomolecules with electronic sensors and (ii) how 
ionic transport occurs through nanopores. For (i), we 
examined decoherence (also known as dephasing) and 
inelastic scattering effects on rapid DNA sequencing 
using transverse electronic transport measurements and 
nanopores. We found that the efficient distinguishability 
of the bases is not influenced by white noise unless it 
is unrealistically strong, thus reaffirming that electronic 
transport might serve as a process for rapid DNA 
sequencing. For (ii), we studied how ions move from 
bulk into a nanopore to create an ionic current. This is 
process that occurs in natural (biological ion channels) 
as well as artificial systems (synthetic nanopores, e.g., 
made for sequencing and molecular detection). We 
showed that there should be a precipitous drop in ionic 
current when the radius of the nanopore is shrunk 
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below the radius of the first hydration layer of the ions. 
This research will help the development of nanopore-
based electronic sensors that will create new possibilities 
for ubiquitous sensors, and thus this work addresses the 
LANL mission of Threat Reduction. As well, such sensors 
open up new avenues for investigation into the complex 
interface between solids, liquids, and biomolecules, and 
increase our understanding of how materials behave at the 
nanoscale. The work has resulted in two recent articles, 
both in prestigious journals: one in Physical Review Letters 
and one in Biophysical Journal.

Quantum phase transitions and decoherence: We are 
studying the dynamics of quantum phase transitions in 
the presence of decoherence. In particular, in the absence 
of decoherence, topological defects are generated – i.e., 
these are features of the quantum state that can not be 
changed with local perturbations to the state of the system 
and are therefore “protected” from local decoherence (a 
feature that is necessary in quantum computing). However, 
when driving the system, superpositions of defects are also 
created. We find that these superpositions are actually 
extraordinarily sensitive to local noise and will collapse 
essentially instantaneously from a coherent quantum state 
to an incoherent mixture of states with a single topological 
defect that remains protected. We have developed a 
proposal that will allow for the direct observation of this 
instability. This finding sheds light on a fundamental issue 
in the dynamics of quantum phase transitions and also 
on what types of states might be useful for quantum 
computing. This work supports the LANL mission of gaining 
a fundamental understanding of materials and of complex 
natural systems. We are currently finishing an article 
describing this work.

Future Work
Nonequilibrium physics is at the heart of some of the 
most beautiful and spectacular phenomena in nature, 
from pattern formation in biological systems to phase 
transitions in exotic superconductors. Furthermore, the 
nonequilibrium characteristics of many physical systems 
form the basis of their projected technological use, 
yet, in most cases, they remain poorly understood. In 
particular, a general category of nonequilibrium systems 
is composed of quantum systems out of equilibrium with 
their environment, which gives rise to the processes 
of dissipation and decoherence (D&D). The dynamics 
of quantum systems, though, are notoriously hard to 
simulate classically due to the presence of a unique 
quantum correlation called entanglement. We are 
carrying out a two-step research program revolving 
around D&D: 1) Building on our past research on the 
efficient representation of partially entangled states, we 

are developing an innovative computational method that 
can simulate the dynamical behavior of thousands of 
atoms or particles as it interacts with the outside world. 
2) Using this method along with analytical techniques, 
we are investigating several distinct but interrelated 
issues involving D&D in complex many-body systems. For 
all these issues, our current understanding is hampered 
by the lack of accurate methods to study D&D. In 
particular, we will (i) calculate the physical characteristics 
of dissipative materials relevant to superconductivity 
and evaluate the possibility of engineering a dissipative 
transition to create a room-temperature superconductor; 
(ii) simulate the precise behavior of decoherence in 
(solid-state) architectures for quantum computing and 
delineate approaches for suppressing and correcting for 
decoherence; and (iii) simulate electronic transport across 
molecules in the presence of strong D&D in order to 
assess the effect of the aqueous environment on practical 
application of nanoscale electronic sensors, and more 
generally to study open scientific issues and challenges at 
the interface between solids, liquids, and biomolecules.

Conclusion
The research will result in the development of novel 
simulation techniques for driven, nonequilibrium, and 
dissipative quantum and nanoscale systems. In addition, 
the research will result in a greater understanding of 
quantum computing. Further, the research will result 
in setting the underlying theoretical basis of nanoscale, 
biological/single-molecule sensors. The realization of our 
stretch goals could revolutionize computing and medical 
treatments, giving us increased security and health.
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Introduction
Our research attempts to better understand the 
fundamental nature of matter.  Although the Standard 
Model can in principle predict the properties of all 
matter, in practice, even approximately computing 
the properties of a few particles - such as a proton 
comprising only three quarks - is a Herculean 
computational challenge.  Our innovative approach 
is to develop an accurate model that combines 
computer simulations (Monte-Carlo), experiments, 
and analytic properties to understand systems of many 
fermions.  Universality in the underlying theory allows 
this model to be applied to many systems, from cold 
atoms and superconductors, to nuclear matter, stellar 
matter, and possibly even the elusive dark-matter that 
hold galaxies together. Some of these systems can be 
studied in the lab, allowing for the model to be tested 
and then applied with confidence to those systems 
outside of experimental control.

Benefit to National Security Missions
This research on strongly interacting Fermi systems ties 
in well with Office of Science missions relating to nuclear 
physics, astrophysics and condensed matter physics. The 
results of this work will enhance our basic understanding 
of materials through an ability to model superfluid 
and superconducting matter in both the terrestrial and 
astrophysical context.

Progress
Much or our research energy has been directed toward 
the continued development and improvement of the 
Density Functional Theory (DFT) code.  The updated 
improvements in the code include:

Better control on truncation errors with the core • 
Discrete Variable Representation (DVR) method used 
to solve for the wavefunctions.

Ability to calculate more complicated geometries • 

such as elliptical traps, allowing for direct 
comparison with experiments.

Allow the code to be run on multiple processors so • 
the larger bases required to study more complicated 
geometries can be efficiently run on clusters.

Improved solver technology for better • 
convergence.  In particular, a generalized Broyden 
method has been implemented to maximize 
the efficiency of the solvers when used with 
expensive function evaluations.

Development of geometric multigrid linear equation • 
solvers for computing classical approximations of the 
DFT’s.

Alternative boundary conditions for studying vortex • 
properties and surface tension effects.

These modification are in the process of being tested 
and will be applied to the problems of: a) unequal 
masses, b) surface tension and finite size transition 
effects and c) finite sized system effects.

One important use of the DFT is to provide approximate 
wavefunctions as input for fixed-node Green’s function 
Monte Carlo (GFMC) techniques.  The GFMC techniques 
developed here at LANL are among the most accurate 
calculational tools available for many-body systems, but 
are plagued by an infamous “Fermion sign problem” that 
amounts to the requirement of adding up exponentially 
many contributions of opposite sign that cancel.  In 
order to obtain a signal from out of these cancellations 
would require an exponential amount of time, making 
the naive implementation useless.

To overcome this difficulty, a “fixed-node” approximation 
is used that restricts the MC averaging to components 
of a single sign, thereby averting the sign problem.  The 
catch is that the nodal structure needs to provide a 
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good characterization of the ground state.  For the most 
symmetric systems, this approach has produced state of 
the art numerical calculations of the universal parameters 
governing dilute fermion systems.

Our goal is to use the same techniques for calculating 
properties of asymmetric systems.  To this end, we 
are developing techniques for using the wavefunction 
provided by our DFT approach to fix the nodal structure 
of the starting wavefunctions for the more accurate GFMC 
calculation.  In this way, we hope to provide quantitative 
evidence for new states of matter predicted by the DFT -- 
in particular, the crystalline supersolid Larkin-Ovchinnikov-
-Fulde-Ferrell (LOFF) state.  Progress is underway testing 
this approach for the known symmetric systems.

Our work has been presented to the cold Fermion labs 
at MIT and at the Institute of Quantum Optics and 
Information (IOQOI) in Innsbruck, and in an invited talk 
at the Conference on Research Frontiers in Ultra-Cold 
Atoms in Trieste to convince members of the cold atom 
community of the potential of the DFT.  In collaboration 
with the experimentalists we identified several key ideas 
for measuring properties of these systems predicted by 
the DFT, including the presence of a new supersolid (LOFF) 
phase as well as surface and finite size effects at phase 
boundaries (especially looking at the decay of collective 
oscillations in harmonically trapped clouds).

We made a successful proposal for a three-month program 
at the Institute for Nuclear Theory (INT) in Seattle.  The 
program “Fermions from Cold Atoms to Neutron Stars: 
Benchmarking the Many-Body Problem” will take place 
in the spring of 2011 and has the support of some of the 
leading theorists and experimentalists in the field.

Neutron Stars
Closely related to the DFT work on cold atoms, we are 
currently investigating the structure and properties of 
ionic lattices in dilute nuclear matter.  In particular, we 
aim to calculate properties such as the compressibility 
and shear moduli for these lattices.  What is novel 
about our calculation is that we allow for the nuclei to 
deform -- previous estimates treat the nuclei as fixed 
shape objects.  These results are of physical importance 
in neutron star crusts: in particular, for investigation 
vibrational modes (phonons) in the crust that can transport 
energy and momentum, affecting the cooling behavior of 
the stars.

This project is quite technically challenging as a large-
scale non-linear indefinite Helmholtz-like problem must 
be solved.  This has required the development of the 
geometric multigrid technique discussed above and 

substantial improvements in the non-linear Broyden 
solver.  We presently have solutions for one-dimensional 
lattice structures and are presently scaling this up to two 
and three-dimensional structures.

Dark Matter
A second major project is investigating a potential 
dark matter candidate in the form of quark antimatter 
nuggets.  This potentially solves two of the major 
outstanding problems in cosmology: 1) Baryogenesis or 
where is all the antimatter? and 2) What is the nature 
of the hitherto unobserved dark matter that holds our 
universe together?  Our proposal hides the antimatter in 
macroscopic “nuclei” formed at the QCD phase transition, 
thus solving both problems.

What is intriguing about this proposal is that, not only 
is it consistent with present constraints, but it predicts 
that the dark matter should be directly observable.  The 
idea is that regular matter in our galaxy (hydrogen for 
example) will annihilate on these antimatter nuggets 
releasing observable radiation.  Our model makes definite 
predictions about both 511 keV radiation resulting from 
electron-positron annihilation as well as diffuse radiations 
in the 10 keV, 10 MeV and mircro-wave bands.

 All of these emissions have observational constraints, 
and our preliminary analysis found that -- with a few 
reasonable phenomenological parameters -- our model 
is not only consistent with the observations, but could 
provide a compelling explanation.  In our resent paper 
[LA-UR 09-06331], we have used semi-classical DFT 
approximation to determine the density profile of the 
electrosphere of these quark nuggets.  This allowed us 
to directly compute some of these phenomenological 
parameters from unambiguous microscopic physics.   We 
found that the phenomenological values required to 
explain the observations emerged naturally from the 
microscopic calculation, providing another piece of strong 
evidence for our proposal.  The comparison of our results 
with the observations is shown in Figure 1.
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Figure 1. Spectral density (scaled by w^2 to compare with [40] 
of photons emitted by an electron annihilating on antiquark 
nuggets with incoming velocities v = 0.01c (red), v = 0.005c 
(green) and v = 0.001c (blue) from right to left respectively, 
including the cosmic ray background determined in [40] (dotted 
line). The thickness of the bands includes a ±10% variation in the 
positronium annihilation rate (12). The overall normalization is 
fixed to the observationally unrelated 511 keV line as discussed 
below (21). The three error bars are the Comptel data points. 
The observed spectrum will be an average of these, exhibiting a 
dependence on the distributions of velocities v along the line of 
sight to the core of the galaxy.

Future Work
The main goal is to combine experiment, numerical, and 
analytic results to develop a density functional theory 
(DFT) that quantitatively describes two-component cold-
atom gases.  Once this DFT is verified with cold-atom 
systems, it can be applied to other systems such as nuclear 
matter and quark matter.

A subset of the following tasks will establish this theory: 
1) Validate that the DFT can describe finite systems 
using Monte-Carlo (MC) simulations. 2) Investigate the 
importance of gradient corrections to the DFT using 
MC simulations of deformed traps. 3) Apply the DFT to 
calculate properties of inhomogeneous systems including 
4) Crystalline LOFF states, 5) Surface tensions of phase 
boundaries, and 6) other finite size effects. 7) Extend the 
model to capture the effects of temperature on the gap 
and pseudo-gap. 8) Apply these models to nuclear and 
astrophysical systems.

The second goal is to confirm or rule out our proposal 
that dark matter consists of quark anti-matter nuggets.  
This includes 1) improving the quantitative accuracy of 
the emission calculations to provide detailed predictions 
with which to better test the theory. 2) Working with 
other astrophysicists to compile tests of our current 
proposal from existing data. 3) Search for additional 
observational evidence to confirm or rule out the proposal. 

4) Solidify the formation mechanism. 5) Investigate how 
the phenomenology of these objects might constrain 
the many-body properties of quark matter. 6) Investigate 
alternative explanations for some of the anomalous 
emissions we presently attribute to dark matter.  Finally, 
a related task is to investigate additional astrophysical 
phenomena to determine additional signatures for pairing 
and exotic many-body physics from astrophysical objects.

Conclusion
We will continue to develop many-body techniques to 
accurately compute the basic properties of matter relevant 
to cold atom experiments, nuclei, and dense nuclear 
matter.  This is a prerequisite to identifying potential 
applications of new materials, and for calculating the 
properties of exotic nuclei and nuclear matter that cannot 
easily be studied in experiments. We will use these 
methods to predict properties of astrophysical matter 
(neutron stars), shedding light on some great mysteries of 
our universe, including the nature of the mysterious dark-
matter that forms most of the mass of the universe, but 
which has yet to be directly observed.
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Introduction
Cosmology relies on melding diverse measurements 
to understand the composition and evolution of the 
Universe. Microwave background observations showed 
that the Universe is flat, but studies of the clustering 
of matter found only one-third of the matter required. 
Famously, supernovae observations then showed 
that dark energy provided the missing energy density, 
bringing all measurements into concordance. This 
project is aimed at future surveys that will measure the 
distribution of galaxies in the Universe with very high 
accuracy. From these measurements, new cosmological 
constraints will be derived and these will advance our 
understanding of the fundamental constituents of our 
Universe: dark matter and dark energy.

Current and near-future galaxy surveys probe such huge 
volumes and such a large range of distance scales that 
it is a computational “grand challenge’’ to compare our 
theoretical understanding of galaxy clustering with the 
surveys.  It is vital to develop efficient statistical and 
numerical techniques that can enable the making of 
such comparisons.

Benefit to National Security Missions
The project targets two of the top priorities of the DOE 
mission: understanding the nature of dark energy and 
high-performance computing. In addition, the project is 
relevant for the threat reduction arena in providing new 
techniques to extract information from diverse and very 
large data sets.

Progress
The major focus of the project is to connect theoretical 
predictions with observational data to derive new 
cosmological constraints. One of the major tools on the 
theoretical side is N-body simulation. The size of such 
simulations has to be enormous in order to cover the 
observational surveys adequately.

While the final goal of the project is the development of 
new statistical tools that will help to keep the number 
of necessary simulations at a minimum, the use of 
simulations cannot be avoided. Dr. Pope concentrated 
therefore during the start of the project on developing 
extremely efficient simulation and analysis tools. Dr. 
Pope made very impressive progress with this difficult 
task. A code version that allows for medium resolution 
simulation has been finished, tested and successfully 
ran on Roadrunner to produce some of the world’s 
largest simulations. Figure 1 shows a zoom-in to a 
snapshot from one of these simulations. The excellent 
mass resolution allowed us to resolve structures in 
great detail. A high-resolution extension of the code is 
almost completed. All major analysis tools have been 
developed and implemented in the code infrastructure. 
These tools will enable the second step in the project. 
Dr. Pope gave an invited talk at UIUC on his work and 
published invited proceedings for the SciDAC conference 
2009 together with Salman Habib (LANL) [1]. A second 
invited paper to Computing in Science and Engineering 
is almost completed, Dr. Pope is the lead author on this 
publication. 

Figure 1. Zoom-in to a snap-shot from one of the Roadrunner 
simulations. Shown is the halo density field colored with 
respect to mass variation. The figure demonstrates the high 
mass resolution of the simulation, many halos are resolved.

The Roadrunner simulation suite was used to explore 
the imprints of baryon acoustic oscillations in the 
matter distribution of the universe. The baryon acoustic 
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oscillations leave their imprint at a certain scale in the 
matter distribution. The imprint manifests itself in the 
correlation function as a distinct peak. The position, height, 
and shape of the peak hold clues about the origin of dark 
energy. It was recently proposed that this observation 
can be obtained from Lyman-alpha forest observations, 
a major target of the ongoing Sloan Digital Sky Survey III. 
In order to detect the peak in the Lyman-alpha forest, 
very large simulations have to be carried out. The  baryon 
acoustic oscillation signal in the Lyman alpha forest was 
successfully extracted from the Roadrunner simulations 
(Figure 2). New clues for observing and analysis strategies 
have been found. The results are currently being written 
up for a publication in the Astrophysical Journal.   

Figure 2. Correlation function from the Roadrunner simulations. 
The baryon acoustic oscillation peak is clearly resolved.

Future Work
Our measurements of large-scale structure statistics from 
large-volume cosmological surveys are becoming so good 
that a new generation of matching theoretical tools must 
be developed. In principle, N-body simulations provide 
detailed views of the clustering of dark matter, but the 
volumes and resolution necessary to mimic large surveys 
make it prohibitive to produce a large suite of N-body 
simulations covering a range of different cosmological 
parameters. The cosmic calibration project initiated at 
Los Alamos National Laboratory by Habib, Heitmann, 
and Higdon is an important step in using a limited 
number of large-scale simulations to predict large-scale 
structure statistics with high precision. During this project 
the framework will be extended and developed in an 
important new direction: modeling the effects of galaxies 
as biased tracers of matter when predicting the shape 
of the galaxy correlation function and other large-scale 
structure statistics.

After completing the high-resolution N-body code, the next 
step will be to populate the simulations with galaxies. The 
necessary tools for this have been developed. This will lead 
to mock catalogs, mimicking the distribution of galaxies in 
large-scale surveys such as the Sloan Digital Sky Survey III 
and the Large Synoptic Survey Telescope. Dr. Pope will use 
these mock catalogs to analyze currently available data 
and to provide predictions and new insights for future 
observations. 

Conclusion
Our current understanding of the Universe relies 
heavily on measurements of its large-scale structure 
as probed by the clustering of galaxies. These studies 
are complicated by the fact that the luminous baryonic 
matter in galaxies (stars, gas) is only a tracer for the dark 
matter, whereas theoretical models directly predict the 
clustering properties of dark matter. This project focuses 
on understanding the connection between light and 
matter. Dr. Pope is successfully developing new simulation 
and prediction capabilities to facilitate this understanding. 
This will be a crucial step for interpreting new cosmological 
observations and obtaining constraints on dark energy. 
Important new results on constraining dark energy from 
baryon acoustic oscillations in the Lyman-alpha forest have 
been derived.  The project will lead to new insights about 
the evolution and content of the Universe. 
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Introduction
Our goal is to model unconventional superconductivity 
of f-electron materials. Some materials can conduct elec-
tricity without dissipating energy, i.e., with no energy 
losses in the form of heat. These materials are known 
as superconductors, and their unique properties lead to 
several technological applications. Unfortunately, the 
known materials that exhibit this property are super-
conductors only at low temperatures. One of the chal-
lenges for future technologies is to find materials that 
can superconduct at room temperature. To find guiding 
principles for designing such materials we need to un-
derstand the microscopic origin of superconductivity. 
This is the main purpose of this project. In particular, the 
project will be focused on f-electron materials that are 
at the center of the experimental effort of LANL (MPA-10 
group).

Benefit to National Security Missions
This project supports DOE, Office of Science missions by 
enhancing our understanding of unconventional super-
conductivity, which is needed for future energy transmis-
sion and storage applications, and addresses the Labora-
tory’s mission in superconductivity from 5f electrons.

Progress
During the past year we made significant progress on 
two problems. In first place, we demonstrated that 
dominating superconducting fluctuations appear in a 
correlated Kondo Lattice Chain whenever the antiferro-
magnetic correlation length is long enough. This workhas 
been published in Physical Review B. We are currently 
expanding these results to the case of a ladder geometry 
to demonstrated that the superconducting mechanism 
survives in dimension higher than one. Our preliminary 
results clearly indicate that this is indeed the case. This 
result is very relevant for understanding the physical 
principles that lead to unconventional superconductivity 
in f-electron compounds.

The second problem that we addressed during the past 
year is a description of the transition between the lo-
calized and mixed valence regimes of the Periodic An-

derson model (minimal model for describing f-electron 
compounds). Our results demonstrate conclusively that 
there is a mixed valence state that has not been even 
considered in the most traditional approaches. The new 
state has characteristics that are very similar to a doped 
Mott insulator, i.e., the f-electrons behave as a single 
correlated band, which is virtually decoupled from the 
broad conduction band of s, p or d-electrons. This dis-
covery is crucial for bridging the physics of the f-electron 
unconventional superconductors with the high tempera-
ture superconductors (cuprates) that were discovered 
by Bernordz and Muller in 1987. This is so because the 
physics of the cuprates is effectively described by a sin-
gle correlated band (doped Mott insulator). We are cur-
rently writing a long article about our results in this area.

Future Work
This work will be oriented to modeling unconventional 
superconductivity of f-electron materials. To carry out 
our study, the postdoc will use both numerical and ana-
lytical techniques. The numerical techniques consist of 
algorithms for solving models of interacting electrons. 
These techniques are the Density Matrix Renormaliza-
tion Group (DMRG) and Quantum Monte Carlo (QMC). 
The results of the numerical simulations will compared 
with the experimental data collected at the MPA-10 
group. To model the superconducting order with QMC, 
we will develop a new algorithm for computing pair-pair 
correlation functions. In addition to its importance to 
the current project, this improvement will be a break-
through for QMC simulations of fermionic systems.

Conclusion
The discovery nearly 20 years ago of high temperature 
superconductivity in complex copper oxide materials 
held great promise for revolutionizing electrical power 
transmission and storage. The promise of this discov-
ery has not been realized fully, in part because we still 
do not understand how electrons interact strongly to 
produce unconventional superconductivity in these and 
related f-electron materials. This project focuses on pro-
viding basic understanding of the interacting electrons 
and how these electrons affect the utility of unconven-
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tional superconductors for energy applications. We expect 
to provide theoretical phase diagrams that can be directly 
compared against the experimental data.
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Introduction
Dr. Nisoli’s multifaceted research style allowed him to 
work on a variety of subjects before and after starting 
his position at Los Alamos National Laboratory, within 
the general topic of disorder in frustrated systems and 
mostly in the field of Statistical Mechanics, Complex 
Systems, Nonlinear Physics and Condensed Matter. 
In the field of Statistical Mechanics, in collaboration 
with Prof. Douglas Abraham (Oxford University) and 
researchers at the Lab, he has employed different 
theoretical methods to shed light on thermal stability 
of quasi-one-dimensional systems of tremendous and 
timely technological importance, such as nanowires, 
nanotubes, or DNA filaments. Again, in statistical 
mechanics he has worked with collaborators at Penn 
State University to further the study of artificial spin ice, 
a novel magnetic meta-material. In the field of Nonlinear 
Physics and Complex Systems, with collaborators at 
Cornell University and Penn State, he has shown that 
the beautiful patterns typical of botany of plants can be 
reproduced in many physical systems, especially when 
novel nonlinear dynamics can emerge. In the field of 
Condensed Matter, Dr. Nisoli has advanced theoretically 
the study of the electro-dynamical effects in carbon 
nanostructurs, such as graphene or carbon nanotubes, 
all objects of intense current interest. These diverse 
research fields and collaborations have resulted in 
seven papers of which Dr. Nisoli is the first author (four 
of which have been published already, while three are 
under review) and three other papers in which he is a 
coauthor (one published, two under review), all in high 
profile journals, since he came to the Laboratory fifteen 
months ago. Below I succinctly elaborate on a few of his 
different projects.

Benefit to National Security Missions
Work on nanostructures, electromechanics of carbon 
nanotubes, nanowires are very important to national 
security because of the many applications. So is his work 
on magnetic recording devices.

Progress

Artificial spin ice
When a number of interactions compete within a 
system they cannot all prevail, so the resolution of 
‘frustrated’ forces is an important determinant of the 
overall behavior of a system. In particular, geometrical 
frustration among spins in magnetic systems can lead 
to exotic effects such as ‘spin ice’, a state where atomic 
magnetic moments mimic the frustration of hydrogen 
ion positions in water ice. With collaborators at Penn 
State University we had created artificial spin ice using 
lithographically fabricated arrays of nanoscale magnets 
[Nature 439, 303 - 306 (2006)]. Magnetic moments in 
the lattice follow the two pointing-in/ two-out ‘ice rule’ 
typical of spin ice. With this model it is possible to study 
frustration in great detail; this is relevant to magnetic 
recording, where ferromagnetic elements are being 
pushed to ever-higher densities. 

Mathematical regularities in plant structures and 
physics: dynamical phyllotaxis
Phyllotaxis, the study of mathematical regularities 
in plants, challenged Kepler and Leonardo da Vinci, 
inspired the Bravais lattice of crystallography, and may 
have motivated humanity’s first mathematical inquiries. 
With collaborators from Pennsylvania State University 
and Cornell University he has experimentally obtained 
for the first time the fascinating patterns of botany, and 
then explored the intriguing collective excitations of 
the phyllotactic geometry: multiple classical excitations 
called rotons and a huge family of interconverting 
topological solitons.  We constructed a magnetic cactus 
consisting of 50 outward pointing, dipolar permanent 
magnets (spines) mounted on stacked coaxial bearings 
free to rotate about a vertical axis (stem), shown in 
Figure 1. We annealed the system into a lower-energy 
state by mechanical agitation. The spines on the 
magnetic cactus, analogous to those of the plant, form 
a helix around the cylindrical stem by growing around 
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these particular angles.  We made the first investigations 
of dynamic linear and nonlinear phyllotaxis.  A simple 
geometrical mismatch underpins both static and dynamic 
phyllotaxis phenomena. !"#$%&%%
!

  

 

This magnetic-force microscope image shows the magnetic moments of artificial spin 
ice. The peaks and valleys show the orientations of the magnetic moments. 
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Figure 1. (top) Magnetic-forec microscope image showing 
the magnetic moments of artificial ice.  (bottom) Phyllotaxis: 
magnetic cactus.

Thermal stability of nanowires formation
The investigation of the formation of two dimensional 
nanostructures  during epitaxial growth not only has 
provided a fundamental  understanding of surface physics, 
but is also of pivotal technological  importance. In fact 
it can lead to self assembly of nanostructures of  size 
much lower than what can be achieved with lithographic 
ablation.  In particular it is known that under certain 
circumstances, the accumulated strain in the epitaxial layer 
leads to self assembly of long nanowires. In collaboration 
with  Prof. Douglas Abraham (CNLS and Oxford University), 
Avadh Saxena and Turab Lookman (T-4) he has studied  
theoreticaly the stability of these nanowires under thermal  
fluctuations. Via  statistical mechanics, Dr. Nisoli found 
that above a  critical temperature the wire does indeed 
become unstable, and nanoislands form in their place. He 
related this critical temperature with the threshold of the 
plastic relaxation of the film. Moreover, he found that the 
wires become unstable even as the deposition continues, 

at constant temperature. Finally, Dr. Nisoli found that the 
transition can be more or less sharp depending on the 
average length of the wires, and is preceded by regions of 
coexistence of wires and islands. Within this framework 
he could produce a phase diagram in temperature and 
deposition and explain recent experimental results 
obtained by Prof. Q. Cai’s group at Fudan University.  This 
experimental group had obtained  phase transitions 
from nanowires to nanoislands, both when increasing 
post-annealing temperatures at fixed coverage and 
when increasing  coverage (and thus the height of 
nanostructures) at fixed post-annealing temperatures, and 
witnessed the predicted region of coexistence.

Future Work
In the future Dr. Nisoli plans to continue his collaborations 
on the study of frustrated materials, their effective 
thermodynamics, and relationship with granular materials.  
Also he plans to further explore the  novel dynamical 
phenomena of physical phyllotaxis, in particular those 
associated with transport properties in nanosystems.  
He will continue collaborating with Prof. D. Abraham of 
Oxford University on the Statistical Mechanics of quasi-
one-dimensional nanostructures. He also plans to apply 
his two-field formalism to study piezoelectricity at the 
nanoscale, e.g. in boron nitride.

Conclusion
Dr. Nisoli has worked on many different subject of timely 
technological and theoretical importance collaborating 
with many researchers in the Laboratory and outside and 
producing a large number of high profile publications.
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Introduction
Dr. Aidala performs data analysis on data collected by 
the PHENIX detector at the Relativistic Heavy Ion Collider 
(RHIC) at Brookhaven National Laboratory for polarized 
proton-proton collisions.  The purpose of her data 
analysis is to try to shed light on how the proton’s spin 
- a fundamental property of the proton - is formed.  It 
was originally thought that the three constituent quarks’ 
spin (up, up and down) would completely determine 
the spin of the proton.  However, data collected to 
date have shown that the constituent quarks can only 
account for approximately 20-30% of the proton’s spin.  
The remaining portion is assumed to come from the sea 
of quarks and gluons, which bind the quarks together, 
or from an intrinisic angular momentum carried by the 
proton.  By colliding polarized protons on polarized 
protons and carefully measuring any asymmetry in 
particles produced, the contributions of the sea quarks 
and gluons can be extracted.  To this end, Dr. Aidala 
is looking at pion and eta production in the forward 
direction (near the direction of the colliding particles) 
and looking at asymmetries that are produced when 
the protons are polarized transversely with respect to 
the beam direction.  These asymmetries can be related 
back to the quark and gluon contributions to the proton 
spin, and can also potentially be related back to the 
angular momentum.  Since quark contributions have 
already been measured, the gluon contributions can 
then be extracted. With this new data, important new 
constraints are expected to be placed on the proton 
spin contributions and with this fundamental new 
information about how the basic building blocks of 
nature are formed by their constituents.

Benefit to National Security Missions
This project will support the DOE missions of the Office 
of Science by enhancing our understanding of the origin 
of the proton’s spin, and adding detector capabilities to 
the RHIC PHENIX detector, which will also gather data to 
study the Quark Gluon Plasma.

Progress
A PHENIX Collaboration paper entitled “Double Helicity 
Dependence of Jet Properties from Dihadrons in 
Longitudinally Polarized p+p Collisions at sqrt(s) = 200 
GeV” has been submitted to Physical Review D.  The 
paper describes a novel, exploratory measurement 
attempting to access the orbital angular momenta 
of quarks and gluons inside the proton and their 
contributions to the proton’s spin.  Dr. Aidala took 
responsibility for the physics description and discussion 
of results in the paper.  While no significant net 
difference in the quark and gluon transverse motion 
was found for colliding protons with the same 
versus opposite helicity states, further data taken by 
PHENIX will be able to improve the sensitivity of the 
measurement, and publication of the current result 
will likely stimulate discussion in the field of how to 
best make use of this novel class of measurements.  
A preprint of the manuscript is available as 
arXiv:0910.1029.

A second PHENIX manuscript intended for publication in 
Physical Review D, entitled “Measurement of Transverse 
Single-Spin Asymmetries for J/Psi Production in Polarized 
p+p Collisions at sqrt(s) = 200 GeV,” is currently 
undergoing internal review within the collaboration.  The 
transverse single-spin asymmetry for J/Psi production 
was proposed in 2008 as a new observable sensitive 
to the J/Psi production mechanism, a long-standing 
question in QCD.  A significant portion of the data 
analysis for the paper was done by Han Liu, a postdoc 
toral research associate in the P-25 group.  Again, Dr. 
Aidala took responsibility for the physics description and 
discussion of results in the paper.

Dr. Aidala has continued her work with UC Riverside 
graduate student David Kleinjan on analysis of the 
transverse single-spin asymmetry in forward eta meson 
production using the Muon Piston Calorimeter (MPC) 
in PHENIX, the first such measurement in PHENIX.  

Measurement of Transverse Single-Spin Asymmetries of Neutral Pion and Eta 
Meson Production in Polarized p+p Collisions Using the PHENIX Detector at RHIC
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Preliminary results from the STAR experiment at RHIC 
indicate that the single transverse-spin asymmetry of 
eta production may be larger than that of neutral pion 
production, providing evidence that the large transverse 
single-spin asymmetries observed for pions are not a 
valence quark effect as previously believed.  Further 
measurements of eta asymmetries will be important to 
shed light on the observed effects.  Significant progress has 
been made in understanding backgrounds, and preliminary 
results for the single-spin asymmetry are expected to be 
released in February.

Dr. Aidala is also working to publish a PHENIX paper 
with results on eta meson production at central rather 
than forward rapidities.  As part of this effort, she has 
coauthored an internal PHENIX Analysis Note entitled, 
“BBC Efficiency for Neutral Pions and Etas in the Central 
Arm in Run-06 p+p at sqrt(s)=200 GeV.”  The paper will 
include the double-longitudinal spin asymmetry in eta 
production, the eta production cross section, and the 
production ratio of eta mesons to neutral pions.  The spin 
asymmetry can provide sensitivity to ∆G, the gluon spin 
contribution to the spin of the proton, if a parameterization 
for the fragmentation of quarks and gluons into eta mesons 
becomes available.  

In support of her work on analysis of eta meson 
production at PHENIX, Dr. Aidala has been collaborating 
with two individuals outside the PHENIX collaboration, 
Marco Stratmann of the Universities of Regensburg and 
Wuerzburg and Joseph Seele of MIT, to parameterize the 
eta fragmentation functions, thus far unavailable in the 
published literature.  The fragmentation functions will 
allow perturbative QCD calculations of eta production 
to be performed, permitting interpretation of RHIC 
data from both PHENIX and STAR as well as predictions 
for measurements at other facilities, for example for 
hadronization studies in cold nuclear matter at a future 
Electron-Ion Collider.  It has been agreed with PHENIX 
Management that the eta cross section measurement from 
the 2006 data will be incorporated into the fragmentation 
function parameterization, and the PHENIX manuscript 
will be submitted simultaneously with the fragmentation 
function manuscript to Physical Review D.

As a leader on transverse spin physics and transverse-
momentum-dependent distribution and fragmentation 
functions within PHENIX, Dr. Aidala has been serving as 
a member of the PHENIX Transverse Spin Task Force, 
formed in December 2008 with the charge of developing 
a coherent PHENIX transverse spin program and assisting 
efforts to upgrade PHENIX to make transverse spin 
physics accessible.  Within this group, she has focused 
on investigating potential heavy flavor probes of proton 

transverse spin structure, as well as helped to develop 
the transverse spin physics case for a planned forward 
calorimeter upgrade to PHENIX, the FOCAL.  A formal 
proposal for the FOCAL is expected to be submitted within 
the next months.

In addition to her work on the eta meson, transverse 
spin physics, and transverse-momentum-dependent 
distributions, she has been working closely with a graduate 
student from UMass Amherst, Amaresh Datta, to analyze 
PHENIX data on midrapidity charged hadron production in 
proton-proton collisions at sqrt(s)=62.4 GeV.  The double-
longitudinal asymmetry analysis, sensitive to the gluon 
spin contribution to the proton spin, is complete, and her 
current work in this area is focused on measurement of 
the invariant cross section.  She has coauthored an internal 
PHENIX Analysis Note entitled, “Cross section of Inclusive 
Charged Hadron Production in p+p Collisions at sqrt(s)=62.4 
GeV,” and the analysis is expected to be finalized by 
December, at which point a paper draft for Phys. Rev. D will 
be started.  The cross section will be published together 
with the asymmetry measurement, and it will provide 
important information regarding which theoretical tools 
of perturbative QCD can best be used to interpret the 
asymmetry data at this moderate center-of-mass energy.

Future Work
Dr. Aidala will perform work to measure the cross sections 
and transverse single-spin asymmetries of neutral pion and 
eta meson production in the RHIC PHENIX proton-proton 
data sets, via their decay to two photons.  The asymmetry 
measurements extend previous work on the transverse 
spin structure of the proton and transverse-momentum-
dependent distributions, which are sensitive to the 
intrinsic motion of quarks and gluons, and will provide 
essential data to continue fueling the rapid advance of 
the study of the origin of the proton’s spin.  The proton-
proton cross sections will also serve as critical baseline 
measurements to compare to the deuteron-gold results in 
search for gluon saturation effects in heavy nuclei.

Conclusion
Dr. Aidala is expected to publish results that will constrain 
the contribution that the gluon makes to the proton spin.  
The origin of the proton’s spin is a basic scientific question, 
which has yet to be understood based on data collected to 
date, and answering this will improve our understanding of 
one of the most fundamental building blocks of nature.

Publications
Adare, A., and E. Tal. Double helicity dependence of jet 
properties from dihadrons in longitudinally polarized p+p 
collisions at sqrt(s) = 200 GeV. Physical Review D. 
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Introduction
In 1998, two independent teams measuring the light 
from distant supernovae made an extraordinary 
discovery: the expansion of the Universe is accelerated. 
In the last 10 years, this discovery has been confirmed 
by completely different measurements of the large-scale 
distribution of galaxies in the Universe, of the cosmic 
microwave background radiation, and by measuring 
the abundance of clusters of galaxies in the Universe. 
The cause of the accelerating expansion is completely 
unknown and understanding this cause is the major 
field of research in cosmology. The aim of the current 
project is to characterize the nature of dark energy 
with special emphasis on the dark energy equation of 
state. Currently, a cosmological constant is consistent 
with all measurements, but its size is in contradiction 
with the Standard Model of particle physics by ~100 
orders of magnitude. In order to exclude a cosmological 
constant, the dark energy equation of state would be a 
dynamical quantity. In this project, three major research 
directions are investigated: (i) How can we extract a 
time variation in the dark energy equation of state from 
current and upcoming data in a model-independent 
way? (ii) What would be the observational signatures 
of an early dark energy scenario, which would point to 
different physics than a cosmological constant? (iii) How 
can we distinguish dark energy from a modification of 
gravity on the largest scales? The project will make use 
of sophisticated statistical methods, simulations, and 
publicly available data.

Benefit to National Security Missions
This project will support the DOE mission of the Office 
of Science and NASA, which have made unraveling the 
secrets of dark energy one of their top priorities. In 
addition, as part of this project new statistical methods 
will be developed which will be important for our 
national security mission in general.

Progress
The project has made significant progress in two of the 
three target areas outlined above: (i) the reconstruction 
of the dark energy equation of state from current data; 
(ii) identifying observable signatures of early dark energy 
scenarios. 

In order to reconstruct the dark energy equation of 
state in a non-parametric way, we have developed a 
new approach based on Gaussian process modeling. In 
order to test the stability and reliability with which the 
new approach can capture complex time variations in 
the equation of state of dark energy, we have generated 
three simulated supernova data sets, mimicking the data 
quality we expect from future dark energy missions in 
space. The underlying equations of state for these data 
sets vary from very simple (constant) to more complex. 
The method worked exceptionally well on all simulated 
data sets. One of the results is shown in Figure 1. This 
equation of state is based on a scenario where the 
origin of the dark energy is due to a scalar field. We 
showed that other commonly used methods based 
on parametric reconstruction approaches completely 
failed to capture the time evolution of w. A paper on the 
results and a description of the method is in preparation 
and will be submitted to Physical Review D. Encouraged 
by these results we applied our new method to currently 
available measured supernova data. We reconstructed 
for the first time reliably the continuous history of the 
dark energy equation of state out to redshift z=1.5. 
The result is shown in Figure 2. This work constitutes 
a major breakthrough in determining the origin of 
the accelerated expansion of the Universe. A paper is 
currently prepared and will be submitted to Physical 
Review Letters. The next step is to include different 
dark energy probes.  We will focus on baryon acoustic 
oscillation measurements and cosmic microwave 
background measurements. First, promising results have 
been obtained.

Exploring the Expanding Universe and the Nature of Dark Energy
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Figure 1. Reconstructed dark energy equation of state (black line) 
from simulated supernova data. The red line is the input model 
from which one realization of supernova data was derived. 
The dark blue and light blue regions show the 68% and 95% 
confidence limits, respectively.
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Figure 2. Reconstruction of the dark energy equation of state as a 
function of redshift from current supernova data.

In order to investigate the imprints of dynamical dark 
energy models on observations, the first step is to derive 
a self-consistent theory for dark energy perturbations. 
The next step is to implement the resulting equations into 
numerical codes that lead to predictions for cosmological 
observables. We have successfully set up the necessary 
theoretical framework and implemented dark energy 
perturbation into CAMB (Code for Anisotropies in the 
Microwave Background), a publicly available Boltzmann 

code. CAMB allows us to explore the effects on cosmic 
microwave background measurements and to get first 
estimates for the effects on large-scale structure probes. 
We found that in fact the peak height and position of 
the first peak in the temperature power spectrum of the 
cosmic microwave background is sensitive to different 
early dark energy models (Figure 3). We currently 
perform a statistical analysis of current data to obtain 
new constraints on dynamical dark energy models. We 
have also started investigating the effect of early dark 
energy on the mass function of clusters of galaxies. First 
results indicate that the mass function at high redshift is 
indeed sensitive. More detailed studies on this finding are 
underway.

Figure 3. Temperature anisotropy power spectrum predictions 
for two dynamical dark energy models (green and blue) and a 
cosmological constant model (red). The models can be clearly 
distinguished.

Future Work
This project targets the characterization of dark energy. 
Currently, the accelerated expansion of the Universe can 
be explained by introducing a cosmological constant into 
Einstein’s theory of general relativity. A cosmological 
constant has several theoretical problems: the origin 
is unclear and the prediction for such a term from the 
Standard Model of particle physics is ~100 orders of 
magnitudes different from what we observe. In order 
to disprove a cosmological constant, the first step is to 
find a time-dependence in the dark energy equation 
of state. We have reached the first major aim of this 
project and develop a new way to constrain such a time 
dependence in a non-parametric way. The next step is 
to include different dark energy probes. This will allow 
us to tighten our constraints on the time variation of 
the dark energy equation of state. In addition, new 
supernova measurements are becoming available which 
will be included into our analysis. The second major aim 
of the project concerns the investigation of early dark 
energy models  and their imprints on current and future 
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cosmological observations. Since have completed  the 
set-up to investigate the imprints of early dark energy we 
can now carry out a comprehensive analysis of currently 
available data and extend our investigations from the 
cosmic microwave background to include large scale 
structure probes of dark energy. The third major part of 
this project concerns the question of how to distinguish 
a dark energy from modification of general relativity on 
largest scales. If this turns out to be the reason for the 
accelerated expansion of the Universe, it would disprove 
the existence of a cosmological constant. 

Conclusion
During the first few months of the project we have made 
considerable progress in two of our three major aims. We 
successfully developed a non-parametric reconstruction 
method for characterizing the dark energy equation of 
state. The method has been proven to work on simulated 
data and has been applied to currently available supernova 
measurements. Two publications on this work are almost 
completed. These results are very exciting – this is the first 
continuous reconstruction of the dark energy equation 
of state as a function of redshift. Our early dark energy 
investigations have let to the first very promising results. 
This line of research will allow us to obtain new constraints 
on a possible dynamical origin of dark energy. 

This project will advance our understanding of the nature 
of dark energy, which makes up 70% of the content of the 
Universe and is one of the biggest puzzles in science today. 
Large billion dollar national and international programs are 
devoted to understanding the origin of dark energy.
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Introduction
This project involves large-scale simulations of 
neutrinos interacting in astrophysical environments like 
supernovae.  Neutrinos are nearly massless particles. 
Different types (flavors) of neutrinos oscillate into each 
other during their propagation in space and in matter. 
We find that these oscillations are qualitatively different 
when neutrinos are dense enough to scatter off each 
other. We will investigate this behavior in different 
types of supernovae and under different scenarios for 
the properties of neutrinos, attempting to understand 
what we can learn from neutrino observations of 
supernovae. This project requires large-scale simulation 
capabilities which will be advanced through this project, 
in particular the solution of strongly-coupled non-linear 
differential equations.  This understanding is critical 
for extracting the most valuable information from 
many DOE and NSF funded projects including neutrino 
oscillation experiments at Fermilab and future neutrino 
observations at the underground lab.

Benefit to National Security Missions
This work is very important to the DOE/SC program 
(nuclear and high energy physics) in neutrino physics. 
DOE/SC has funds large scale experiments that will be 
able to detect neutrinos from supernovae, this work 
will allow these experiments to successfully interpret 
complex signals yielding fundamental properties of the 
neutrino.

Progress
Huaiyu Duan has only arrived part way through 
September.   We have set up initial codes and doing 
comparisons for new work to publish results of 
full 3-flavor neutrino evolution with full angular 
dependence.  The comparisons between various codes 
agree, and we are beginning to study several different 
scenarios.

Future Work
This project will provide more realistic calculations of 
neutrino propagation in supernovae environments. 
Realistic calculations must include neutrino-neutrino 
interactions and the additional oscillations they induce. 
Previous calculations have either not included the full 
3x3 flavor (electron, mu, and tau) structure of neutrinos 
or they have used simplified geometries for the relevant 
astrophysical environment. We will work to improve 
calculations in both these areas.

During the first part of the project we will concentrate 
on doing a full 3x3 flavor calculation with all angles 
of neutrino propagation. At this stage the underlying 
geometry will still be spherical. These results will allow 
us to check previous calculations which employed 
highly simplified scenarios. We will also be able to study 
neutrino propagations with different assumptions about 
the neutrino properties.  For example, we can assume 
the electron neutrino is lighter or heavier than the mu 
and tau neutrinos.  We can also check the dependence 
on the mixing angle between electron and tau neutrinos.  
This mixing angle is not yet known from experiments, 
only an upper bound is available.

During the next period of the project (after the first 
year) we will explore more complicated geometries 
and the dependence of the signatures on astrophysical 
properties of the environment. In particular we will 
study how turbulence in the underlying supernovae 
can affect the neutrino evolution. We will also explore 
different geometries related to supernovae (spherical), 
collapsars (disk geometry), etc.  This will allow us to 
reliably predict neutrino signals from astrophysical 
sites and their dependence upon the particle physics 
properties of the neutrino.

Conclusion
We will attempt to obtain a clear signature for differ-
ent possible scenarios for neutrino properties, includ-

Neutrino Physics and Its Applications
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ing whether they have normal or inverted hierarchies and 
the mixings of different types of neutrinos. We will also 
attempt to better understand neutrino interactions with 
matter, which is important for many DOE experiments in 
neutrino physics.
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Introduction 
The main theme of our research is non-equilibrium 
phenomena arising in various disciplines: physics, 
computer science, electrical engineering and biology. 
Specifically we are interested in the following broad 
range of problems:  

Dynamics of microscopic soft objects (i.e. polymer 1. 
macromolecules, vesicles) in external flow of fluid.  

Generic models of transport networks with strong 2. 
fluctuations, for instance queuing networks. 

Various stochastic and dynamical problems related 3. 
to the electric power grids with strong penetration 
of renewable generators and smart controllers. 

Stochastic algorithms like Markov Chain Monte Carlo 4. 
(MCMC) that are based on statistically irreversible 
dynamics. 

Our main goals include but are not limited to proposing 
new analytical techniques to describe the statistics 
of fluctuations, developing fast modeling algorithms, 
analyzing various control and inference techniques, 
adapted to the specifics of the above systems. 

Benefit to National Security Missions 
This project will support the DOE mission in Basic 
Science by enhancing our understanding of the dynamics 
of biological membranes, vesicles and polymers, and 
developing modeling approach aimed at discovering 
which microscopic features can be inferred from the 
experimental measurements. Resulting algorithms 
and inference/control techniques will extend LANL 
capabilities in modeling and designing power grids. 

Progress 
During the last half year we have finished or significantly 
progressed the following tasks: 

Statistics of heat dissipation of flow driven poly-1. 
mer molecule. Explicit analytical expressions were 
derived for the large deviation function of heat dis-
sipation. The resulting expressions were confirmed 
by numerical simulations.  (in collaboration with M. 
Vucelja, M. Chertkov) 

Nonequilibrium compressibility of the membrane 2. 
induced by thermal fluctuations. A novel low-dimen-
sional dynamical model of vesicle was developed, 
that accounts for compressibility of the membrane. 
The resulting framework is necessary for explain-
ing recent experimental results from Prof. Steinberg 
group in Weizmann Institute. (in collaboration with 
S. Vergeles and V. Lebedev) 

Statistics of currents in queuing networks. Previously 3. 
developed large deviation techniques were applied 
to queuing networks with arbitrary number of serv-
ers. Universal expressions were derived for the large 
deviation function (in collaboration with D. Gold-
berg, M. Chertkov, V. Chernyak) 

Control of losses and consumption in power grids. 4. 
New models were introduced for studying control 
techniques of total power consumption with smart 
controllers. (In collaboration with S. Backhaus, M. 
Chertkov, P. Sulc) 

Disconnection of Air Bubble. Manuscript published 5. 
in Physical Review Letters. (in collaboration with L. 
Lipeng, W. Zhang) 

Future Work 
The main goals for the next months are:  

Preparation of publication manuscripts on the 1. 
recently finished projects (## 1,2,3 from progress 
section). 

Analytical and numerical studies of the proposed 2. 
power grid models. Specifically, we will focus on 

Non-equilibrium Phenomena in Physics, Biology and Computer Science
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the performance assessment of various control 
techniques. We will compare decentralized control 
schemes that require limited or none communication 
of the smart devices with the global optimization 
techniques. We will also explore applications of game 
theory for modeling of human behavior in power 
systems and for design of learning algorithms of 
artificial agents, like smart inverters. 

The irreversible MCMC will be applied to various real 3. 
physical systems, including spin systems, lattice models 
of polymers. 

We will start developing the numerical code for 4. 
modeling multiphase systems (like droplets, vesicles) 
in low Reynolds number flows. Novel algorithms will 
be based on spectral approach, and will incorporate 
thermal fluctuations.   

Conclusion 
The results will improve our understanding of the 
nonequilibrium processes in wide range of natural and 
artificial system. Our studies of control techniques in 
power grids will result in specific proposals for power 
engineers working on the smart grid. The numerical codes 
developed for simulation of membranes can be later 
integrated into large scale simulations. Understanding the 
statistical properties of noise in non-equilibrium systems 
should be useful for developing new micro-rheological 
experimental techniques. Finally, the irreversible 
modifications of MCMC algorithms could be incorporated 
into existing codes to accelerate  simulations of  proteins 
and macromolecules, biological and artificial networks, 
and other condensed and soft matter systems.  
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Introduction
Generation and acceleration of charged particles are of 
importance to many fields of activities, such as tumor 
treatment with proton/ion beams in medical physics, 
“fast ignition” of fuel capsule with electron/proton 
beams for inertial fusion energy and radiation sources 
from electron beams for chemistry, biology and material 
science.

Conventional technologies to produce and accelerate 
charged particles are costly, however recently a class 
of novel particle sources and efficient acceleration 
methods has emerged following the development 
of high-power-lasers. When these lasers are tightly 
focused onto gas jets or solid targets, reaching ultrahigh-
intensities of above 10^18 W/cm^2, acceleration fields 
as high as 10s of TV/m can be produced from the 
intense laser plasma interactions, surpassing those in 
conventional accelerators by six orders of magnitude. 
Electrons or ions in the targets can be accelerated 
promptly, forming unprecedented beams with low-
emittance, short-duration and high-brightness. At LANL, 
the Trident facility with 250TW, 500fs laser beam is 
well suited for the study of laser-ion acceleration. A 
proposed Extreme Light Infrastructure in Europe or a 
similar facility being considered at LANL as part of MaRIE 
would enable the laser matter interaction in ultra-
relativistic regime (I >10^23 W/cm2) opening doors to 
energetic particles and radiation beams of femtosecond 
to attosecond duration.

We plan to explore new concepts such as staging of 
ion acceleration with double foils to improve beam 
quality and develop theoretical understanding of such 
processes with the help of large-scale Particle-In-Cell 
(PIC) computer simulations on Lobo, Coyote, and the 
open Roadrunner supercomputers.  The proposed work 
will interface and collaborate with the Trident short 
pulse experimental team from LANL P-24 in designing 
and interpreting experiments for laser ion acceleration.

Benefit to National Security Missions
This project will support the DOE mission in Nuclear 
Weapons by enhancing our understanding of laser-
particle sources related to boost and ICF physics; it is 
important to support other missions of the Laboratory 
as well (e.g., Homeland Security), but not to the 
exclusion of the DOE/NNSA missions.

Progress
In the very short time between hire-on date and the 
FY end, the postdoc became acquainted with the 
particle-in-cell simulation tool that will be used in this 
project and he developed a suite of custom simulation 
diagnostics that he is employing on the problem of ultra-
intense laser-matter interaction.  Moreover, he apprised 
himself with the literature representing the present 
state of the art in the field.  

Future Work
Many applications (e.g. fast ignition, hadron therapy) 
require 200MeV-1GeV quasi-monoenergetic beams. 
However current laser ion acceleration schemes, such 
as the Target Normal Sheet Acceleration, the Break-Out 
Afterburner and the Radiation Pressure Acceleration 
could not easily achieve these goals. We plan to explore 
new concepts (such as staging of ion acceleration with 
double foils) to improve beam quality and develop 
theoretical understanding of such processes with 
the help of large scale Particle-In-Cell (PIC) computer 
simulations on Lobo, Coyote, and the open Roadrunner 
supercomputers. The VPIC code has reached peak 
performance of 374 TFlops on Roadrunner, which will 
dramatically improve the capability to conduct high 
fidelity simulation of laser particle acceleration. For 
the most stringent simulation needs for modeling high 
energy electron beams from laser acceleration, a multi-
scale PIC code such as QuickPIC can be utilized. The 
proposed work will interface and collaborate with the 
Trident short pulse experimental team from LANL P-24 
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in designing and interpreting experiments for laser ion 
acceleration.

Metrics for this work include publications in refereed 
journals, participation in scientific meetings, and 
presentation of results at high level technical conferences 
and workshops.

Conclusion
The proposed work will answer the fundamental questions 
regarding the possibility of using high intensity laser for 
particle acceleration and the methodology of experimental 
design and optimization for practical usages. It will explore 
new regimes of operation. These unique particles sources 
with ultra-short duration, excellent collimation and high-
intensity will lead to a host of emerging technologies, 
e.g., ion driven fast ignition, hadron therapy of tumors, 
radiography, preparation and probing of warm dense 
matter, compact electron accelerator and ultra-short high-
brightness X-ray sources.
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Introduction
Carrier multiplication (CM) is the process by which 
a single absorbed photon produces more than one 
electron-hole pair (commonly referred to as an exiton) 
in a semiconductor. This process offers the potential 
of increased power conversion efficiency in low-cost 
single-junction photovoltaics. With carrier multiplication, 
the extra energy in a blue solar photon is not wasted. 
To date, transient absorption, the change in absorption 
spectral features owing to photon absorption, 
has been the tool of choice for detecting CM and 
quantifying its efficiency. This method is based on a 
significant difference in the recombination dynamics 
of multiexcitons, which decay via fast non-radiative 
Auger recombination, and single excitons, which decay 
via a slow radiative process. However, this technique 
is not applicable to nanomaterials in which Auger 
recombination is not pronounced, such as colloidal 
quantum rods or epitaxial quantum dots. Furthermore, 
transient absorption requires that measurements are 
performed on ensembles of particles, which reveal only 
an average response that may smear out the response of 
individual particles based upon nanoparticle size, shape, 
surface passivation, etc.

Here, we will demonstrate a principally new method 
for studying CM via the analysis of statistics of photons 
emitted by individual nanocrystals. In comparison to 
traditional “dynamical” ensemble methods, this new 
technique offers several advantages including (1) single-
nanoparticle sensitivity, (2) elimination of complications 
associated with ensemble heterogeneities and (3) 
applicability to structures that do not exhibit resolvable 
Auger decay. This new technique will be based upon 
photon anti-bunching, which is a phenomenon of 
individual chromophores (light emitters) that results 
from a wait time between successive photon emission 
events. Nanoparticles containing more than one 
electron-hole pair exhibit a photon bunching signal that 
arises from the occurrence of emission of two photons 

(one for each electron-hole pair contained in the 
particle).

Benefit to National Security Missions
This work aims to understand the process of carrier 
multiplication (production of more than one electron-
hole pair per absorbed photon of sufficient energy). 
Carrier multiplication can potentially increase the 
efficiency of photovoltaics and photocatalytics, which is 
of relevance to societal energy security, remote power 
sources, and catalytic chem/bio threat neutralization.

Progress
Richard Sandberg was hired on June 8th, 2009.  The 
report on his efforts and progress toward studying CM 
in nanocrystals through photon anti-bunching involve 
severals aspects.  These aspects will be described in 
the following sections: finding a suitable fast infrared 
(IR) detector, testing a superconducting nanowire 
single photon detector (SSPD), and possible alternative 
studies such as studying anti-bunching in lead sulfide 
nanocrystals and developing a new technique for 
studying CM in ensemble colloidal samples.  

After completing the relevant safety training, Sandberg 
began learning the experimental systems relevant 
to study CM in single nanocrystals through photon 
anti-bunching.  The main system relevant to this 
project is a confocal microscope system for studying 
photoluminescence, the process by which exitons in 
nanocrystals recombine and give up their energy by 
photon emission.  Since this system is a crucial element 
of the anti-bunching experiment, a basic understanding 
is important in order to appreciate efforts and goals of 
this project.  

This system, hereafter called the microPL system at 
CINT-LANL, enables the confocal illumination and 
observation through an inverted microscope of single 
colloidal nanocrystals that have been deposited on 

Single-Nanocrystal Photon-Correlation Studies of Carrier Multiplication
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a transparent substrate.  Additionally, the sample can 
be placed in a liquid helium flow cryostat to enable 
cryogenic sample temperatures.  For optical wavelengths 
(400-700 nm) to the near IR (up to about 1000 nm), 
the microPL system has both a silicon charged-coupled 
device (CCD) camera mounted on a monochromator 
for measuring photoluminescence (PL) spectra or two 
fast silicon avalanche photodiodes (APD) for measuring 
dynamical PL emission with 150 ps resolution.  The two 
silicon APD’s are the detectors that are used for optical 
photon anti-bunching experiments, however, these 
detectors will not be useful for anti-bunching in lead-
selenide (PbSe)  nanocrystals since their emission is 
typically at wavelengths longer than 1000 nm.  Since PbSe 
nanocrystals are the best candidate for higher efficiency 
nanocrystal-based photovoltaics currently, finding a 
suitable fast (ideally sub-100 ps), IR (>  1000 nm), single 
photon counting detector for anti-bunching studies has 
been one of the top priorities of this project.

Beginning early in his appointment and throughout this 
project, Sandberg has conducted literature searches to find 
a fast, IR single-photon detector.  Such a reliable detector 
with sub-100 ps resolution is not currently commercially 
available, however, several demonstrations of prototype 
systems were found in the literature.  One of the most 
attractive systems is a superconducting nanowire single-
photon detector (SSPD).  Sandberg along with his mentor, 
Han Htoon, contacted the group of Sae Woo Nam at the 
Boulder, Colorado campus of the National Institute of 
Standards and Technology (NIST).  The NIST-Boulder SSPD 
system involves a portable setup that can have up to 50 
ps resolution with decent detector efficiencies (1-10 %) 
throughout the 1000 - 2000 nm range.  Sandberg and 
Htoon agreed upon a week in September when they could 
travel to Boulder to test the system.  Throughout this time, 
Sandberg studied cadmium based nanocrystals that emit in 
the optical range and carbon nanotubes on the CINT-LANL 
microPL system both as a way of learning the experiment 
but also to find suitable samples to take to NIST-Boulder as 
trial samples.  These studies may also lead to publishable 
results in the near future.

Sandberg and Htoon traveled to NIST-Boulder the week 
of September 21st and tested the NIST-Boulder’s SSPD 
coupled to a confocal microscope and cryostat on samples 
of carbon nanotubes and ensemble PbSe nanocrystals.  
They learned a lot about the detector system and realized 
that the optical coupling losses into the SSPD were higher 
than they had expected and will make anti-bunching 
experiments on single PbSe nanocrystals difficult.  
However, they also realized that the NIST-Boulder confocal 
microscope setup may not have as high a collection 

efficiency as Htoon’s confocal microscope at CINT-LANL.  

Currently, Sandberg is continuing efforts to measure the 
collection efficiency of the CINT confocal microscope using 
single carbon nanotubes as a comparison metric since 
they are brighter than single PbSe nanocrystals.  Also, 
they are discussing times with the NIST-Boulder team 
when they can bring their SSPD system to Los Alamos 
for further characterization experiments and hopefully 
conduction photon anti-bunching experiments on single 
PbSe nanocrystals.  Additionally, Sandberg is looking at 
other possible fast IR single photon detectors such as 
novel carbon nanotube or graphene based detectors that 
have been reported in the literature in the last weeks.  
Additionally, efforts in the team have begun on developing 
a fast IR single photon detector based on colloidal 
nanocrystals.  Sandberg reported his efforts and visit to 
NIST-Boulder at a recent Softmatter Nanotechnology Team 
meeting on October 20th, 2009.

In addition to finding a detector for photon anti-bunching 
studies with PbSe nanocrystals in the IR range, Sandberg 
has also been working on other alternatives for studying 
carrier multiplication.  A possible alternative to PbSe 
for studying CM in a single nanocrystal is small lead-
sulfide (PbS).  Very recently, Bhola Nath Pal, a chemistry 
post doc in our group, has synthesized small colloidal 
PbS samples that emit at about 900 nm making them 
suitable for photon anti-bunching studies with the current 
microPL system and silicon APD’s.  Also, Sandberg has 
been developing a method to measure CM in ensemble 
PbSe nanocrystal samples by measuring the PL signal of 
nanocrystals by re-exciting previously excited exitons by 
time-delayed ultrafast IR pulses. 

Future Work
Transient absorption, the change in absorption spectral 
features owing to photoexcitation, has been the tool of 
choice for detecting CM and quantifying its efficiency. 
This method is based on dynamical differences in the 
recombination dynamics of multiexcitons, which decay 
via fast non-radiative Auger recombination, and single 
excitons, which decay via a slow radiative process. 
However, this technique is not applicable to nanomaterials 
in which Auger recombination is not pronounced, 
such as colloidal quantum rods or epitaxial quantum 
dots. Furthermore, transient absorption requires that 
measurements are performed on particle ensembles, 
which reveal only an average response that may smear out 
the individual particles effects based on nanoparticle size, 
shape, surface passivation, etc.

We will develop a new method for studying CM via the 
analysis of statistics of photons emitted by individual 
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nanocrystals. In comparison to traditional “dynamical” 
ensemble methods, this new technique offers several 
advantages including single-nanoparticle sensitivity, 
elimination of complications associated with ensemble 
heterogeneities and applicability to structures that do not 
exhibit resolvable Auger decay. This new technique will be 
based upon photon anti-bunching, which is a phenomenon 
of individual chromophores that results from a wait time 
between successive photon emission events. Nanoparticles 
containing more than one electron-hole pair exhibit a 
photon bunching signal that arises from the occurrence of 
emission of two photons (one for each electron-hole pair 
contained in the particle).

Photon bunching intensities will be measured and 
related to CM efficiencies for several photon energies in 
individual particles. These studies may reveal resonant 
CM phenomena, which quantum mechanical mechanisms 
predict, or continuous energy effects, which incoherent 
scattering models predict. Either finding will inform and 
constrain theoretical models of CM. It is generally agreed 
that the mechanism of CM in nanoparticles is the key to 
producing optimally efficient CM materials for possible 
higher efficiency photovoltaics.

Conclusion
Photon bunching intensities will be measured and related 
to CM efficiencies for several photon energies in individual 
particles and may reveal resonant CM phenomena or 
continuous energy effects. Either type of finding will 
inform and constrain theoretical models of CM. It is 
generally agreed that understanding the mechanism of 
CM in nanoparticles is the key to producing optimally 
efficient CM materials, for applications in photovoltaics 
and elsewhere.
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Abstract
The project has focused on two areas of theoretical 
and computational research: 1) the construction of 
sophisticated techniques to examine the interaction 
of ultrafast laser pulses with atoms and molecules and 
2) the development of large-scale quantum molecular 
dynamics simulation techniques to model fluid mixtures 
in the warm, dense matter (WDM) regime. The former 
draws upon the exciting new experimental findings 
encountered with pulses of the same duration as the 
basic atomic time scale and the ability to actually 
follow and control very intricate atomic, molecular, and 
nano-material properties. The latter provides a diverse 
set of tools to study a regime very difficult to probe 
experimentally and for which the validity of simple 
existing models remains uncertain. A particular area 
of concern rests with rules that govern the mixing of 
individual atomic species to form composite materials. 

Background and Research Objectives
The project aims at the theoretical and computational 
study of the interaction of ultrashort laser pulses 
with atoms and molecules as well as the behavior of 
composite materials under extreme conditions. With 
the duration of electromagnetic pulses reaching the 
fundamental time period of electron motion, we have 
attained a critical threshold for probing, manipulating, 
and understanding the basic interactions and processes 
that govern matter at the atomic scale. For example, 
experiments have recently observed in “real” time 
(~attoseconds, 10-18s) the migration of electrons in 
solids from conduction bands to the surface and the 
jumping of electrons from different sites within a 
molecule. Such ultrafast exchanges hold substantial 
promise for assembling new nano-materials and 
altering fundamental electronic mechanisms that 
govern the outcome of intricate quantum mechanical 
events. A thorough knowledge of the simplest of these 
mechanisms is required in order to piece together more 
complicated systems. Therefore, we began our studies 

with simple systems in order to explicate the basic 
mechanics. This study in turn required the development 
of sophisticated computational techniques to solve 
the basic underlying quantum mechanical equations. 
In addition, we performed a complementary study on 
more extended systems such as mixtures of atoms in 
the warm, dense matter regime, typical of planetary 
interiors and inertial confinement fusion capsules. 
Our goal again concentrated on the understanding of 
basic quantum mechanical interactions as a means of 
extracting certain prescriptions for determining the 
properties of the composite from the pure atomic 
constituents. Such rules have extensive application in the 
modeling of macroscopic phenomena and play vital roles 
in the construction of microscopic property tables that 
underlie many large-scale simulation projects such as in 
radiation hydrodynamics. 

Scientific Approach and Accomplishments

Ultrafast Dynamics
Several areas in regards to the interaction of atoms 
and molecules with intense and ultrashort laser fields 
have received particular attention including the double 
photoionization of Helium and the Hydrogen molecule. 
The first investigations have focused on small two-
electron systems since they provide an effective testbed 
for more complicated targets, for cleanly resolving basic 
interactions and mechanisms, and for comparisons with 
experiments. They also provide the simplest systems 
for the study of correlation, which arises solely through 
quantum mechanical effects, and can dramatically 
alter certain processes from a classical or perturbative 
picture. For Helium, our studies have disentangled very 
complicated cross sections in terms of sequential and 
nonsequential processes in regards to whether the 
system absorbs two photons simultaneously or one after 
the other. The knowledge of such fundamental internal 
processes is essential to understanding the means 

Ultrafast Phenomena: Short-Pulse laser Interactions with Atoms and Molecules
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of manipulating and controlling atoms, molecules, and 
nanosystems by external electric and magnetic fields. In 
addition, the formalism has been expanded to determine 
not only the distribution of the electrons but also of the 
recoiling ion. This full characterization of the kinetic and 
spatial distributions of the final states of the particles can 
be directly compared to elaborate experimental results 
from sophisticated detectors, giving a complete view of 
the photoionization process that allows separation of the 
various competing mechanisms. This ability to separate 
mechanisms has lead to the resolution of several long-
standing controversies on the importance of certain 
processes during the ionization of multi-electron systems. 
By combining both time-independent and time-dependent 
simulations, we have shown that perturbative approaches 
and explanations of these mechanisms have definite 
shortcomings and that the full correlation correctly 
represented in our approaches is essential to a detailed 
understanding.

All these intricate comparisons arise from our ability to 
solve the time-dependent Schrodinger equation that 
describes the quantum mechanical nature of these 
systems. To this end, we have improved our finite-element 
discrete variable representation program by extensions 
to massively-parallel constructions and more accurate 
temporal propagators. The program scales linearly on 
parallel platforms of over hundreds of processors.

A related set of calculations focuses on the Hydrogen 
molecule. An interesting speculation has arisen in these 
ultrashort interactions as to whether the ejected electron 
in passing between the nuclear centers can undergo 
interference much as in the famous double-slit experiment 
by Young with light.  The electrons under these conditions 
display quantum mechanical behavior, acting like matter 
waves breaking on the two nuclei, which serve as the 
“slits.” Our theoretical results have placed distinct limits 
on this mechanism and questioned this interpretation of 
recent experiments at low photon energies. We have also 
devised elaborate visual display packages that permit a 
clear examination of the complicated spatial probability 
distributions that describe the exiting particles. We depict 
in Figure 1 an example of the election distribution of 
the fast electron after the double photoionization of the 
hydrogen molecule.

Figure 1. Photo-electron distribution following ionization of a 
hydrogen molecule.

Mixtures
A second component of the project focuses on mixtures 
of various elements in the regime of Warm, Dense Matter 
(WDM). This regime, which encompasses temperatures 
from hundreds to millions of degrees Kelvin and densities 
from hundredths (1/100) to hundreds of times solid, 
consists of a very complex material environment that 
exists in such locales as planetary interiors, White Dwarf 
surfaces, inertial confinement fusion (ICF) capsules, 
and high energy density physics (HEDP) devices such as 
Z-pinch machines.  The internal structure consists of a 
rapidly-changing “soup” of atoms, ions, free electrons, 
and molecules. The nature of WDM requires a quantum 
mechanical treatment based on the explicit interactions 
of a significant number of atoms, which until recently 
lay beyond practical implementation.  With the advent 
of density functional theory (DFT) and the concomitant 
rise of fast distributed-memory parallel computers, the 
sophisticated treatment of WDM through quantum 
molecular dynamics (QMD) has become a reality. This 
method permits the collective treatment of large samples 
of atoms and incorporates quantum mechanical effects 
such as exchange and correlation, essential to the accurate 
representation of such extended systems.  Transient 
processes such as ionization, recombination, dissociation, 
binding, and collisions naturally arise from the DFT and 
molecular dynamics formulations. In Figure 2, we display 
a snapshot at a representative time during the evolution 
of a dense mixture of lithium and hydrogen that plots the 
probability density for the electrons around and between 
the nuclear centers marked by the red and blue balls. 
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Figure 2. Electron probability density for electrons in a LiH 
mixture.

The basic QMD approach consists of performing a DFT 
calculation on a fixed sample of atoms in order to extract 
a state wave function that contains the global properties 
for all the electrons. From this state function and from 
the Columbic interactions among the nuclear charges, we 
extract a force acting on the nuclei. Simple Newtonian 
mechanics then predict the next position of the nuclei. The 
DFT is run on this new configuration, yielding a force, and 
the process continues to evolve the system in time until 
various properties converge.   The procedure produces 
a consistent set of static (equation-of-state), dynamical 
(diffusion/viscosity), and optical (opacities/reflectivities/
conductivities), a great advantage in assessing the validity 
of other models. Many macroscopic modeling programs 
take these properties from different formulations, thus 
making an assessment of the relative effects on inter-
related components difficult.  The integrated nature of 
QMD overcomes this problem. 

Mixtures provide a particularly important area in which 
such an integrated approach could have significant 
impact. Since the approaches that can treat all the intra- 
and inter- species interactions in the form of QMD have 
only recently matured, the properties of mixtures had 
basically been determined by combining single-species 
properties by particular, many times arbitrary, rules. Some 
of these prescriptions were drawn from ideal gas or on 
solid-solid interfaces pictures. Neither of these conditions 
describes properly the WDM regime so that the validity 
of these ad hoc rules remained in substantial doubt. 
Unfortunately, experiments are very difficult to mount and 
interpret in this transient state of dense matter. Therefore, 
one effective means of obtaining a comprehensive 
representation of such a system was through QMD, which 
given the sophistication of the treatment of the electrons 
and nuclei, could serve as an effective “computational 

experiment” to validate various mixing rules. 

To this end, we have applied density functional theory 
approaches to atomic mixtures such as Lithium Hydride 
(LiH) in the warm, dense matter regime. These large-scale 
quantum simulation techniques stringently test various 
mixing rules devised to combine pure atomic properties 
to form those of the composite.  To effect a consistent 
control, we first performed QMD calculations on the 
individual species and determined the resulting mixture 
properties for several standard mixing schemes. These 
results could then be compared with QMD simulations 
of the fully-mixed system.  This approach provided a 
best-case scenario for judging the efficacy of the mixing 
rules since the test had internal consistency in all the 
components. We explored two popular mixing rules, one 
based on combining the atomic components based on 
an ideal gas, and the other based on equating pressures. 
We found in general that the ideal gas rule functions best 
for low densities and temperatures while the pressure 
rule shows promise at the other extreme. For equation 
of state, the atomic mixing rules gave errors by as much 
as 40% when compared with the QMD simulation for 
the full mixture. For opacities, a measure of the ability 
of a material to absorb light, larger disparities arose, 
especially in particular frequency regimes. These finding 
have profound ramifications for the basic tables used in 
many radiation-hydrodynamic programs which model 
complicated macroscopic systems from stars to nuclear 
weapons.

While the DFT provides a highly accurate and predictive 
representation of the WDM regime, the technique requires 
massive computational resources that limit the range of 
its effectiveness. As the temperature rises, the method 
demands the generation of larger sets of eigensolutions 
from the diagonalization of huge matrices. This basically 
limits the range of temperatures to a few tens of electron 
volts (~200,000 K).  To explore deeper into the WDM 
region requires a modified approach. Generally as the 
temperature rises, the need to represent electronic 
interactions in detail wanes since most of the ions have 
become significantly ionized and molecular processes have 
ceased. The electrons, while still having interactions with 
the ionic centers, form a fairly uniform collective fluid. This 
implies that less sophisticated methods such as Thomas-
Fermi  (TF) theory might function at a reasonable accuracy 
with vast savings in computational time.  The savings arise 
from the ability to formulate TF in terms of a probability 
density on a grid instead of employing orbitals as in full 
(Kohn-Sham) DFT. We have in collaboration with a group at 
the French Atomic Energy Commission (CEA) developed a 
TF or orbital-free (OF) molecular dynamics program based 
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on the TF and some its flavor to bridge the gap between 
the DFT-MD and simple thermodynamical models, which 
become applicable at very high temperatures. Initial 
tests show great promise in examining temperatures 
between ten and hundreds of electron volts. Larger-scale 
simulations on LiH show a smooth transition from QMD 
to OFMD around 5 electron volts (~ 50,000K) for such 
properties as pressures and diffusion coefficients.  Due 
to the time-savings engendered by the TF formation, 
much larger samples can be treated by OFMD. This 
capability should have important consequences for 
modeling impurity effects within mixtures, an important 
problem for example in understanding the equation-of-
state for extrasolar planets, which in addition to their 
predominantly hydrogen-helium composition contain 
different smatterings of various impurity elements or more 
prosaicly dirt. These impurities can have profound effects 
on the structure and evolution of these objects.

Impact on National Missions
The ability to probe material properties on the time 
scale of atomic motion promises better understanding of 
basic materials from the solid to the plasma state. These 
probes will greatly improve our fundamental knowledge 
of important materials, impacting DOE missions from 
materials for energy to sensors for threat reduction.  
Examples include the assembly of new materials, the 
in vacuo imaging of larger biological molecules, remote 
sensing, and control of basic molecular processes. The 
dense matter component provides an accurate benchmark 
for validating various models and mixing rules that abound 
in many macroscopic modeling programs at the Laboratory 
that treat composite materials environments under 
extreme conditions.
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Abstract
The work is a theoretical and experimental investigation 
of NMR relaxation mechanisms in ultra-low magnetic 
fields (ULF, microtesla magnetic fields) for magnetic 
resonance imaging (MRI). In addition we have extended 
our sensor capabilities into atomic magnetometry. 
Progress on this work includes construction of the 
first atomic magnetometer at Los Alamos. With this 
device we have recorded the first MRI with an atomic 
magnetometer (which has enormous scientific and 
technological implications). We have also completed 
magnetic contrast agent measurements at ULF, which 
have significant promise for the medical development 
of ultra-low field MRI. We have also investigated the 
theoretical aspects of relaxation (in the presence of 
contrast agents) and made predictions about how 
to optimize contrast agent properties for the best 
signal.  Our recent efforts are towards the first ever 
images of human anatomy via ULF MRI with an atomic 
magnetometer. 

Background and Research Objectives
The primary focus of the work was an investigation of 
NMR relaxation mechanisms in ultra-low (micro-Tesla) 
magnetic fields for applications in ultra-low-field (ULF) 
MRI and spectroscopy. The differences in relaxation 
times at ULF may enable new methods for imaging 
and material differentiation that cannot be realized 
at high fields (~Tesla). For example, the difference in 
relaxation time (T1 or T2 “contrast”) is a powerful tool 
in clinical (high field) MRI. It has been reported that 
while some tissue types have little, if any relaxation time 
contrast at fields >1T, significant contrast is observed 
at ULF. Currently, it is a baffling mystery why closely 
related materials (e.g. healthy and tumor tissue) have 
significantly different relaxation times. Relaxation times 
and mechanisms at ULF have not been investigated as 
measurements in this regime have only recently become 
feasible. Due to absence of large superconducting 
magnets, ULF MRI also brings advantages such as lower 

cost, portability, safety, and supplements conventional 
high-field MRI in situations where it cannot be used due 
to strong-field restrictions. The challenge of this research 
is that the signal is much smaller than in conventional 
NMR, so the most sensitive magnetic detectors and 
shielding have to be used. 

The objectives of the work was to 1) develop the 
instrumentation required for ULF MRI, 2) apply ULF MRI 
instrumentation to measurements of relaxation times for 
various substances of scientifically interesting chemical 
composition (biological tissue, liquid explosives) as 
a function of magnetic field and analyzed relaxation 
mechanisms to extract the relevant parameters 3) 
implemented an anatomic magnetometer of similar 
sensitivity to existing SQUID (superconducting quantum 
interference device) sensor technology.

Scientific Approach and Accomplishments
Our first objective was to develop the instrumentation 
required for ULF MRI. We have used a combination of 
ULF MRI instrumentation based on the superconducting 
quantum interference device (SQUID) as well as built 
a new laser-based atomic magnetometer. We applied 
this instrumentation to address a variety of scientific 
questions. 

One such application was to a measurement of ULF 
NMR of 3He to analyze the expected signal strength 
and relaxation dynamics.  This work was in support of a 
collaboration headed by LANL to measure the neutron 
electric dipole moment (nEDM). In addition, an analysis 
of the shielding required for the nEDM experiment was 
performed. The work on 3He has been published in the 
Journal of Magnetic Resonance Imaging [1]. 

Another accomplishment was the successful 
demonstration of the world’s first in-situ MRI with 
an atomic magnetometer. The major technical 
problem to applying an atomic magnetometer to such 

Theoretical and Experimental Investigation of Relaxation Mechanisms in Ultra-
low Field NMR for Magnetic Resonance Imaging

Michelle A. Espy
20070626PRD2



872

measurements is their sensitivity to the applied magnetic 
fields required for MRI. This problem was solved by the 
development of a novel flux transformer scheme as shown 
in Figure 1, and has resulted in the first MRI with an atomic 
magnetometer. The image is shown in Figure 2, the upper 
image was attained with a SQUID and the lower with 
our atomic magnetometer. The work has been accepted 
for publication in the Journal of Magnetic Resonance 
[2]. The MRI hardware has been described elsewhere 
[3]. Application of an atomic magnetometer to ULF MRI 
is an important step towards commercialization, since 
atomic magnetometers do not require liquid cryogens as 
SQUIDs do. This is being filed by LANL for a patent, LAD 
2008-076/S-112.

Kapton heaters

Thermal insula�on

Atomic cell

Output coil of the FT

Glass oven

Input coil of the FT 

Laser beam

Ferrite shield

NMR sample

Figure 1. A schematic diagram of the atomic magnetometer 
developed for magnetic resonance imaging. The flux transformer 
(FT) couples the NMR sample, a small cylinder of water,  to the 
atomic magnetometer located ~ 1 m away.

Figure 2. Ultra-low field MRI at 3.2 kHz. The upper image was 
taken with a SQUID system. The lower image was taken with our 
newly developed atomic magnetometer. The sample was a small 
cylinder of water ~ 2cm in diameter and 3 cm deep.

Figure 3. Map of the transvers relaxivity (R2) of samples with the 
height/color indicating the R2 values. The MRI showed contrast 
induced by various concentrations of 20 nm nanoparticles 
dissolved in water. The samples contain 30 ml and are 
surrounded by water. The image shows the 4th echo at ~420 ms. 
The imaging sequence consisted of: pre-polarization field 35 mT, 
measurement field 3000 Hz, read-out gradient 2.53 Hz/mm, and 
phase-encoding gradient 2.14 Hz/mm.

We were also able to study, via ULF MRI, relaxation 
times for various substances of scientifically interesting 
chemical composition (biological tissue, liquid explosives) 
as a function of magnetic field.  In conjunction with 
the experimental work, we applied current theories of 
relaxation time to formulate an understanding of the 
relationship between relaxation times vs. applied magnetic 
field strength with a particular interest in understanding 
the theoretical basis of the observed difference in 
relaxation times for biological tissue and contrast agents 
[4].  Figure 3 presents a contrast agent enhanced image 
obtained via ULF MRI, with contrast provided by various 
concentrations of 20 nm nanoparticles. The results of this 
work indicate that contrast agents can be used to provide 
T1 contrast greatly exceeding that available at high fields.

Impact on National Missions
LANL has developed a world-class capability in ultra-
low field MRI that has been applied to problems in 
Threat Reduction, DOD, DHS, and Office of Science.  The 
technology is immediately relevant to applications in 
portable and low-cost imaging for clinical and combat 
medicine.  The overlap of the Larmor frequency with 
“slow” (10 μs to 100 ms) molecular dynamic processes 
such as diffusion, molecular motion, chemical reactions, 
and biological processes, can be exploited for studies of 
plant function for applications in energy and environment. 
In security and nonproliferation applications, ULF MR 
methods are being developed for detection of the 
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products of Uranium processing. Ultra-low field magnetic 
resonance imaging has already demonstrated successful 
application of basic science to needs in national security. 
The LANL capability in ULF MRI anatomical brain imaging 
was directly leveraged by the MagViz project, funded by 
DHS, to detect liquid explosives.  This work is addressing 
a critical security need for the Nation, and has resulted in 
positive publicity for LANL as well as a multi-year research 
effort into detection and characterization of material 
properties of liquids.

The work here has advanced our understanding and 
abilities in ULR MRI by providing a more complete 
understanding of the underlying contrast mechanisms at 
ULF MRI, and presenting several novel applications of the 
approach to problems in medical imaging.
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Abstract
This project analyzed a variety of small biochemical 
reaction networks, which form basic building blocks of 
all concerted interactions among molecules in a cell. 
Effects of the noise coming from the small number of 
molecules on the ability of these networks to function 
reliably were analyzed, efficient simulation software 
was developed, and the geometric phase, a staple 
of quantum mechanics never before observed in 
classical stochastic systems, processes was discovered. 
This project served as an essential first step for 
understanding and manipulating many biochemical 
signaling networks, involved, for example, in energy 
production and diseases, such as cancer, and may 
eventually lead to breakthroughs on both of these 
fronts. Emerging understanding can help us design 
better molecular machines, such as chemical batteries.

Background and Research Objectives
Various problems in diverse fields, from statistical 
physics to cellular regulatory networks, involve analysis 
of stochastic properties in transport phenomena on a 
variety of networks. This analysis is usually very difficult 
due to the intrinsic stochastic nature of the processes, 
which necessitates their computational modeling in a 
computationally prohibitive event-by-event fashion.

In this project, Nikolai has developed ways to transplant 
the tools that have proven to be effective in mesoscopic 
condensed matter physics into the realm of stochastic 
processes on networks. If successful, many decades 
of successful work in one field will come to bear fruits 
in another, allowing fast and efficient simulations and 
analysis of the processes, and impacting a variety of 
fields, from basic biomedical sciences, to biosecurity and 
energy security.

A critical notion in the work is the geometric phase, a 
common property of quantum and mesoscopic systems, 
but previously unseen in the stochastic domain. In the 

course of the project, Nikolai has discovered the phase 
in certain biochemical processes, and it is expected 
that similar results will hold in a wide class of systems. 
The phase has been the main conduit for connections 
between mesoscopic quantum systems and the 
stochastic transport on networks.

Scientific Approach and Accomplishments
This project has discovered the geometric phase in 
classical stochastic systems. More specifically, suppose 
that, in a stochastic system, one changes certain 
kinetic rates with time. This happens, for example, in 
cells due to the natural time of day variations, and in 
epidemiological networks due to the variation of the 
infection rates in the course of the year. It turns out 
that the stochastic nature of the processes results in 
the contribution to the transported amounts in these 
networks, which would not be expected from a pure 
deterministic treatment. This contribution, as we 
have discovered, is a precise analogue of the Berry (or 
geometric) phase in quantum mechanics, but this is 
the first time such an effect has been found in a non-
quantum system. The finding is quite remarkable: in 
particular, it has been believed that, to find details of 
a macroscopic structure of a network, one should be 
able to conduct experiments that are able to track all of 
the aspects of its stochastic dynamics. In contrary, we 
have found that much of this information is available 
through the geometric phase observation in a bulk, 
mean-value experiment, provided the experiment 
traces responses to temporal perturbations. These 
results are expected to be used to uncover properties 
of ion channels in neurons in a collaboration with 
the NIH group of Dr. Sergey Bezrukov; a recent trip 
to NIH has started the collaboration. Similarly, these 
results seem to be important for a burgeoning field of 
nonequlibrium statistical physics, such as applications of 
the theory of stochastic ratchets to molecular motors, 
etc. A collaboration with Chris Jarzynski (University of 
Maryland) has been initiated.

Noise in Biochemical Networks: Rigorous Analysis with Field-Theoretic Tools
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Since the start of the project, the funding has been used in 
the following research projects.

The upcoming PNAS article (Sinitsyn et al., 2009) is the 
culmination of the research, resulting in a practical 
algorithm for simulation of noisy biochemical processes, 
which beats most other competitive approaches by orders 
of magnitude.

Refs (Sinitsyn and Nemenman, 2007 and Sinitsyn and 
Nemenman, 2007a) were the original works where the 
geometric phase in stochastic kinetics has been noted, 
and the tools developed in the context of the quantum-
mechanical Berry phase were used to solve a variety of 
problems in chemical kinetics, nonequilibrium statistical 
physics, and mathematical epidemiology.

In (Sinitsyn and Ohkubo, 2008; Sinitsyn, Dobrovitski, et al., 
2008;  Sinitsyn, 2007; Sinitsyn and Saxena, 2008; de Ronde 
et al., 2009) Nikolai SIntsyn further developed the theory 
of the geometric phase in statistical physics problems, and 
related the phenomenon to geometric phases in classical 
and quantum mechanics, using the latter two to help 
with solutions of important applied problems, such as the 
motion of magnetic domain walls.

Refs (Sinitsyn, 2008; Nunner et al, 2007; Borunda et al, 
2007) have studied, in particular, geometric effects in 
traditional condensed-matter problems of relevance to 
nanotechnology.

Applications of the geometric phase to nonequlibroum 
statistical physics problems have revealed an important 
question: under which conditions does a small, periodic 
perturbation of a system result in an nonzero current 
through it? This question was answered fully in (Chernyak 
and Sinitsyn, 2008).

Additional publications (see the full publication list) 
have dealt with related problems on the interface of 
condensed matter physics and stochastic processes theory, 
and provided extensive reviews of the obtained results. 
Notably, (Sinitsyn, 2008) review article has been called one 
of the Top Articles in J Phys by its editors for 2008. A more 
recent review (Sinitsyn, 2009), summarizes the geometric 
effects theory in stochastic systems.

Finally, a new practical application has emerged  as a result 
of this project, and appropriate grant applications have 
been submitted. Namely, existence of the geometric phase 
and the ability to evaluate it analytically and numerically 
allows for creation of control theory for stochastic systems, 
where small molecular copy number fluctuations are not 
avoidable. Dr. Sinitsyn has suggested that this can be used 
for optimal design of biochemical batteries, where periodic 

perturbations of the system, such as F1ATPase, can be used 
to design a high efficiency, optimized devicetransforming 
electrical energy into a chemical storage, and vice versa. 
This possibility needs to be explored in detail due to its 
obvious importance for the Nation.

Impact on National Missions
The project has developed predictive capabilities appli-
cable to the biosciences mission of DOE, specifically for 
bioenergy research; it has advanced the scientific under-
standing of basic biochemical processes of interest to DOE 
bioenergy mission and will be useful for threat reduction 
applications in the context of host-pathogen interactions, 
supporting DOE and DHS missions.
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Abstract
During the past year Dr. Zwolak researched several inter-
related topics involving entanglement and classical cor-
relations in physical systems that have direct implications 
for many areas of physics, system modeling, and biologi-
cal/single-molecule sensors. Much of this work has been 
on understanding how a quantum mechanical system 
gets correlated with its environment, i.e., what parts of 
the environment correlate strongly with the system and 
how are these parts of the environment influencing the 
systems behavior. These questions underlie many physi-
cal and technologically important issues, including how 
to understand and model decoherence in solid-state 
architectures for Quantum Computing and how one can 
construct efficient methods for simulating many-body 
quantum systems (such as strongly correlated systems 
in the presence of dissipation or electronic transport in 
nanoscale systems). In addition to these central ques-
tions regarding quantum systems embedded in their en-
vironment, Dr. Zwolak also worked on biophysical prob-
lems relating to DNA sequencing and ionic transport.

Background and Research Objectives
The possibility of quantum computing (QC) holds our 
imagination captive and its successful implementation 
would have far-reaching consequences. On the one 
hand, it would enable an enormous speedup in certain 
types of computation. The most outstanding current 
example is the exponential speedup in factoring large 
numbers, with which one could break some modern 
encryption techniques. On the other hand, another po-
tential use of QC would be, paradoxically, to simulate 
quantum systems themselves, which would facilitate the 
discovery and understanding of quantum phenomena. 
This latter application, as a way to overcome the expo-
nential slowdown of a classical computer, was the moti-
vation for Feynman’s proposal of a quantum computer in 
the early 80’s. What makes a quantum computer power-
ful, and correspondingly what makes quantum systems 
so hard to simulate classically, is the presence of a purely 
quantum mechanical correlation called entanglement. 
The primary objectives of my research over the past year 
were to (i) obtain a fundamental understanding of how 

quantum mechanical systems become entangled with 
their environment and (ii) develop efficient computa-
tional techniques to capture the influence of the envi-
ronment on a system’s behavior (with the long term goal 
of being able to simulate dissipation and decoherence 
in superconducting systems and also systems relevant to 
quantum computing). 

Dr. Zwolak also maintained a long-standing interest in 
issues related to DNA sequencing and ionic transport. 
Core among them is a proposal to sequence DNA using 
nanopore-based electronic transport measurements. 
This is a novel single-molecule approach that has the 
potential to greatly reduce the time and cost of sequenc-
ing (and also, more generally, give a new approach to 
molecular detection). The successful implementation of 
this technique would have enormous implications for 
medicine and biology. His research in this area over the 
past year has mainly focused on investigating ionic trans-
port in nanopores. A longer-term project is on using the 
techniques above (on the influence of the environment) 
to simulate electronic transport in the presence of the 
strongly fluctuating environment of the type present in 
nanopore experiments.

Scientific Approach and Accomplishments

DNA Sequencing and Molecular Detection
One of the first research milestones Dr. Zwolak achieved 
was the completion of a review article entitled “Physical 
approaches to DNA sequencing and detection.” This 
article, published in the prestigious journal Reviews 
of Modern Physics in January 2008, is a seminal 
contribution to the areas of nanopores and DNA 
sequencing. It makes accessible to a wide audience, 
including graduate students, the recent progress in the 
field and also critically evaluates different proposals 
for a rapid and low-cost DNA sequencing device and, 
more generally, molecular detection device. Such a 
technology will create new possibilities for ubiquitous 
sensors, and thus addresses the LANL mission of Threat 
Reduction. As well, such sensors open up new avenues 
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for investigation into the complex interface between solids, 
liquids, and biomolecules, and increase our understanding 
of how materials behave at the nanoscale. The impact 
of this work is already being felt, as demonstrated by a 
recent (July) Nature Physics article “The law of accelerating 
returns” (Nature Physics 4, 507 (2008)) detailing our 
contribution to the field and its prospects.

Computational Algorithms for Open Systems
Dr. Zwolak ‘s long-term goals are to develop efficient 
simulation techniques for “open” quantum systems, 
e.g., nanoscale systems interacting with external probes 
and their environment, or quantum systems dissipating 
energy into the environment. In this direction, he 
was the first to examine how different portions of the 
environment influence the dynamics of a system and he 
used this knowledge to create a novel representation of 
the environment for numerical simulations.  The latter 
significantly reduces the computational cost necessary 
to accurately simulate the dynamics of quantum systems 
in contact with certain environments. In particular, the 
computational cost was reduced from N3 to N2 to achieve 
a given simulation accuracy. This means that if one needs 
100 degrees of freedom, N, to simulate the effect of 
the environment, that the computational time of the 
simulation is reduced by a factor of 100 if one uses his 
method. This work has culminated in an article “Finite 
representations of continuum environments,” that recently 
appeared in the high-impact Journal of Chemical Physics. 
The influence of this work is wide-ranging: it increases our 
ability to simulate quantum systems in realistic situations 
and thus enhances our ability to make predictions 
about physical systems, potentially as different as high-
temperature superconductivity (how the environment 
impacts the transition temperature, for instance) and DNA 
sequencing with nanoscale electrodes (see above). This 
work thus supports the strategic thrust of science-based 
prediction, as well as provides a computational basis 
for further investigation into threat reduction, complex 
systems, and materials. 

Dynamics and Decoherence of Open Quantum Systems
Working with Laboratory Fellow Wojciech Zurek and fellow 
postdoctoral scholar Haitao Quan, Zwolak investigated 
how the environment acquires information about a 
quantum system. This is related to the project described 
above on simulating open systems, but approaches the 
issue from a very different perspective. They derived a 
number analytic results regarding how information spreads 
into an environment, as well as developed an efficient 
numerical technique to exactly simulate the dynamics of 
100’s of spin-1/2 qubits, i.e., it is a technique that drops 
the exponential cost of simulating a quantum system down 

to a polynomial cost in the number of spins for systems 
symmetrically coupled to their environment. They are 
currently completing this research. This work is increasing 
our understanding of how complex materials behave at the 
nanoscale and is relevant to our ability to control quantum 
systems. It thus supports the LANL mission of gaining a 
fundamental understanding of materials.

This LDRD project ended after eleven months when Dr. 
Zwolak was named to a Feynman Fellow position, which 
will be a new LDRD project.

Impact on National Missions
Dr. Zwolak’s research is very important to obtaining a 
fundamental understanding of the behavior of complex 
physical systems. In particular, it addresses how quantum 
systems evolve when in the presence of their environment, 
which is a situation that has to be accounted for in order 
to understand virtually any material or device. In addition 
to obtaining a theoretical understanding of this behavior, 
it also addresses how to construct efficient simulation 
techniques to tackle very complex physical systems where 
many interacting components of a physical system are also 
interacting or being driven by their environment. More 
specific examples are given below under accomplishments.

My work in the biophysical arena is helping us compre-
hend how nanoscale devices detect molecules and physical 
processes. The successful fabrication and implementation 
of the sensors I study will revolutionize how we approach 
sensing at the nanoscale, e.g., in threat detection, and 
bring novel technologies into the medical/biological com-
munities. 

Further, this project has supported the DOE mission in 
Scientific Discovery & Innovation and Energy Security by 
enhancing our understanding of nanoscale electronics, mo-
lecular detection, and using simulations for science-based 
prediction. It is important to other missions of the Labora-
tory as well, e.g., Homeland Security and Threat Reduction.

References
Zwolak, M.. Finite representations of continuum environments. 1. 
2008. Journal of Chemical Physics. 129: 101101.

Zwolak, M., and M. Di Ventra. Colloquium: Physical 2. 
approaches to DNA sequencing and detection. 2008. 
Reviews of Modern Physics. 80: 141.

Publications
Zwolak, M.. Finite representations of continuum environments. 
2008. Journal of Chemical Physics. 129: 101101.

Zwolak, M., and M. Di Ventra. Colloquium: Physical 
approaches to DNA sequencing and detection. 2008. 
Reviews of Modern Physics. 80: 141.



Postdoctoral Research and Development
Final Report

Physics

879

Abstract
Milagro was a LANL-led experiment to provide a view 
of the most energetic processes in the universe: the ac-
celeration of cosmic radiation.  Milagro observed cosmic 
rays and gamma rays from all across the universe and 
this project contributed to three significant results.  First, 
we identified new sources of high-energy gamma rays.  
Second, we measured diffuse emission from the Galactic 
plane.  Finally, we discovered two unexpected regions 
of excess cosmic rays, which defy explanation and could 
point to the source of cosmic radiation.

Background and Research Objectives
This project aimed to address the question of what the 
source of cosmic rays is.  This is an old question dating 
back almost 100 years when cosmic radiation was first 
discovered.  Cosmic rays are energetic particles (protons, 
helium and other nuclei) that we observe at Earth.  Since 
these particles are charged, they bend and twist in mag-
netic fields and when they finally arrive at Earth from 
their sources, they no longer point back to their origin.

When these cosmic rays finally reach Earth, they interact 
high in the atmosphere and produce a cascade of sec-
ondary particles.  The original cosmic ray will produce a 
few high-energy particles that will themselves produce 
more high-energy particles.  This process continues until 
all the energy is used up but by then we have millions 
of particles.  We call this cascade of particles an exten-
sive air shower (EAS).  These particles eventually reach 
the ground and that is where our experiment comes in.  
Our experiment, Milagro, can detect an EAS by looking 
for high-energy particles reaching the ground all at the 
same time.  When that happens we can use the time of 
each particle arrival and determine where the original 
particle came from.

Milagro detects these high-energy cosmic rays but, 
because they are randomized in the Galactic magnetic 
field, we cannot assume that the direction they come 
from is the direction of their source.  However, in addi-
tion to the cosmic rays that Milagro sees, we also see 
gamma-rays.  These particles produce an EAS when they 

reach earth, but they are much more rare.  Gamma-rays 
are important, though, because they are neutral.  Be-
ing neutral, they are unaffected by the magnetic fields 
in our galaxy and when they reach us we can identify 
astrophysical objects that they come from.   Even though 
we want to identify the source of cosmic rays, it is often 
more useful to look for gamma-rays since we can tell 
where they come from and since we expect a source 
of high-energy cosmic rays to also be a source for high-
energy gamma rays.  

The objectives of this LDRD project were to identify the 
best potential sources for cosmic radiation by searching 
through the full Milagro dataset for gamma-ray sources.   
Milagro is unique because it observes the entire over-
head sky every day and it is the perfect instrument to 
discover new sources.  We focused on the algorithms to 
distinguish gamma rays from cosmic rays as well as algo-
rithms and techniques to determine how high in energy 
the gamma ray emission extends.  

Scientific Approach and Accomplishments
This work utilizes the Milagro extensive air shower ar-
ray.  Milagro consists of a water pond about the size of a 
football field.  This water pond contains more than 700 
detectors, called photomultiplier tubes or PMTs, capable 
of measuring single photons of light.  By carefully deter-
mining the time each of these PMTs sees light, we can 
determine where EASs are coming from.  Some of the 
PMTs are located deep in the water in order to assist in 
determining whether a particular EAS was caused by a 
gamma ray or a cosmic ray.  An EAS due to a cosmic ray 
tends to produce larger signals in these deep PMTs and 
we look for these large signals to identify cosmic ray 
events.

This LDRD project includes three major scientific accom-
plishments, each published in peer-reviewed journals 
and each of which contributes to the question of the 
origin of cosmic rays. 

The first result is our identification of new gamma-ray 
sources.  The way this works is that for each EAS that 
Milagro detects, we determine where it was coming 
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from, what time the event occurred, how many PMTs 
were hit and how hard the deep PMTs were hit.  We take 
this information and trace back to see what was in the 
sky at that location at that time.  After doing our best to 
determine whether the event was likely a gamma ray or 
a cosmic ray, we make a make a map of the sky showing 
all the gamma-ray events.  Figure 1 shows this map along 
the plane of the Galaxy.  The colored areas show regions 
where we detect gamma rays more significantly.  The fig-
ure includes purple dots overlaid at the location of known 
lower-energy sources detected by the Fermi Large Area 
Telescope.  By comparing the list of known sources to the 
Milagro data we can identify which sources are likely to 
be producing the gamma rays that we are seeing.  In this 
way we have identified 14 sources which each produce a 
significant number of gamma-rays in Milagro.  Of these 14 
sources, 9 had never before been detected at our energies.  
It is possible that these sources are not cosmic-ray sources 
but they are good candidates and are being followed up by 
other instruments. 

Figure 1. This figure shows the Milagro view of the sky along the 
Galactic plane.  The colors indicate how significantly the regions 
are detected in high-energy gamma rays.  The purple points 
indicate the location of lower-energy sources detected by the 
Fermi Large Area Telescope.  In addition to the discrete sources, a 
haze of diffuse emission can be seen along the whole plane.

The second result can also be seen in Figure 1.  Besides 
the isolated, discrete sources of gamma rays, there is a 
‘haze’ of emission from the Galactic plane.  This is the first 
time that this diffuse emission has been observed by an 
experiment at Milagro energies.  This diffuse emission is 
due to two main sources.  First, there are sources that we 
have not yet identified, but are dim.  If there are enough of 
these such sources they can add up and look like a diffuse 
cloud of emission.  Second, when a cosmic ray – by random 
chance – doesn’t make it to Earth but happens to inter-
act elsewhere in the Galaxy, we can observe gamma rays 
at Earth produced in this interaction.  Since it is random 
where these gamma-rays interact we just see a cloud of 
excess gamma-rays along the Galactic plane.  Determining 
how much of the diffuse emission that Milagro observes 
is due to these two mechanisms is a task for later experi-
ments, but the measurements that we have serve as an 
important probe of how much cosmic radiation there is 
elsewhere in the Galaxy.

The first two results are made by looking for gamma rays 
and trying to exclude cosmic rays.  The third result is 
shown in Figure 2 and is a map of the sky where we turn 
the analysis on its head and look for regions of cosmic ra-
diation.  Doing so, we isolated two well-localized regions 
of cosmic radiation, near the Orion constellation.  Up to 
this point, scientists believed the cosmic rays to be arriving 
at Earth very uniformly without small-scale structure, but 
these results prove differently.  Since these results are new 
and unexpected, there are not yet any compelling explana-
tions.  The most tantalizing suggestion is that Milagro is 
seeing cosmic rays from a nearby cosmic ray source.  Until 
recently, we have believed that even a nearby cosmic ray 
source would not produce this data, so we have called into 
question our understanding of how cosmic rays propagate 
through the magnetic field of the Galaxy.  

Figure 2. This figure shows two regions of excess cosmic rays 
measured by Milagro.  The red color indicates the regions that 
are observed.  For reference, the nearby stars are shown in white 
with the constellation Orion indicated.

Impact on National Missions
Gamma-ray Astrophysics is a forefront area of research 
as evidenced by multiple National Academy studies and 
investments by NASA, NSF, and DOE in GLAST, VERITAS, Mi-
lagro, and now HAWC observatories.  This field addresses 
LANL’s Grand Challenge to study physics beyond the stan-
dard model. LANL led the Milagro collaboration and LANL 
staff member Brenda Dingus is the co-spokesperson for 
HAWC and the project manager. 

With Milagro, LANL has clearly established itself as a 
leader in the field of VHE astrophysics. The work on Mila-
gro has led to the development of the High Altitude Water 
Cherenkov experiment, HAWC, and LANL is in an excellent 
position for future NSF and/or DOE funding. The National 
Science Foundation has established a $1M MRI (Major Re-
search Initiative) to perform the R&D required to eliminate 
the technical risk associated with the HAWC detector con-
cept and to establish a small test array at the HAWC site 
(Sierra Negra, Mexico).
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Abstract
Sam Zeller has made significant accomplishments 
during her two year appointment as a LANL Director’s-
funded Postdoctoral Fellow.  As the MiniBooNE analysis 
coordinator and the leader of the MiniBooNE Cross 
Section Group, Sam oversaw the publication of eleven 
papers, including seven in Physical Review Letters, 
two in Physical Review, one in Physics Letters, and one 
in Nuclear Instruments and Methods. Thanks to her 
efforts, MiniBooNE has made the world’s best neutrino 
and antineutrino cross section measurements at the 
1 GeV energy scale and the world’s best neutrino and 
antineutrino oscillation searches at the 1 eV2 mass scale. 
MiniBooNE has also observed an unexplained excess 
of electron-like events at low energies but, so far, has 
not observed any low-energy excess in antineutrino 
mode. These results may be due to CP or CPT-violating 
neutrino oscillations involving sterile neutrinos. This 
work is of great importance to future long-baseline 
neutrino oscillation experiments, which will search 
for a difference between neutrino and antineutrino 
oscillations.

Background and Research Objectives
The MiniBooNE experiment at Fermilab was designed 
to test the evidence for neutrino oscillations coming 
from the LSND experiment at Los Alamos. After 
several years of running in neutrino mode, MiniBooNE 
observed an unexplained excess of low-energy events 
that could be due either to an unexpected neutral-
current background process or to neutrino oscillations 
involving sterile neutrinos. In order to check whether 
there are antineutrino oscillations (as observed by 
LSND), MiniBooNE switched to antineutrino running 
approximately three years ago. The objectives of the 
antineutrino data taking were to measure antineutrino 
cross sections, search for antineutrino oscillations, 
and search for a difference between neutrino and 
antineutrino oscillations. A difference between neutrino 
and antineutrino oscillations would be especially 

interesting because it would imply either CP or CPT 
violation, where C is charge conjugation, P is parity 
inversion, and T is time reversal. New sources of either 
CP or CPT violation could possibly help explain the 
baryon asymmetry of the universe.

Scientific Approach and Accomplishments
Sam Zeller devoted her Director’s-funded postdoctoral 
Fellowship to measuring neutrino and antineutrino 
cross sections, searching for neutrino and antineutrino 
oscillations, and searching for a difference between 
neutrino and antineutrino oscillations. As the 
MiniBooNE analysis coordinator and the leader of the 
MiniBooNE Cross Section Group, Sam oversaw the 
publication of eleven MiniBooNE papers, including 
seven in Physical Review Letters, two in Physical Review, 
one in Physics Letters, and one in Nuclear Instruments 
and Methods. (Note that she is not one of the first 
authors because the MiniBooNE authors are listed in 
alphabetical order.) Thanks to her efforts, MiniBooNE 
has made the world’s best neutrino and antineutrino 
cross section measurements at the 1 GeV energy 
scale and the world’s best neutrino and antineutrino 
oscillation searches at the 1 eV2 mass scale. MiniBooNE 
has also observed an unexplained excess of electron-
like events at low energies but, so far, has not observed 
any low-energy excess in antineutrino mode. In 
addition, at present, the antineutrino oscillation results 
are consistent with what is expected from the LSND 
oscillation signal. These results may possibly be due to 
CP or CPT-violating neutrino oscillations involving sterile 
neutrinos.

Impact on National Missions
This project has great relevance to the Laboratory’s 
missions in Nuclear Physics and High Energy Physics 
research and, in particular, to future long-baseline 
neutrino oscillation experiments, which will search for 
electron-neutrino and antielectron-neutrino appearance 
and a difference between neutrino and antineutrino 

Anti-Neutrino Oscillation and Cross Section Measurements at MiniBooNE
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oscillations. Due partly to this project, LANL has begun 
working on the near detector complex of the Long 
Baseline Neutrino Experiment (LBNE), which involves 
building a neutrino beam at Fermilab that will point to an 
underground detector over 1000 km away.
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Abstract
The development of quantum information science 
has fertilized modern statistical and condensed 
matter physics. In this project, by using techniques 
from quantum information processing, we made 
contributions to the theoretical understanding 
of quantum phase transitions in various complex 
systems, ranging from quantum magnetic materials to 
unconventional superconductors. We also studied the 
non-equilibrium dynamics of quantum phase transitions 
and their important applications in quantum information 
processing, such as the control of decoherence and the 
optimization of operation time in quantum computing. 
In addition, we studied the quantum-classical transition 
from the perspective of information transfer. These 
studies are not only of fundamental interests to basic 
science, but also of great importance to the LANL and 
DOE missions.

Background and Research Objectives
Quantum phase transitions [1] happen at a temperature 
of absolute zero and are triggered by a change 
in parameters of the system’s Hamiltonian. An 
experimentally observed case is the superfluid-insulator 
phase transition of ultra-cold atoms in optical lattices 
– laser induced egg carton-like traps [2]. Different from 
the usual phase transitions triggered by a change of the 
temperature, such as the melting of the ice, a quantum 
phase transition can occur without symmetry breaking. 
Thus the Landau theory, which deals with the second 
order classical phase transitions by making use of the 
local order parameter and symmetry breaking [3], does 
not apply. Therefore, the search of a comprehensive 
characterization of quantum phase transitions in various 
systems has become one of the most challenging issues 
in physics. In this project, one of our main objectives 
was to develop novel approaches to quantum phase 
transitions by borrowing new techniques developed by 
progresses in quantum information technology. Two 
concepts in particular – fidelity [4] and decoherence 

[5]– can be utilized to characterize quantum critical 
phenomena with “intrinsic” and “external” dynamics, 
respectively. Our first main goal was to understand and 
characterize the phase transitions in quantum systems 
from the perspective of quantum information.

Another interesting recent research direction is the 
dynamics of quantum phase transitions. When a 
quantum system is driven through a quantum critical 
point (quenching), non-equilibrium effects will arise. 
This non-equilibrium transition can lead to the creation 
of topological defects [6], an analog of the domain 
walls generation after quenching a high-temperature 
metal. This spectacular phenomenon is closely related 
to implementing a non-standard quantum computation 
algorithm, known as adiabatic quantum computation 
[7]. By utilizing the quantum superposition principle, 
quantum computers are expected much more powerful 
than the current electronic or classical computer. When 
we implement these theoretical quantum computing 
algorithms into real physical systems (the hardware), we 
face many problems, such as the influence of the noise 
of the environment and the stability of the operation. 
How to evaluate various implementations and strategies 
of adiabatic quantum computing [8] by utilizing the 
results from the studies of dynamics of quantum 
phase transitions? This was the second main objective 
of this project. In addition, our research objectives 
also included understanding how the classical world 
emerges from the ultimate quantum substrate from the 
perspective of information transfer.

Scientific Approach and Accomplishments
In the past two years, Dr. Quan has worked on the 
following topics, which center around the above 
research objectives, and has produced several papers.

Phase Transitions in Quantum Systems and Quantum Information

Wojciech H. Zurek
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Decoherence, quench dynamics, and adiabatic quantum 
computation
Quantum decoherence (or loss of quantum coherence 
of a quantum system) is the key to how the classical 
world emerges from underlining quantum mechanics 
(i.e., the quantum-to-classical transition) [5]. Thus, its 
understanding is essential for creation of devices that 
require long-time quantum coherence  (e.g., quantum 
computers). We studied the dynamics of decoherence 
of a system under a new environment – when its 
environment is driven across a quantum phase transition. 
The quantum Ising model in the transverse field serves 
as the environment and the central spin represents the 
decoherencing system. We found that as the environment 
is driven through the critical point, the decoherence factor 
of a single spin undergoes rapid decay. The rate of decay is 
related to the critical exponent of a phase transition that 
encodes critical exponents. In addition to the numerical 
effort, we also derived a simple analytical expression that 
describes the post-transition decoherence. This research 
connected the theory of decoherence with quantum phase 
transitions and non-equilibrium dynamics, and brought 
important insights to the control of decoherence.

A related problem was about the quench dynamics in a 
complex system and the adiabatic quantum computation. 
To implement this kind of quantum computation 
algorithm, it is essential that the system maintain in their 
lowest energy state when it evolves. However, there is no 
effective method to ensure that the system remains in its 
ground state.  We proposed an echo quench method to 
solve this problem. We studied the implementing of the 
adiabatic quantum computing [8] algorithm, and evaluate 
various implementations and strategies of adiabatic 
quantum computing by utilizing the results from the 
studies of dynamics of quantum phase transitions. We 
obtained the exact relation between the upper limit of the 
operation speed and the size of the quantum computer. 
Our numerical simulation results agreed with the analytical 
results. This study promised important application in 
future implementation of quantum computers.

Quantum-classical transition from the perspective of 
information transfer
Quantum mechanics is extremely successful in all practical 
applications, but this theory cannot be reconciled with 
our everyday experience about the physical world. This is 
the so-called “quantum-to-classical” transition problem 
[5]. We developed a novel approach to understand how 
the classical world emerges from quantum mechanics. 
We studied this famous old problem from the perspective 
of information transfer between quantum systems. 
In this approach, the information about the system 

was selectively proliferated into its environment. As a 
result, the classical world emerges from the quantum 
substrate through a selection mechanism similar to the 
Darwinism  (survival of the fittest) in biology. In our study 
[9], we performed large-scale numerical simulations. 
Different analytical approaches were developed and 
numerically verified. From the numerical result, we found 
that the environment, such as the sun light, acts as a 
communication channel. Even a hazy environment, which 
is a noisy communication channel, supports this quantum 
Darwinism mechanism. This study not only shed new 
light on the understanding of the fundamental aspects of 
quantum mechanics, i.e., the way in which classical reality 
of our everyday experience arises within our quantum 
universe, but also brought important insights to the 
comprehension of the deep and intrinsic relation between 
information and physics.

A novel quantum-information-theoretical approach to 
quantum phase transitions
Quantum fidelity is a tool used in quantum information 
science to evaluate errors of quantum computing. It has a 
geometric nature. Dr. Quan and his collaborators borrowed 
this tool and used it to study quantum phase transitions 
in different materials [4]. In the last two years, Dr. Quan 
and his collaborators further generalized fidelity approach 
to study the thermal phase transition, which is induced 
by a change of the temperature such as the melting of 
the ice [10]. As examples, they studied phase transitions 
in both magnetic materials and composite systems of 
strong radiation-atom interaction. Both the analytical 
and numerical results verified the validity of fidelity as 
a useful tool to characterize both quantum and thermal 
phase transitions. They further established the connection 
between the fidelity and traditional criteria for thermal 
phase transitions, such as susceptibility and specific heat. 
This exploration connected disparate fields: information 
theory and statistical mechanics, hence has profound 
impact to our understanding of the nature of phase 
transitions and the quantum to classical transition of the 
system.

Another problem [11] that Dr. Quan worked on is 
about footprints of quantum phase transitions at finite 
temperature. Since absolute zero can never be achieved 
experimentally, to understand the quantum critical 
conundrum, it is essential to study the consequences 
or footprints of a quantum phase transition at finite 
temperature. Motivated by the theory of quantum-
classical mapping in statistical mechanics, Dr. Quan 
found a finite-temperature scaling behavior of magnetic 
susceptibility of 1D quantum Ising chain. Both the 
analytical and the numerical results confirmed this 
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scaling behavior. He also revealed the relation between 
the magnetic susceptibility and geometric phase factor, 
a genuine quantum observable. This study revealed the 
profound influences of quantum phase transitions to the 
properties of the system at nonzero temperature and 
opened the possibility of observing the quantum criticality 
experimentally.

Novel quantum phases and quantum phase transitions in 
superconducting material
One of the most fascinating aspects of the quantum-
many-body system is the superconducting state of metals 
or compounds under extreme conditions, such as the 
extreme low temperature or the extreme high pressure. 
In these materials electric current can flow without 
resistance. In the family of superconductors, there is an 
inhomogeneous state, called Fulde-Ferrell state [12], which 
was first theoretically predicted more than forty years ago, 
but has never been observed in experiments convincingly. 
Probably its instability is due to its stringent conditions 
for such a state to exist stably. With his collaborator Dr. 
Quan studied this problem from the first principles [13]. In 
order to realize a stable Fulde-Ferrell state, they designed 
theoretically a metal material with different geometries, 
and imposed them into extreme conditions, such as strong 
magnetic fields. By solving numerically the microscopic 
theoretical model, they obtained different phases and 
the phase boundaries of such materials. The intriguing 
point is that they found a stable Fulde-Ferrell phase in the 
ring geometry in the presence of an external magnetic 
flux. The predicted stable Fulde-Ferrell phase could be 
observed in experiments of cold atoms. They also studied 
the magnetic flux periodicity in a hollow unconventional 
(d-wave) superconducting cylinder [14]. Their analytical 
calculations and numerical simulations revealed that the 
flux periodicity in the supercurrent is sensitive to the 
detailed electronic band structure and electron density, 
which successfully explained a recent experiment. These 
studies not only promoted our understanding of the 
properties of the nonconventional superconducting state, 
but also brought important insights to the adaptive design 
of other advanced materials.

Impact on National Missions
The novel approaches to quantum phase transitions 
from quantum information will provide conventional 
statistical physics and condensed matter theory with 
deep insights into fundamental problems, and shed new 
light on developing advanced material, which is definitely 
critical to DOE missions. Understanding the dynamics of 
quantum phase transitions is of fundamental interest; 
applications range from low temperature and condensed 
matter physics to cosmology. Most importantly for LANL’s 

strategic priorities, a thorough understanding of dynamics 
of quantum phase transitions is necessary for making 
quantum computers. 
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Abstract
Dark energy is one of the central topics of research 
in cosmology today. Type Ia supernovae provided the 
first evidence for its existence: In the late nineties 
it was found that distant supernovae appear fainter 
than expected, implying that the expansion of the 
universe is accelerated. In a matter-dominated universe, 
objects attempt to gravitate towards each other, and 
the expansion rate decreases with time. Thus the 
observations imply that some sort of energy other than 
matter is dominant at present – this is the “dark energy.”

Only now is reliable data on the total energy density 
of the universe (obtained from the ages of clusters of 
galaxies) becoming available. Combined with probes 
of the matter density, this can directly constrain the 
dark energy density – potentially more powerful than 
supernovae, which measure only the integration of the 
energy density. Probes of the mass distribution such as 
baryon acoustic oscillations provide another effective 
data dimension, which has been exploited in this 
project. 

This one-year project covered some specific aspects 
of the theory and observations of dark energy. It 
focused on the reconstruction of cosmological matter 
perturbations from diverse cosmological probes. Such a 
reconstruction program enables the distinction between 
different models of dark energy. Both currently available 
data and simulated data have been investigated in this 
project.

Background and Research Objectives
Over the last decade, observations of Type Ia 
supernovae have shown that the expansion of the 
universe is currently accelerating. This remarkable 
discovery has led cosmologists to hypothesize the 
presence of dark energy, a negative pressure energy 
component that dominates the energy content of 
the universe at present. Many theories have been 

propounded to explain this phenomenon, the simplest 
of which is the cosmological constant, with a constant 
energy density and the equation of state w=-1. Although 
the cosmological constant appears to explain all current 
observations satisfactorily, to do so its value must 
necessarily be very small. So, it represents a new small 
constant of nature in addition to those known from 
elementary particle physics, many of them very small 
if expressed in the Planck units.  However, since it is 
not known at present how to derive the cosmological 
constant from these small constants and it is also 
unclear if dark energy is in fact time independent, other 
phenomenological explanations for cosmic acceleration 
have been suggested. These are based either on the 
introduction of new physical fields (quintessence 
models, Chaplygin gas, etc.), or on modifying the laws 
of gravity and therefore the geometry of the universe 
(scalar-tensor gravity, f(R) gravity, higher dimensional 
`Braneworld’ models, etc). The plethora of competing 
dark energy models has led to the development of 
parametric and non-parametric methods as a means 
of obtaining model independent information about the 
nature of dark energy directly from observations.

The next decade will see the emergence of many new 
cosmological probes. A large number of these are likely 
to make important contributions to the field of dark 
energy. The Sloan Digital Sky Survey began its stage 
III observations in 2008, and its Baryon Oscillation 
Spectroscopic Survey (BOSS) is expected to map the 
spatial distribution of luminous galaxies and quasars 
and detect the characteristic scale imprinted by baryon 
acoustic oscillations in the early universe. The Joint Dark 
Energy Mission (JDEM) is expected to discover a large 
number of supernovae, and also provide important 
data on weak lensing and baryon acoustic oscillations. 
The Square Kilometer Array (SKA) will map out over a 
billion galaxies to redshift of about 1.5, and is expected 
to determine the power spectrum of dark matter 
fluctuations as well as its growth as a function of cosmic 
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epoch. Important clues to the growth of structure will 
also come from current and future weak lensing surveys, 
galaxy redshift-space distortions as well as galaxy cluster 
mass functions at different redshifts. With the wealth 
of data expected to arrive over the next several years, it 
is important to explore different methods of analyzing 
these datasets in order to extract the optimum amount of 
information from them. 

The objective of this project was to develop a new method 
that would enable the distinction between different 
dark energy models. Such a method has to be tested on 
simulated data and its sensitivity to different dark energy 
models has to be explored. Once it is confirmed that 
the new approach is working, it has to be applied to real 
data. The objectives in the project have been successfully 
completed.

Scientific Approach and Accomplishments
In this project, a new method has been developed to 
reconstruct cosmological matter perturbations and 
therefore to distinguish imprints of different dark 
energy models. More specifically, the method is based 
on reconstructing the linearized growth of density 
perturbations in the non-relativistic matter that makes up 
galaxies and clusters of galaxies. 

In the case of physical dark energy, the effective 
gravitational constant appearing in the equation for linear 
density perturbations in this matter coincides with the 
Newton gravitational constant measured in the laboratory 
and using Solar system tests. If, additionally, there is no 
direct non-gravitational interaction between dark energy 
and dark matter, the density contrast reconstructed 
in this manner should match that determined directly 
from observations of large scale structure. In this case 
the methods developed in this project will provide an 
important consistency check on dark energy models. 
On the other hand, geometrical models of dark energy 
(braneworlds, scalar-tensor gravity, etc.) usually predict 
a different growth rate from that in general relativity. 
Models where dark energy has a direct non-gravitational 
interaction with dark matter, or where dark energy and 
dark matter are unified, have a similar property even in 
the framework of GR. In this case, a reconstruction of 
the linearized density contrast from observations will 
not match with the density contrast determined directly 
from large-scale structure probes. Therefore, the method 
developed during this project will help address important 
issues concerning the nature of dark energy and gravity. 
The new method is model independent and unbiased.

The project proceeded in three steps:

Development of the reconstruction method for 1. 
cosmological matter perturbations; technical details on 
this can be found in Ref. [1].

Application to simulated data to verify the correct 2. 
implementation of the method and to gauge how well 
the method will work on high-quality data expected 
from future surveys.

 Apply the new methodology to currently available 3. 
data.

Figure 1 shows the results for the reconstruction of the 
growth rate for a modified gravity model. Here, data of 
JDEM quality has been simulated. The black dotted line 
shows the results from the reconstruction based on probes 
that measure the expansion history of the universe (such 
as supernovae), the green dashed line shows results for 
the reconstruction from gravitational clustering (such as 
weak lensing). For a cosmological constant model, both 
lines would have fallen on top of each other. The new 
method developed in this project therefore provides a 
successful new method to distinguish between different 
models for the accelerated expansion of the universe.
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Figure 1. Reconstructed growth rate for a JDEM-like dataset 
using a modified gravity model. The thick black dotted line 
represents the result expected from just the expansion history, 
while the green dashed line represents the result expected from 
gravitational clustering. The discrepancy between the two would 
act as a signal for modified gravity.

Figure 2 shows the reconstructed growth rate for 
currently available supernova data and large-scale 
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structure measurements. Currently, the error bars in 
these measurements are too large to distinguish between 
different explanations for the accelerated expansion and 
the results are consistent with the simplest model, a 
cosmological constant.
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Figure 2. Reconstructed growth rate for a current set of 
supernova data. The red solid lines show the 1 sigma limits 
for reconstructed growth parameter using the integral 
reconstruction method, while the green dashed shaded area 
shows the 1 sigma limits for the parameter using a smoothing 
scheme for the integral reconstruction method. The black dotted 
line shows the growth rate for a cosmological constant model, 
the green dashed line shows the growth rate for a model with 
variable dark energy equation of state. The three vertical blue 
lines show the current measurements of the growth rate from 
current large-scale structure probes.

Impact on National Missions
The project targets one of the top DOE priorities, 
understanding the nature of dark energy. New methods 
to extract information from complex data sets have been 
developed and reconstruction methods. Such methods 
have general applicability to a large variety of different 
data sets.
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Abstract
The Standard Model of elementary particles is 
extremely successful experimentally, but we still do 
not have any experimental confirmation of the Higgs 
boson. Moreover, there are theoretical reasons for 
expecting that the Higgs boson of the Standard Model 
is incomplete; that is, that they are new degrees of 
freedom at the TeV scale that will complete the theory 
of Nature into a more complete and compelling form. 

Background and Research Objectives
A strong theoretical motivation for the Higgs boson 
comes from considering the scattering amplitude of WW 
gauge bosons. In the Standard Model without the Higgs 
boson, this amplitude grows with energy and eventually 
becomes non-perturbative. With the Higgs boson, or its 
supersymmetric incarnations, added to the theory, the 
scattering amplitude does not grow uncontrollably, and 
perturbative unitarity is maintained. There are however, 
competing theories for the Higgs boson, in addition to 
supersymmetry. These are Higgsless models [1,2], or 
models in which the Higgs boson is composite [3].   

This project explored the phenomenological implications 
of these, and other scenarios in which new composite 
degrees of freedom occur at the TeV scale. What are 
some of their phenomenological signatures? What are 
examples of non-supersymmetric, conformal theories? 
For the latter question, the only tool that we have to use 
is the lattice. 

Scientific Approach and Accomplishments
In [3], Kurachi, with LANL scientists Graesser and Kitano, 
construct an effective field theory for supersymmetry 
broken close to the TeV scale under the following 
additional working assumptions: i) the effective theory 
has supersymmetry realized non-linearly; ii) the particles 
of the Standard Model – quarks, leptons and gauge 
bosons – are weakly coupled to the sector that breaks 
supersymmetry; and iii) there might be additional light 

particles that are composites out of the sector that 
breaks supersymmetry. 

They show that by using their formalism it is possible 
to write down operators coupling the Standard Model 
particles (+ superpartners) to the light composites, in a 
manifestly supersymmetric manner. This is a non-trivial 
result since the composites will not appear in complete 
susy representations, in general. 

The authors then discuss two scenarios for the light 
composites: i) the Higgs boson is composite; and ii) 
both the Higgs boson and a spin-2 particle (massive 
“graviton”) are composite. 

They show: i) that only one Higgs boson is needed to 
give mass to both up and down-type quarks; ii) that 
a spin-2 particle can partially unitarize the goldstino-
goldstino scattering channel; and iii) this spin-2 particle 
can be produced at the LHC with a large enough rate to 
make discovery possible. The first result i) is new and 
explicitly disproves the standard lore that two Higgs 
doublets are needed if supersymmetry is realized non-
linearly. In short, the experimental signatures of this 
scenario are novel: the LHC will discover superpartners 
to all the SM particles, except the Higgs boson; the Higgs 
boson is composite, as in [4]; and here the discovery 
of a spin-2 resonance is interpreted as due to strong 
supersymmetric dynamics at the TeV scale, rather than 
the more conventional interpretation of it being the first 
resonance of an extra dimension.

In [5], Kurachi and external collaborators propose a new 
nonperturbative scheme for the running coupling on the 
lattice using Wilson loops. They performed a successful 
test of their proposal against known theoretical 
calculations. In [6], Kurachi and his collaborators present 
a non-perturbative study of the running coupling 
constant in the Twisted Polyakov Loop scheme. They 
investigate how the systematic and statistical errors can 
be controlled via a feasibility study in SU(3) pure Yang-

Strong Dynamics in Physics Beyond the Standard Model
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Mills theory. In addition, they show that their method 
reproduces the perturbative determination of the running 
coupling in the UV. They also present preliminary results 
for Nf =12 flavor QCD, where an IR fixed point may be 
present.

Finally, in [7], Kurachi and collaborators continue their 
phenomenological studies of the three-site model, which 
has been offered as a benchmark for studying the collider 
phenomenology of Higgsless models [1].  In this paper 
they analyze how well the three-site model performs as 
a general exemplar of Higgsless models in describing WL 
WL scattering, and which modifications can make it more 
representative. They demonstrate that WL WL scattering in 
the “ring model” can very closely approximate scattering 
in the continuum models, provided that the hidden local 
symmetry parameter `a’ is chosen to mimic rho-meson 
dominance of pion-pion scattering in QCD. The hadron and 
lepton collider phenomenology of they extended models 
is briefly discussed, with a focus on the complementary 
information to be gained from precision measurements 
of the Z’ line shape and ZWW coupling at a high-energy 
lepton collider.

Impact on National Missions
We support the high energy physics component of the DOE 
Office of Science mission by addressing two of its six long-
term goals:  discover the Higgs’ particle,  and  probe the 
high energy frontier. 
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Abstract
This LDRD was Director’s Funding for Devesh Ranjan, 
a postdoctoral researcher working on the gas shock 
tube project.  Devesh began his postdoc in January 
2008, supported by another project. Director’s funding 
began in December 2008.  Devesh subsequently left 
the Laboratory at the beginning of January 2009 for an 
Assistant Professor position at Texas A&M University.  
Consequently, the project was prematurely terminated 
after less than one month.  

Background and Research Objectives
The purpose of this research was to study the temporal 
dependence of the shock impact timing on Richtmyer-
Meshkov instabilities and mixing.  In this flow, a heavy 
gas curtain is struck by a Mach 1.2 shock wave.  A 
hydrodynamic instability develops, and the curtain grows 
and mixes.  In these experiments, the instability was 
then reshocked with a reflected wave.  By varying the 
reshock timing, we hoped to understand how the mixing 
characteristics of the layer changed.

Scientific Approach and Accomplishments
Preliminary experimental results were presented at 
the APS Division of Fluid Dynamics Meeting in Novem-
ber 2008.  During December 2008, when the postdoc 
charged to the LDRD project, he analyzed the data.  The 
experimental results have not yet been published.

Impact on National Missions
This work is not yet completed, and it will likely 
be completed in the future under programmatic 
deliverables, if possible.  The experimental data directly 
impact code validation and modeling efforts for the 
weapons program.
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Introduction
The project demonstrates that sources of 
electromagnetic radiation, such as radio waves, can be 
made to be superluminal, that is travel faster than the 
speed of light. Although this may sound like science 
fiction, no laws of physics are in fact being broken; the 
source consists of a wave-like disturbance in a special 
antenna made of alumina, and it obeys the principles 
of Relativity and Electromagnetism. Most people will 
be familiar with the idea of a sonic boom, an intense 
burst of sound encountered some distance from a 
high-performance airplane that accelerates through 
the sound barrier. This occurs because the airplane 
overtakes the sound waves that it has emitted, pushing 
them together to make the “boom”. In the same way, 
our superluminal source overtakes its own radio waves 
(which travel at the speed of light), producing an 
“electromagnetic boom”; a region of very tightly-focused 
and powerful radio waves [1-3]. This effect has many 
potential applications, including medicine (focusing 
beams to kill tumors), radar, long-range communications 
(e.g. with distant space probes) and security (e.g. 
disabling stolen cars without harming people in and 
around them). In addition to building three superluminal 
technology demonstrators, the current project looks at 
the very difficult mathematics of the electromagnetic 
boom (e.g. how to predict and control it) [1-3] and ties 
superluminal emission to astronomical phenomena 
[3-5]. We have recently shown that pulsars, neutron 
stars that emit pulses of radiation seen by astronomers 
on Earth, are natural superluminal sources; using our 
mathematical models, we are able to predict all of 
the properties of their radiation [3-5]. The models are 
now being turned to other space phenomena such as 
gamma-ray bursts [6] and Quasars.

Benefit to National Security Missions
This project supports the DOE mission in 
nonproliferation by providing secure, low-power 
surveillance and monitoring technologies. Superluminal 

sources are also relevant to secure communications, 
radar and directed-energy applications. They provide 
insights into the basic principles that govern the 
Universe, supporting Office of Science missions.

Progress
This project covers three major areas: development 
of practical superluminal sources, or technology 
demonstrators; mathematical and numerical modeling 
of superluminal sources and the search for astronomical 
objects that behave like superluminal sources. We shall 
deal with each area in turn.

The detailed electromagnetic modeling, component 
testing and circuit board design of the project’s first 
year have borne fruit, in that two practical superluminal 
sources have been completed, an 8-element proof-
of-principle machine and Technology Demonstrator 
1 (TD1), a full-circle 72-element machine of 125 mm 
radius (Figure 1). In addition, Technology Demonstrator 
2 (TD2), a linear accelerator, has been designed in full 
and the control electronics built. One of the antenna 
elements of TD2 is illustrated in Figure 2; as this report 
is being written (November 2009), these components 
are under construction. It is planned that the machine 
can be assembled at the end of 2009 for testing in early 
2010. 

The 8-element proof-of-principal source was used to 
test all of the control electronics and antenna elements 
of the subsequent larger machines (TD1 and TD2). 
In experiments carried out in the anechoic chamber 
at ISR-6, it was shown that the source speed can be 
controlled very precisely, with speeds as large as six 
times the speed of light in vacuo being reached. The 
proof-of-principle machine was also used to debug 
the software that controls the source speed and 
experimental data acquisition. Experiments entail 
rotating the antenna assembly (Figure 1), moving 
a detector aerial, distinguishing between different 

Construction and Use of Superluminal Emission Technology Demonstrators with 
Applications in Radar, Astrophysics, and Secure Communications
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emitted frequencies from the source and recording the 
emitted power at each frequency; all were successfully 
demonstrated. Finally, the 8-element machine showed 
that the antenna elements are efficient, as predicted 
by electromagnetic modeling in the first year of the 
project. As all of the antenna elements and electronic 
components are built on modular principles, the 
results were immediately extendable to TD1 and TD2. 
Consequently, TD1 is already in use prior to being moved 
to a larger anechoic chamber at Kirtland Air Force Base in 
Fall 2009 for radar demonstrations, fundamental physics 
experiments and simulations of astronomical objects.

Turning to the mathematical and numerical work, it 
should be remembered that the solution of Maxwell’s 
Equations for a source traveling faster than the speed 
of light is nontrivial [1-3]. Multiple retarded times must 
be considered, and there are divergences in the fields 
[1,2]. The modeling of the technology demonstrators 
and astronomical objects such as pulsars [3-6] therefore 
demands a considerable amount of mathematical and 
numerical groundwork; sources that move faster than their 
own waves have been little considered thus far, and the 
field is at an early stage of development. Hence, members 
of the project have been developing the mathematical 
framework necessary to understand superluminal sources, 
and publishing papers and technical reports that are the 
foundations of this new area of electromagnetism; a 
summary of progress and project publications is given in 
[2,3]. In addition to the papers listed under Performance 
Data, one of the students on the project is writing a Master’s 
thesis on her contribution to this mathematical work.

The astronomical part of the project has had some notable 
successes (Figure 3) [3-6]. First, we have demonstrated 
using a statistical model that the emission from pulsars 
that reaches Earth falls off in intensity as 1/distance, rather 
than the familiar inverse square law; this is a fundamental 
property of rotating superluminal sources (Figure 3 (a)) [4]. 
Second, we have shown that a simple superluminal source 
model can explain the emission spectra of nine pulsars 
over 16 orders of magnitude of frequency using essentially 
only one or two adjustable parameters (Figure 3(b) [3,5]. 
Given that previous models struggled to explain very small 
fractions of an individual pulsar’s emission spectrum, 
this is a considerable breakthrough [5]. Finally, two other 
papers (one in preparation, one submitted [6]) compare 
superluminal models with gamma ray bursts. Observations 
of gamma-ray bursts with fast time-resolution equipment 
are being carried out to further strengthen the case for 
superluminal emission mechanisms.

Efforts to develop applications and communicate 
developments to future sponsors in US industry and 

government continue, in full consultation with LANL 
Technology Transfer Division. In this context, part of the 
intellectual property surrounding superluminal sources 
was protected by the filing of a patent.  A US Government 
agency has indicated willingness to support studies of 
secure communications using superluminal sources; 
the exact amount and form of support is under current 
discussion.  A local NM company is interested in licensing 
superluminal technology for medical applications. To 
protect LANL intellectual property should this go ahead, 
the architecture of TD-1 is being copyrighted.

Future Work
Superluminal sources are exceptional in that the radiation 
received from them can contain contributions from more 
than one retarded time. Moreover, when a superluminal 
source accelerates, contributions from an extended period 
of source time can arrive simultaneously at an observer.

The technology demonstrators (TD1-3) explore these 
issues and study communication, radar, astrophysics and 
directed-energy applications of superluminal sources. TD1 
animates a polarization current around a circular dielectric 
and is a 72-element device with a radius of 125 mm 
operating at 2.4 GHz (Figure 1). It modulates the emitted 
signal at the rates required for communication and radar 
applications. Its compactness, also demonstrating the 
scalability of the technology to future industrial sponsors, 
means that experiments are performed in the LANL RF 
anechoic chamber and, shortly, will be carried out in larger 
chambers at AFRL, Kirtland Air Force Base. This is invaluable 
for verifying the numerical models of superluminal emission 
that form an important part of the project.

Figure 1. The 72-element circular superluminal source known 
as Technology Demonstrator 1 (TD1), under commissioning 
tests. The 72-element dielectric antenna can be seen at the 
right-hand end. The electronic boards for controlling and 
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measuring the speed of the source are situated to the left of 
the circular aluminum plate carrying the antenna. The unique 
cylindrical architecture of the device ensures accurate speed 
control and interchangeability of components in the field. The 
device is mounted on a turntable for angular mapping of the 
emitted radiation. TD-1 is being used to prototype radar and 
communications applications of superluminal sources, and as a 
ground-based astronomy experiment (simulated pulsar).

For directed energy applications, a linear acceleration of 
the polarization current is more fruitful, as it will produce 
energy concentration at a point; elsewhere, energy 
concentration will be small, reducing collateral damage. 
TD2 (Figure 2) is therefore a low-power linear accelerator, 
using the same modules as TD1; it is under construction 
and will be used to study energy concentration in the 
anechoic chamber. Later, the feasibility of constructing a 
high-power device (TD3) employing kV electronics will be 
assessed.

Figure 2. Diagram of one of the 32 antenna elements for the 
linear accelerator source Technology Demonstrator 2 (TD-2), 
presently under construction. The supporting frame, made of 
G-10, is shown in blue. The light orange slab at the top is the 
alumina where the polarization current is created. The triangular 
transition that matches the 50 Ohm cylindrical coaxial line 
(below) to linear polarization in the alumina is visible in the 
center of the structure. 

The wave fronts emitted by sources that travel faster 
than light are unlike the radiation generated by any other 
known emission mechanism [1-3,5]. Our results suggest 
that superluminal emission is an important process in the 
observable universe, occurring, for example, in pulsars 
and nuclear explosions [3-6]. In addition to simulating 
communications and radar applications of superluminal 
sources, numerical computations [1,2] continue to model 
the electromagnetic radiation from astrophysical objects 
such as pulsars [3-6]. By comparing these to observational 
data it is becoming possible to deduce the internal 
structure of pulsars [3-5]. This work is continuing and being 
extended to other astronomical objects [6].

Conclusion
The new method for generating radio waves, 
superluminal emission, is an almost completely 
unexplored technological field. It has potential 
applications in secure communication, radar, electronic 
countermeasures, electronic weapons and long-range, 
low-power transmission. To develop these applications, 
three prototype transmitters, each designed to exploit 
a particular property of superluminal emission, are 
being constructed and used at LANL. These compact 
machines serve as technology demonstrators for radar, 
communications and directed-energy, and verify the 
computer models of superluminal emission. They are also 
being used to explore possible spin-off technologies in 
areas such as medical diagnostics and therapy.

(b)

Figure 3. Successful modeling of astronomical observations using 
the superluminal emission model. (a) A Maximum Likelihood 
Model (MLM) fit of intensities and distances of 980 pulsars. The 
intensity and distance data are taken from the Parkes Multibeam 
Survey, a catalog of pulsar observations. The MLM  tests how the 
intensity varies with distance by attempting to fit the data to a 
distance power law (intensity varies as 1/distance to the power 
n). A small relative convergence error for a particular value of n 
shows a good fit of the data. The deep minimum at n = 1 (notice 
the logarithmic scale) shows that the intensity diminishes as 1/
distance, in accord with the superluminal model. A conventional 
source of radiation would obey the inverse square law, i.e. the 
intensity would diminish as 1/distance squared, leading to a 
minimum at n = 2. (b) Fit of the superluminal model (green 
curve) to observations of the Vela pulsar (red points), plotted as 
power versus radiation frequency, where the radiation frequency 
is given in terms of the rotational frequency, 11.2 Hz. There are 
essentially only two adjustable parameters in the model, and yet 
it is able to fit the observations very precisely over 16 orders of 
magnitude of frequency. Similar fits have been carried out for 8 
other pulsars, forming the subject of a paper currently in press.
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Abstract
Conventional imaging relies on determining time delays 
and amplitude changes from one or more sources to one 
or more receivers, and then inverting for the velocity or 
attenuation structure. Normally, just the compressional 
(P) wave is used, but occasionally the shear (S) wave 
is used as well. Remarkably, all of the remaining wave 
energy rattling around the system, known as the 
“coda” in seismology and acoustics, is thrown away in 
conventional imaging, yet the coda contains almost all 
of the wave source and scattering-source information!  
If that information in the waveform could be used, we 
could obtain the complete transfer function between 
the sources and the receivers, as well as characterize 
individual sources.

Our work is focused on applying elastic-wave time 
reversal to imaging real and virtual sources (wave 
scatterers).  The work is revolutionizing imaging itself 
while simultaneously developing the means to learn 
about the characteristics of a complex source like an 
earthquake or a virtual source (scatterer) like a disbond 
in a part. 

We have the means to image “around corners” for 
instance, because we use all of the waveform. The idea 
proposed here has never before been conceived of nor 
attempted.  The approach we have taken is to use the 
concept of the Time Reverse Mirror.  The Time Reverse 
Mirror is a simple and ingenious way to recreate from 
measured signals a virtual source (e.g., a scatterer like 
a pit anomaly) or a real source (e.g., an earthquake).  
The Time Reverse Mirror can be understood as follows: 
imagine filming a pebble dropped into a pond of water. 
Ripples emanate outward from the pebble, a “real” wave 
source.  A rock protruding from the pond, a “virtual” 
source scatters the waves.  Stop the movie some time 
after the scattering took place, and run it backwards to 
the time when waves intersect the reed; then to the 
time when the pebble impacts the surface.  We can 

“reconstruct” each of the two sources by freezing the 
movie at different times.  This analogy describes the 
idea behind the time reversal mirror technique.  Time 
reversal works because the wave equation does not 
depend on whether the wave propagates forward or 
backwards in time.  This is called reciprocity.  We are 
advancing the Time-Reversal Mirror method to develop 
a universal high-resolution image reconstruction 
approach, and integrate it with sophisticated image 
analysis.

Of note is that the method we are developing may be 
the only means to reliably locate recently discovered 
earthquakes known as “non-volcanic tremor”, that have 
produce long, rumbling seismic signals.  The implications 
of locating tremor in regards to earthquake prediction 
may be significant.  Other seismic sources that are 
impossible to locate by other means include Earth 
“hum”, the source of which remains elusive.  Similar 
sources of interest to DOE that are challenging to locate 
include buried structures or tunnels that emanate 
machine noise.  Our work has a direct impact on their 
location.

Background and Research Objectives
The 2004 Indian Ocean earthquake occurred at 07:58:53 
local time on December 26, 2004, generating a tsunami 
that was among the deadliest disasters in modern 
history, killing well over 200,000 people.  At a magnitude 
of 9.0, it was the largest earthquake since the 9.2 
magnitude Good Friday Earthquake off Alaska in 1964, 
and tied for fourth largest since 1900.  The earthquake 
originated in the Indian Ocean off the western coast of 
northern Sumatra, Indonesia. The hypocenter of the 
main earthquake was 160 km west of Sumatra, at a 
depth of 30 km below mean sea level (initially reported 
as 10 km).  This is at the extreme western end of the 
Ring of Fire, an earthquake belt that accounts for 81% 
of the world’s largest earthquakes.  The earthquake was 
unusually large in geographical extent.  An estimated 
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1200 km of faultline slipped about 15 m along the zone 
where the India Plate subducts beneath the Burma Plate.  
The slip did not happen instantaneously but took place in 
at least two phases over several minutes.  Seismographic 
data indicate that the first phase was composed of a 
rupture about 400 km long and 100 km wide, located 30 
km beneath the sea bed.  The rupture proceeded at a 
speed of about 2 km/s, beginning off the coast of Aceh 
and proceeding north-westerly over about 100 s. A pause 
of about another 100 s took place before the rupture 
continued northwards towards the Andaman and Nicobar 
Islands.  The details of this earthquake illustrate important 
aspects in our knowledge (and lack thereof) regarding 
how earthquakes work.  Although much is known, the 
particulars of how the fault slipped, including the true 
rupture length and the details of the successive slip 
comprising the earthquake, are still being studied. 

This earthquake illustrates the research objectives of our 
work, to revolutionize imaging and characterization of 
(1) real seismic or ultrasonic sources (the pebble striking 
the pond) and (2) virtual sources (the reed in the pond). 
For example, isolating defects such as delaminations or 
small cracks in weapons or industrial components is often 
very difficult.  Computed Tomography (CT) has limited 
resolution for objects of interest to Los Alamos due to 
low X-ray transparency.  Acoustic methods are useful in 
thin plates, but are nearly useless when geometries are 
complex. The methods we have developed images virtual 
sources such as interfaces, cracks, delaminations and 
voids in materials and has had a major impact on defect 
identification and increasing the limits of imaging spatial 
resolution by at least another order of magnitude.

Scientific Approach and Accomplishments
The basic concept behind the TRM is that the wave 
equation is symmetric with respect to time as the pond-
ripple analogy described in the Summary illustrates.  
This means the wave equation may be run forward (the 
ripples run forward in time) or backward in time (reverse 
the movie and the ripples run backwards); the physics 
is the same.  Suppose a source of acoustic energy is 
excited at some time and location, and the resulting wave 
field is captured and recorded on some closed surface 
surrounding the source (Figure 1).  If the recorded wave 
field is reversed in time and emitted from the surface back 
into the medium then the wave equation guarantees that 
the acoustic energy will propagate back to and collapse at 
the original source point.

In fully elastic imaging problems with multiple sources, 
the complexity of mode conversion of waves adds 
enormous difficulty.  Therefore it has been necessary to 

address a sequence of problems of increasing complexity, 
each building on the previous.  The first problem was (a) 
imaging and characterizing a real source (the pebble).  
The next order of complexity was to (b) add a virtual 
source (the reed) and solve the combined problem.  The 
next order of complexity was to (c) image multiple virtual 
sources in heterogeneous acoustic media (P-waves only). 
The last was (d) imaging and characterizing multiple virtual 
sources in fully elastic media (P- and S-waves).

Figure 1. A two-dimensional, elastic model (P- and S-waves [see 
text]) of TRM imaging exhibiting the necessary steps to image 
a sound (real) source.  In (a), a computer model of a layered 
structure is shown; each layer has a different velocity. A sound 
source, indicated by the dot, is surrounded by 32 detectors 
indicated by the triangles. A wave is propagated in the model 
from the source to the receivers as shown in the snapshot in 
(b), like the waves emanating from the pebble in the pond. 
The detected sound-signals are time-reversed at the wave 
positions shown in (b)—they are literally reversed about the time 
axis— and sent backwards. (c-e) show snapshots of the waves, 
simulating the backward, time reversed propagation of the 
wave to the original source location (like the ripples described 
above, running backwards in a movie). In (e) we see the focus 
of the back-propagated field to the source location. The focused 
signal contains all of the source characteristics. The figure 
shows how time reversal works and the ingredients required to 
locate a sound source:  a model to propagate waves, a known 
velocity “structure” (in reality obtained from standard acoustical 
imaging) and time reversal.  All that is missing are the lab or 
earth wave data.

The specific applications we chose were leveraged for 
additional scientific results at each step. They were, 
(a) determining the spatial-temporal characteristics 
of a single, real earthquake source; (b) characterizing 
earthquake depth with a single, virtual source (surface 
reflection); and (c) 3-D, high-resolution imaging of defects 
in fully elastic, multiple virtual sources in inhomogeneous 
and geometrically complicated weapons and industrial 
components. Solving each problem has been significant 
in itself, leading to high-visibility publications and high 
programmatic and societal impact.

Our accomplishments have been many, and there have 
been a number of spin-off projects as a result of this work.  
Demonstration of our accomplishments is supported by 
the large number of papers published (see our publication 
list) and the new projects created.  The following lists our 
major accomplishments.  We note that all results listed 
are new and no other research group has attained such 
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accomplishments.

Earth
We made a careful study of what wave phases may be • 
most important in locating a large earthquake applying 
seismometers located all over the globe.  We find the 
surface waves are dominant in locating and probing 
earthquakes at this scale.  A paper is in progress 
describing this result.

We conducted a study of artifacts created in the • 
earth time reversal problem.  The paper noted above 
describes these important results.

We conducted regional seismic studies using • 
seismometers located near the earthquake.  We 
studied the 2004 Parkfield California earthquake for 
this purpose.  We found that the earthquake could 
be easily located and the source mechanism could be 
accurately extracted. 

We realized half way into the project that nonclassical • 
earthquake sources could be located.  These include 
a rumbling of the earth, know as tremor, as well as 
other similar sources such as earth hum. A first paper 
describing progress is in currently in press.  These 
sources are impossible to locate using standard seismic 
techniques.  In addition, there and many problems of 
interest to DOE that are similar.  These include locating 
of underground structures that emanate cultural noise, 
tunnels and other buried structures.  A follow-on 
proposal to continue this work was recently funded by 
Institutional Support.

Spin off applications to characterize and image oil • 
reservoirs have been in progress for more than a year.  
The work is being jointly conducted, and funded, by a 
major oil company.  One patent is in progress resulting 
from this work and another will follow.

In collaboration with MIT we are developing a method • 
to determine the depth of seismic events.  This is the 
single most important and most difficult problem 
in discerning an explosion from an earthquake 
(earthquakes are deep;  explosions are near the Earth’s 
surface.).  This work is now been funded by NN-20.

Laboratory
We demonstrated that mode conversion of different • 
types of waves had no detrimental influence on the 
time reversal process.  This was one of our original 
questions.

We combined time reversal and material elastic • 
nonlinearity (nonlinearity is extremely sensitive to 

damage) in order to image surficial cracks and other 
damage in a variety of specimens.  This work has led to 
a number of publications as well as spin off work into 
the weapons program at LANL.

We extended the method to image hidden (buried) • 
cracks in objects. This work is currently under review in 
a journal.  This was a major goal of our work.

We combined laboratory time reversal experiments • 
with modeling in order to image solids.

We extended the laboratory plus modeling imaging • 
to discern the difference between cracks and other 
features such as voids, by combing time reversal 
imaging with nonlinearity.  A number of publications 
resulted from this work and the general technique will 
be used in the weapons program at LANL.

We began to develop methods of importance to • 
Rendersafe, and that work continues under funds from 
NN-20.

We worked on discerning multiple acoustic sources • 
that were  more-or-less close to each other, in 
support of the earthquake problem  Earthquakes 
are comprised of complex slip events in succession 
that each produce seismic waves.  We succeeded in 
determining resolution limits based on laboratory 
studies.  This work has been published.

We worked on developing innovative new methods • 
by which to image sources that are based on wave 
characteristics such as wave direction.  These are a 
major advance in location of sources of the original 
wave and wave scattering sources.  This work is in 
press.

We developed a three component time-reversal-• 
based imaging apparatus known as the Displacement 
Vector Microscope, which is a fabulous research tool 
for understanding the interaction the dynamics of 
waves with cracks.  It will have important impact in 
understanding the interaction of seismic waves with 
faults for instance, as well as be a probe of the basic 
physics of cracks—their frictional aspects in particular.

A non-contact time reversal source has been • 
developed that is currently being patented.  No 
effective non-contact sources currently exist although 
there is much need.

Moreover, we have become the recognized leaders in 
studies and applications of time reversal in the Earth and 
in solids in laboratory studies, and the combination of 
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nonlinearity with time reversal.  We have developed and 
currently sustain collaborations with many institutes in the 
US and Europe.  These collaborations have helped speed 
progress considerable.  We have sponsored yearly scientific 
meetings on this topic as well.

Impact on National Missions
Our work has had broad impact on missions.  These 
include basic science where we have made tremendous 
progress in defining and advancing this domain of research 
and development.  In addition, we have had significant 
spin off work into a number of areas:  oil and gas reservoir 
imaging; new diagnostics and imaging of weapons 
components; and Ground Based Nuclear Explosion 
Monitoring in regards to determining a seismic source 
depth.  
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Introduction
The terahertz regime of the electromagnetic spectrum is 
situated between traditional high-frequency microwave 
and extremely far-infrared light. Both producing and 
detecting terahertz waves has been both difficult and 
the focus of significant efforts world-wide. Because of 
the very specific absorption and transmission properties 
of terahertz radiation, there are potentially many high-
impact applications including medical imaging, secure or 
covert communication, and cloaking.

High-power sub-millimeter and terahertz-frequency 
sources have remained an elusive target of physicists 
and engineers over the past many years.  While lasers 
and microwave circuitry have conquered higher and 
lower frequencies, this missing band has a vast range 
of scientific, commercial, and military applications.  A 
group at LANL has shown that a particular instability in a 
particle beam, a phenomenon well-known and strongly 
avoided by most accelerator laboratories, can actually 
be harnessed, controlled, and utilized to produce high-
power terahertz radiation.  Simulations predict that this 
experiment could break open the barrier to this band of 
frequencies, opening the door to future applications.

Benefit to National Security Missions
This project has the potential to impact a broad range 
of missions including threat reduction (e.g. imaging and 
communication technologies), supporting the INTEL 
communicty (secure or covert communication, covert 
imaging, etc.), to improving human health (DOE/SC, NIH) 
through enabling new medical imaging technologies.

Progress
We are excited to report the latest simulation and 
experimental developments of our LDRD-funded 
research.  The first phases of our research has been 
completed and not only are we striving to complete our 
last phase, but simulations of the physics have yielded 
new and unexpected facets of the project.

This project has centered around simulating and 
constructing a sub-millimeter radiative device that 
utilizes a well-known phenomenon called the two-
stream instability.  This technique allows us to develop 
a simple, robust source of sub-millimeter radiation, 
through the terahertz range, while dispensing with 
complicated metallic structures and difficult tolerances.

The following is a list of our achievements so far:

Simulations have yielded a wealth of information 1. 
about the gain of the device.  Before getting funding, 
we had a simplistic, one-dimensional model of the 
effect.  With two-dimension and three-dimension 
simulations, we can see that the gain of the device 
does not degrade significantly.  In fact, within certain 
specific parameter spaces, the perceived gain is 
actually higher in the simulations than what the 
simplistic model predicts.  This result is very exciting, 
as it shows that a realistic device may actually 
perform better than our first predictions.

Of course, the simulations have proven that a 2. 
number of parameters have certain effects on the 
growth of the radiative modes.  Without these 
crucial tests, it would have proved improbable that 
the experimental device would perform as expected.  
Additionally, other effects, such as how the beam 
propagates through a beampipe, determines which 
mode (which frequency) has the highest gain.  Again, 
these results have directly influenced the specifics of 
the experiment.

Other results show that the bandwidth of the 3. 
device is exceedingly large.  This is great news 
for development of wideband communications 
and feedback-driven oscillators.  It implies that by 
seeding the beam at the “frequency of interest,” we 
can amplify that frequency without having to tailor 
the beam parameters.

Terahertz Generation Harnessing the Two-Stream Instability
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The experiment has been partially constructed; all of 4. 
the hardware is in place.  Due to the simulation results, 
we refined the demonstration to a significantly smaller 
space than originally planned (one optical table, 
including all power supplies, vacuum equipment, etc).

Initial results were marginal, but after using the 5. 
experimental data to influence the simulations, we 
realized we had made some faulty assumptions 
in construction of the device.  We are currently 
redesigning the experiment, and we feel confident 
that, once under operation again, we will generate 
results that concur with that of the simulations.  Of 
course, publishing the results and trying to push 
toward a more deployable-like design will be our final 
goals of this project.

The last difficulty to overcome is how to turn a “beam 6. 
mode” into a “radiative mode:” essentially converting 
the energy into a beam that can be harnessed for 
applications.  From a small gathering of prominent 
physicists, two of them are writing a code to simulate 
Coherent Synchotron Radiation (CSR).  This deleterious 
effect has been a thorn in many accelerator research 
projects world-wide.  This simulation code is crucial 
to the success of our LDRD research, but it will 
be applicable (and publishable) for general CSR 
development as well.

The above achievements are all based on the 7. 
simulations that have been occurring over the past two 
years (especially the lasts six months, after we learned 
the dimensions that function the best).  As testimony 
to this research, we have:

a Ph.D. thesis that is currently being written,• 

several peer-review articles being written or     • 
 submitted,

numerous presentations at conferences in the past  • 
 two years,

a software code being developed for general CSR  • 
 calculations.

We are grateful for the opportunity that the LDRD program 
has provided to work on this exciting and significant 
physics research.

Future Work
We plan to model/test a new concept to generate high-
power sub-millimeter and terahertz-frequency radiation.  
Such a source has been a challenging goal in recent history, 
while the applications of such a device continue to grow.  

This device will use the Two-Stream Instability, a well-
known phenomenon that can easily occur in accelerator-
physics laboratories around the world.  Previously avoided 
in accelerator-based experiments, we have successfully 
simulated the instability and shown that it can be utilized 
to generate and amplify sub-millimeter and terahertz-
frequency radiation in a reliable and efficient manner.

It is important to note that such research can be 
immediately utilized in a variety of scientific, commercial, 
and military applications.  In particular, Threat Reduction 
has desired efficient, adaptable devices in this frequency 
range for remote sensing, communications, and imaging 
applications.  Terahertz radiation is seen as a vital tool: it 
combines the penetrating power of microwaves with the 
high resolution of IR and visible imaging.  We look forward 
to developing such a device for such applications.

Our project can be split into three main tasks:

1) Dvelopment of the concept at approximately 100 GHz.

2) Nonlinear analysis and numerical simulations of the 
interaction at higher frequencies, to 1 THz.

3) Construction of a prototype at these high frequencies.

We foresee the first two goals occurring somewhat 
simultaneously, as each will foster progress in the other.  
By the end of the experiment, we predict that we will have 
a working prototype of a sub-millimeter source utilizing a 
new physics technique and directly applicable to a variety 
of applications.

Conclusion
This project focuses on modeling and constructing a sub-
millimeter radiative source using a well-known physics 
phenomenon.  This compact device, loosely similar to 
a laser, is predicted to produce a beam of this radiation 
which is applicable to numerous scientific, commercial, 
and security-based military applications.  For example, this 
frequency range can be used for extremely high-bandwidth 
communications or image the contents of shipping 
containers arriving daily at American ports.  It is capable 
of detecting specific environmental hazards.  Like lasers 
today, terahertz sources would be ubiquitous in countless 
future applications once these sources exist.



Exploratory Research
Continuing Project

Technology

907

Introduction
Fission chambers are ionization chambers containing 
one or more foils thinly coated with uranium. They are 
commonly used to measure neutron flux for nuclear 
physics experiments, such as those performed at the 
Los Alamos Neutron Science Center (LANSCE). These 
detectors are easy to operate, are not damaged by 
radiation, and have an acceptable efficiency for many 
beam-line applications. The fission chamber detector 
works by first capturing op the neutron by the U atom.  
Neutron capture is a kind of nuclear reaction in which 
an atomic nucleus collides with one or more neutrons 
and they merge to form a heavier nucleus. Many times, 
the heavier nucleus will be unstable and fission into two 
nuclei, called daughter products. The daughter products 
escape the foil and ultimately deposit their energy into 
the surrounding gas. This process involves ionizing the 
gas atoms to produce a cascade of electrons, which are 
collected as an electrical current. The magnitude of the 
current is proportional to the energy deposited in the 
gas, directly analogous to a Geiger counter. However, 
these detectors typically have rise times of several 
hundred nanoseconds, making them prone to pulse pile-
up. In addition, in order to allow the fission fragments 
to escape the foils, their uranium coatings must be 
very thin, resulting in low neutron detection efficiency. 
Thus long measurement times are needed in low-flux 
environments. Fission chambers are also bulky, fragile, 
pose a contamination hazard if punctured, and require 
frequent maintenance.

We propose to address these issues by developing 
a nanocomposite fission detector, consisting of 
nanoparticles of fissionable material dispersed in a 
scintillating matrix. This will produce a detector that can 
be loaded with up to two orders of magnitude more 
uranium and has a pulse rise time that is two orders of 
magnitude faster. In addition, the use of a plastic matrix 
would make the detector far more robust than current 
fission chambers.

Our team includes members of C, LANSCE, MPA, 
MST, and N divisions and brings to the project several 
years’ experience in fabricating and characterizing 
nanoparticles. We have successfully fabricated CeF3 
nanoparticles, suspended them in liquid matrices, and 
extensively characterized their structural, optical, and 
radiation detection properties, including comparing their 
performance in the beam at LANSE with commonly used 
detector modules.

Benefit to National Security Missions
The main goal of this project is to improve upon some 
of the neutron detection capabilities at LANSCE. 
Maintaining expertise and growing knowledge in 
neutron nuclear science and neutron technology 
is a central activity for LANSCE. Using protons and 
neutrons, LANSCE provides the NNSA with an efficient, 
cost effective, and timely means to meet its Stockpile 
Stewardship mission. Projects that could benefit from 
enhanced neutron detection capability also address 
the growing concern of nuclear proliferation, nuclear 
forensics and the development of a new class of safer, 
cleaner, and more proliferation-resistant fuels—fuels 
the nation needs to provide energy security and 
independence, protect the environment, and impede 
nuclear terrorism.

Progress
We began by synthesizing fissionable molecules, rather 
than nanoparticles, as a first proof of principle. The first 
molecule synthesized was UO2(NO3)2(TBP)2, using 238U. 
Depleted uranium (DU) was selected, despite having a 
lower fission cross-section than 235U or 236U, because it 
was more readily available and calculations indicated 
that sufficient loading could be achieved to compensate 
for the smaller cross-section. The molecule was mixed 
with a liquid scintillator made from toluene and two 
wavelength-shifting dyes, 2,5diphenyloxazole (PPO) 
and  p-phenylenbis(5-phenyl-2-oxazol) (POPOP). Typical 
loadings of the fissionable molecules were between 1-5 

Nano-Fission-Material based Neutron Detectors

Ernst I. Esch
20080221ER



908

weight percent.

The optical and radiation properties of the solutions were 
thoroughly characterized and difference between the 
radioluminescence (RL) of the depleted uranium/liquid 
scintillator solution and that of liquid scintillator alone 
were observed. Liquid scintillator consists of toluene with 
a primary wavelength shifter and a secondary wavelength 
shifter. The primary shifters absorption band overlaps 
the toluene emission band and the secondary shifters 
absorption band overlaps the primary shifters emission 
band. The peak RL emission of the 238U (DU) solution 
occurs at a slightly higher wavelength than the RL of the 
unloaded liquid scintillator, and has several additional 
peaks. This most likely results from luminescence by the 
UO2

2+, whose absorption band overlaps the emission 
band of PPO, the primary wavelength shifter used in the 
liquid scintillator [1]. Unfortunately, the RL of the DU 
solution is also much less intense, indicating quenching 
of the liquid scintillator by the DU complex. The weak 
luminescence of the DU solution, as well as the solution’s 
yellow color, which absorbs some of the blue scintillation 
light, resulted in pulse height spectra, using 60Co and 137Cs 
sources that were indistinguishable from background. 
Although originally it had been hoped that the uranium 
luminescence would allow us to eliminate the need for 
wavelength-shifting dyes, the RL and gamma response 
indicated that the liquid scintillator would need to be 
reformulated to avoid energy transfer to the uranium 
molecules.

We explored this possibility by replacing POPOP, the 
secondary wavelength shifter, with 3-hydroxyflavone (3HF). 
This would shift the emission from about 420 nm to about 
530 nm, which should reduce the energy transfer between 
the UO2

2+ and the secondary shifter. However, this has no 
effect on the energy transfer due to the overlap of the 
primary shifter emission with the UO2

2+ absorption. The RL 
of the DU-loaded liquid scintillator consisting of toluene 
and PPO was much more intense than the RL of the same 
solution with the addition of 3HF, indicating that the 
energy transfer predominately takes place between the 
primary shifter and the UO2

2+. This was further confirmed 
by the observation of 3HF luminescence, though the total 
number of counts was much smaller, indicating that the 
energy transfer process is inefficient. 

Based on these results, we decided to switch to a 
molecular form of thorium, Th(NO3)2(TBP)2, which has a 
lower fission cross-section and threshold neutron energy 
but is colorless and does not luminesce in the uv-vis region. 
As shown in Figure 1, the addition of 232Th to the liquid 
scintillator increases the RL intensity slightly, likely due 
to the higher effective Z increasing the x-ray absorption. 

More importantly, this does not shift the wavelength of 
the emission, indicating there is no quenching of the liquid 
scintillator by the thorium compound. This result indicated 
that the solution’s response to neutron irradiation was 
worthy of investigation at LANSCE.
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Figure 1. Radioluminescence of liquid scintillator with and 
without thorium compound.

A 100 mL liquid scintillator solution loaded with thorium 
was prepared and placed in the neutron beam at LANSCE. 
A region of the resulting pulse height distribution is shown 
in Figure 2. The peak visible near -0.3 V is the result of 
fission events. Subsequent analysis of the pulse-area 
distribution illustrates the potential to identify different 
events in the detector based on the area of the resulting 
pulses.
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Figure 2. Pulse height distribution from Thorium-loaded liquid 
scintillator. 

Future Work 
Future research focuses on the synthesis of fissionable 
nanoparticles. As shown in Figure 3, 232Th has a neutron 
energy threshold for fission, so a thorium-based detector 
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will be unable to detect neutrons with energies less than 
a few keV. Using nanoparticles of 235U, 238U, or 237Np may 
enable us to minimize the coloring and luminescence 
effects that made the uranium molecular solutions 
unsuitable. The first stage of this research involves the 
synthesis of 232Th nanoparticles, to determine how the 
response of a nanocomposite scintillator differs from that 
of a molecular scintillator.

Figure 3. Total fission cross-sections of isotopes of interest for 
nano-fission detectors.

It was determined that synthesizing the nanoparticles 
originally proposed for Year 1 (209Bi, 197Au, and 181Ta) would 
not produce useful information on synthesizing actinide 
nanoparticles, the eventual goal of this project.  Loading a 
fully-optimized liquid scintillator with fissionable molecular 
material instead fulfilled the proof-of-principle goal.  We 
are still on track to produce actinide nanoparticles during 
the period of this project, and have recently added an 
actinide chemist to our team to head this effort.  

Conclusion
We have optimized the liquid scintillator and measured 
its optical and gamma-ray detection properties, both with 
and without the addition of fissionable material.  We have 
manufactured four detector elements suitable for fission 
flux monitors, with volumes of 100, 200, and 350 mL.  
We have loaded these detector modules with a solution 
of liquid scintillator and thorium and characterized their 
responses in the LANSCE beamline, partially fulfilling a 
Year 3 milestone and providing us with data acquisition 
and experiment setup experience that will allow us to 
streamline additional beamline tests. We have reached 
most of the milestones listed in our proposal for Year 1 and 
Year 2, and are on track for Year 3.
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Introduction
Compact particle accelerators are important and 
enabling technologies for a variety of applications from 
medical therapy to imaging to active interrogation. Our 
project aims to develop novel compact and efficient 
accelerator structures for low-energy charged particles. 
The H-mode resonator cavities are about ten times more 
efficient at the beam velocities around a few percent of 
the speed of light compared to the usual drift-tube linear 
accelerator (DTL). The H-mode accelerators also have 
transverse dimensions a few times smaller than those 
of the DTLs.  However, keeping the beam transverse size 
small to avoid losses is inherently difficult in H-cavities 
compared to the DTL where the beam focusing is 
achieved with electromagnetic quadrupole magnets 
placed inside its large drift tubes. We suggested inserting 
permanent-magnet quadrupoles (PMQs) inside the 
H-cavity small drift tubes to solve the focusing problem 
without any reduction of the accelerating efficiency [1]. 
The high efficiency of the H-PMQ accelerator gives a new 
option of using small inexpensive radio-frequency (RF) 
generators as its power source instead of usual large 
and expensive RF klystrons. The high-efficiency H-mode 
accelerator structures with PMQ beam focusing for low-
energy light ions have multiple applications, either in 
stand-alone accelerators or as a part of the front end in 
ion linear accelerators.

Designing such an accelerator for considerable ion-beam 
currents requires a careful balance of beam-physics and 
engineering considerations. We plan to achieve this 
balance by combining electromagnetic 3-D modeling 
with beam dynamics simulations and engineering 
thermal-stress analysis.

Benefit to National Security Missions
This project will support the DOE missions of Treat 
Reduction, Non-Proliferation, Homeland Security, and 
the Office of Science research missions, by providing 
high-efficiency accelerators of light ions. For example, a 

compact 4-MeV deuteron accelerator can drive a mobile 
intense neutron and gamma source for interrogation of 
special nuclear materials.

Progress
Significant progress has been made in developing room-
temperature H-mode accelerator structures with PMQ 
beam focusing for low-energy ions. The focus for the 
FY09 was to design a complete inter-digital H-mode (IH) 
tank using combined electromagnetic (EM) and beam-
dynamics (BD) modeling, and engineering thermal-stress 
analysis (EA). Our previous efforts focused on analyzing 
just one or a few periods of the H-mode structures 
[1-5]. An IH tank includes many periods and two end 
cells where the magnetic flux turns to make a loop; the 
end-cell design is complicated but very important since 
it influences the field profile in the tank. We chose to 
design a short IH tank, 2-3 feet long, since it is easier 
to manufacture here at LANL. On the other hand, its 
design incorporates all details of the full-length IH tank. 
The aluminum model of such a tank will serve as a cold 
model that we will test at low RF power in FY10. 

We designed two different short IH tanks. The first IH 
tank (IH1) [6] can be the first stage, after a short radio-
frequency-quadrupole (RFQ) accelerator, in a 1-4 MeV 
IH-PMQ 201.25-MHz deuteron accelerator with 50-mA 
beam current, for interrogation of SNM in cargo. The 
tank includes 20 drift tubes (DT) containing PMQs and 
covers the beam velocity range from 3.3 to 5 percent 
of the speed of light, corresponding to the deuteron 
beam energies from 1 to 2.25 MeV, with the accelerating 
gradient of 2.5 MV/m. Its total length is 63 cm; the cavity 
inner radius is 11.5 cm. For the nominal duty factor of 
10%, the power dissipated in the tank walls is 1.34 kW, 
which is significantly smaller than the power put into 
the beam, 6.25 kW. Beam-dynamics simulations for 
IH1 in an axisymmetric approximation with the Parmila 
code showed that the 50-mA beam fills a significant 
part of the aperture that can lead to particle losses. 

Efficient Structures for Low-Energy Acceleration of Light Ions
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Based on these results, we increased the beam-injection 
energy from 1 to 1.5 MeV, where the space-charge forces 
are lower and beam size is smaller. Using the developed 
iterative procedure, the second short IH tank (IH1L) was 
designed much faster, in a few days. It covers the beam 
velocity range from 4 to 5.5 percent of the speed of light 
(deuteron beam energies from 1.5 to 2.8 MeV), with 2.5 
MV/m gradient. The tank IH1L is longer, with the total 
length of 73.5 cm; the cavity inner radius is 11.9 cm, 
Figure 1. At the nominal duty factor of 10%, the power 
dissipated in the tank walls is 1.91 kW, while the power 
put into the beam is 6.5 kW. The RF power input for such 
power values can be provided with a simple loop on the 
tank wall.

Figure 1. MWS model of a short IH-tank (73.5 cm) with gradually 
increasing cell lengths. The drift tubes are supported by stems 
attached alternatively to two vanes. The outer cavity wall is 
removed to show the end-cell design.

EM and BD iterations have been performed to adjust the 
electric field profile along the tank to be consistent with 
the PMQ focusing for a 50-mA deuteron beam. We have 
developed a simple algorithm similar to that in the Parmila 
linac design code that allows performing quick design 
iterations based on the on-axis electric field computed by 
our 3-D electromagnetic (EM) code, MicroWave Studio 
(MWS). For multi-particle BD simulations we made 
modifications of the Parmila simulation code and used 
the input from the MWS. In the IH1 tank the electric field 
profile was tuned to be flat [6]. For the tank IH1L we made 
the electric field gradually increasing along the tank at the 
same rate as the cell length increases, so that the average 
accelerating gradient per cell is constant. We also adjusted 
the locations of the accelerating gaps to correspond to 
the required RF-phase ramp along the structure. All these 
modifications lead to a better beam dynamics. The results 
of the Parmila multi-particle simulation prove that the tank 
can accelerate a 50-mA deuteron beam with the realistic 
emittance without losses using only two families of the 
PMQs.

Following our research plan, we have developed an 
interface for transferring data between the 3-D EM code, 
MWS, and engineering codes, COSMOS and ANSYS. We 
performed iterative EM-engineering analysis of the IH tank 
and demonstrated the effectiveness of its water cooling 
with cooling channels located only in the vanes supporting 
the structure drift tubes [4-6]. The temperatures of PMQ 
in the tank DTs, as well as the structure stress, remain 
well within the acceptable range. For the IH1 tank 
with water cooling in vanes, the highest temperature 
was below 35° C for 10% duty operation [6], Figure 2. 
This confirms feasibility of room-temperature H-PMQ 
accelerator concept since in effective H-mode structures 
there can be no cooling channels inside DTs while the PMQ 
temperatures must be kept below 150-200° C. 

Figure 2. Temperature distribution in the IH tank with two cooling 
channels in the vanes and two simple cooling loops in the end 
walls at the nominal 10% duty.

We explored the frequency and field sensitivity of the 
working mode in the IH tank to tank dimension variations 
using 3-D EM MWS modeling. A simple scheme with slug 
tuners for frequency and field-tilt tuning of the tank was 
developed; it will be implemented in the cold model. The 
cold-model design was finalized, and the drawings were 
completed in Sep. 2009. 

We made a good progress in developing a procedure for 
transferring 3-D EM fields in H-mode structures computed 
by the MicroWave Studio to the multi-particle tracking 
codes, like Parmela and TRACK. This procedure now allows 
us to perform detailed multi-particle beam-dynamics 
simulations using realistic fields from 3-D EM analysis, both 
RF fields from MWS and the magnetic fields of 16-segment 
PMQs computed by the CST Electromagnetic (EM) Studio. 
We have just completed a first full 3-D multi-particle 
analysis of the IH1L tank with the Parmela code, and the 
results indicate no particle losses at the level of 5·10-5, 
Figure 3. Such simulations will help explore the structure 
sensitivity to manufacturing errors and establish the 
manufacturing tolerances for the accelerator. 



912

Figure 3. Results of Parmela multi-particle beam dynamics 
simulation of the IH-PMQ structure in Fig. 1 with 50-mA deuteron 
beam: top - matched input beam at 1.5 MeV; bottom - output 
beam at 2.8 MeV. Computed 3D RF and magnetic (PMQ) fields 
were employed in simulation.

Our project to date resulted in three invited talks, five 
conference publications, and four technical notes. There is 
a significant interest to the IH-PMQ accelerator technology 
from industry and medical-accelerator projects. We had 
discussions on possible CRADA agreements with two 
industrial companies. In particular, AccSys Technology Inc 
(Pleasanton, CA) is interested in acquiring our H-mode 
linac technology for medical applications. The company 
included funds for a CRADA with us in their budget for 
CY09; unfortunately, the final decision to proceed with 
the CRADA was postponed due to their uncertain financial 
situation.

Future Work
We are developing novel room-temperature accelerator 
structures for low-energy protons or deuterons by 
combining H-mode resonator cavities and a strong 
transverse beam focusing using permanent-magnet 
quadrupoles (PMQ). Achieving a balance of the structure 
efficiency, beam quality, and thermal management 

requires multiple iterations of electromagnetic modeling 
(EM), beam dynamics (BD), and engineering thermal-stress 
analysis (EA). We have developed the efficient interface 
between the available EM, BD, and EA codes for this 
process. 

The project milestones for the FY10 are: 

IH-tank cold model manufactured and tested.• 

Full 3-D multi-particle analysis of the beam • 
propagation through the IH tank completed.

Conclusion
We expect that our research will produce the following 
results:

Conceptual design of novel high-efficiency room-1. 
temperature accelerating structures for light ions 
in the low-beam-velocity range, based on H-mode 
cavities with a strong transverse beam focusing by 
permanent-magnet quadrupoles, which can be used in 
multiple applications;

Effective interface between the codes for a combined 2. 
Electromagnetic-Beam-dynamics-Engineering analysis 
that will also be useful for various accelerator projects 
at LANL or other labs;

Cold model (full-size aluminum model tested at low RF 3. 
power) of H-mode accelerating structure that confirms 
the design and fabrication concept.

Among many possible applications of room-temperature 
H-mode structures, two deserve our special attention. 
One is a compact 4-MeV deuteron accelerator for 
homeland defense (an intense neutron and gamma source 
for interrogation of special nuclear materials). Another 
application could be a cost-effective replacement of the 
aging DTL in the LANSCE linear accelerator.
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Introduction
Terahertz and millimiter-wave devices are proving 
to have many important applications from sensing 
and imaging to communication. Among the greatest 
impediments to exploiting this regime of the 
electromagnetic spectrum are the difficulties in building 
sources with sufficient power and sensors with the 
necessary sensitivity suitable for practical applications.

In this project, we have designed and are constructing 
a novel passive mm-wave spectrometer based on 
a Photonic Band Gap (PBG) channel-drop filter 
(CDF). There is a need for a compact wide-band 
versatile and configurable mm-wave spectrometer 
for applications in mm-wave communications, radio 
astronomy, and radar receivers for remote sensing 
and nonproliferation. We have designed different CDF 
spectrometers working in the frequency range from 
90 to 300 GHz. The spectrometer operating at 250 
GHz can be employed in remote sensing missions for 
detection of methyl chloride. The primary objective of 
the research is to develop a fabrication technique for 
PBG CDF spectrometers at mm-waves, and test proof-of-
principle spectrometers. We consider the Micro-Electro-
Mechanical Systems (MEMS) technology for fabrication, 
which involves dry-etching the PBG structure on a 6-inch 
silicon wafer and then bonding it in between the metallic 
plates. Fabrication of a mm-wave PBG CDF is at the 
cutting-edge of MEMS technology, in particular, it pushes 
the limits of the dry-etching process. However, MEMS 
is the very high potential technology for fabrication of 
the devices at mm-waves to fill the so-called “terrahertz 
gap,” where the conventional fabrication techniques are 
not applicable.  Therefore, exploring and advancing the 
limits of MEMS technology is of the great importance. 
Creation of a novel ultra-compact, wide-band, 
configurable, and easy to operate under all weather 
conditions mm-wave spectrometer would enable 
Laboratory missions in both national security and basic 
research and directly addresses the laboratory grand 

challenge “Detection of nuclear materials (Ubiquitous 
sensing).”

Benefit to National Security Missions
This project, through the development of a new mm-
wave spectrometer, will impact a broad range of 
technical problems including imaging, sensing, and 
communication. These technical areas are crucial for 
supporting threat reduction, nuclear material detection, 
and other missions important to DOE (NN), DHS (DNDO), 
DOD(DARPA) and other government agencies.

Progress
The project has made significant progress up to date. 
Several configurations of the Photonic Band Gap 
(PBG) Channel-Drop Filters (CDFs) were designed and 
experimentally evaluated.

In the first year, we have studied fabrication of a 98 GHz 
version of the PBG CDF with a MEMS process. The MEMS 
fabrication process for the channel-drop filter consists 
of four stages. First stage is fabrication of the high-
resistivity (resistivity of 100 Ohm*cm) silicon wafers. 
Second stage is the creation of the thermal oxide mask 
on top of the wafer. Third stage is the dry-etching of the 
wafers to create the PBG structures. And the final stage 
is the gold-plating of the PBG structure and bonding 
with the metallic plates. The first two fabrication 
stages were very successful. The dry-etching process, 
however, was found to push the limits of the existing 
technologies. Fabrication of the proof-of-principle 
filter at the frequency of 98 GHz required etching PBG 
rods, which are 1000 micro-meters high. However we 
have discovered that etching beyond 650 micro-meters 
caused degrading of the thermal-oxide mask. Even when 
it was decided to limit height of the PBG rods to 500 um, 
the PBG structure suffered from significant undercuts, 
which resulted in poor performance and additional 
losses. The gold-plating and bonding processes also 
proved to be successful. We have learned however that 

Compact Millimeter Wave Spectrometer Based on a Channel Drop Filter
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at higher frequencies, in particular at the frequencies 
around 250 GHz, which are important for detection of 
methyl chloride and other chemicals, the third step of 
the fabrication process will be successful due to smaller 
dimensions of the structure.

Based on the outcome of the first year, the second year 
progressed as follows. The laboratory equipment was 
upgraded with the new testing heads that would allow us 
to conduct mm-wave measurements in the 220-325 GHz 
frequency range. The CDF was re-designed to operate 
at the frequency of 235 GHz (Figure 1). The fabrication 
procedure was re-evaluated and the fabrication of the 
higher frequency filter was started. New high-resistivity 
silicon wafers were purchased with the resistivity of 
5000 Ohm*cm, which is 50 times higher than in the first 
year. This should significantly decrease Ohmic losses 
in the structure. New mask designs were developed to 
reduce the undercuts during the etching process. These 
new designs incorporated retaining walls of different 
shapes that were supposed to confine plasma and make 
undercuts smaller.  The results of the etching were 
perfect with the undercuts less than 1.5 degrees (Figure 
2).  The undercuts were the smallest for  the designs with 
retaining walls. The structures were successfully diced 
from the wafers and bonded to gold plates on top and 
bottom and cleaned.  The detailed fabrication process 
was thoroughly documented. Several of the produced 
devices (Figure 3) were tested in a mm-wave laboratory. All 
samples produced similar results. Measured transmission 
characteristics were in excellent agreement with 
computations. In our best sample, we have observed the 
frequency of 240 GHz being transmitted into the sampling 
channel.

In the second experiment, we have redesigned the W-band 
CDF to be fabricated with metal rods. We employed the 
conventional machine shop to fabricate the metal filter. 
However, it was predicted, that the standard machining 
tolerance would be insufficient for the proper operation 
of the filter, and therefore some tuning would be required 
in the experiment. The metal filter was tested in the 
laboratory and tuning was performed. At the frequency 
of 106 GHz a strong peak in transmission was observed, 
which perfectly agreed with the design. However, the 
design was not mechanically robust due to metal rods 
sliding in an out of the filter. To solve the problem, we 
decided to manufacture the metal filter in a different way. 
The filter is now being electroformed as a single copper 
crystal with no separate parts.  We are currently studying 
different tuning concepts for the electroformed device.

The results of this work were reported at the 34th 
International Conference on Infrared, Millimeter, and 

Terahertz Waves in Busan, Korea [1] and a paper was 
submitted to Applied Physics Letters [2].  

Figure 1. Schematic of a channel-drop filter (a). Electric field 
energy density for non-resonant frequency (b) and for the 
resonant frequency (c). Power transmits straight into channel 2 
for all frequencies, except for the resonance, when it transmits 
into channel 4 through the resonant cavities.

Figure 2. Microscope image of the silicon rods of the channel-
drop filter with sacrificial structures still in place (a), and 
following mechanical removal of sacrificial walls (b).

Figure 3. Photograph of the channel-drop filter and scale.

Future Work
Based on the progress up to date the work plan for the FY 
2010 was modified as follows:

We will fabricate, test and tune a single-channel metal • 
filter operating at the frequency of  100GHz. 
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We will design and fabricate the silicon CDF spectrom-• 
eter for  detection of the methyl chloride lines of 237 
GHz, 262 GHz, and 288 GHz.  We will measure the 
characteristics of the constructed filter and measure 
the methyl chloride spectra.

Conclusion
At the end of this project there will exist a new electronic 
device that will be capable of enhancing several national 
security missions. This new device will be a small and 
lightweight spectrometer that can be used for detection of 
nuclear material and be used by our military forces in radar 
and secure communications. The new device will allow 
improved nuclear material detection and make our military 
systems more secure with better performance.
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Introduction
The control of electromagnetic (EM) waves influences 
nearly every aspect of our lives, from communications 
with cell phones, radios, and fiber optics to simply 
capturing a photograph with a camera. Technological 
advances have made it possible to control EM waves of 
nearly every type including radio waves, microwaves, 
infrared, visible, and ultraviolet light, and x-rays.  There is 
one notable exception: terahertz (THz) waves.  Terahertz 
science has been pursued heavily since the early 1990’s 
in an effort to overcome this hurdle.  Still, practical 
devices suitable for controlling THz waves simply do 
not exist and THz technology has consequently failed 
to graduate into real-world usability.  Despite this, THz 
science remains an important pursuit because there 
are many promising THz applications including: covert 
identification of chemical and biological agents, security 
screening where THz is used to see inside of closed 
packages, ultra-broadband communications, and even 
environmental and quality control.  The problem is that 
known natural materials are suitable to control almost 
all EM waves except THz.  Our project is to create new 
materials that control THz waves very well; these are 
called metamaterials. Metamaterials are engineered 
materials that allow designers to control EM waves in 
numerous ways.  We combine natural materials (e.g. 
metals, insulators, and semiconductors) to create 
metamaterials that are specifically tuned for THz control.  
Furthermore, they can be manipulated in real-time to 
actively adjust this control, something very few natural 
materials can do. This cutting-edge approach offers 
unprecedented levels of functional versatility.  In short, 
metamaterials provide a method of controlling THz in 
ways not previously possible. This represents a major 
impact to THz science, engineering, and technology, but 
it also offers fundamentally new science opportunities.

Benefit to National Security Missions
This project serves as a benefit to national security 
in several ways.  It enhances our fundamental 

understanding of materials, creates new capabilities in 
sensing, and opens the door for new threat reduction 
technologies by improving our ability to use this unique 
(and largely unused) portion of the electromagnetic 
spectrum.  Due to the fundamental but applied nature 
of this work, it broadly supports numerous important 
mission areas for DOE, DOD, DHS, and other government 
agencies.  In fact, the work has already led to further 
financial support from external government agencies in 
the form of related, but more applied, projects.

Progress
There has been excellent progress so far on this 
project, mainly in modulation of freely propagating 
THz waves.  Briefly, modulation is the altering of a 
wave frequency, phase, or amplitude for the purpose 
of imprinting information on that wave. Modulation 
of freely propagating waves is the backbone of myriad 
important technologies, such as radar and wireless 
communications.  Since methods to modulate THz waves 
are so immature, any such technology enabler is a very 
important step forward.  We have now demonstrated 
numerous state-of-the-art THz modulators.  

To begin, we demonstrated fast amplitude modulation 
of freely propagating THz waves with modulation depths 
up to ~50% (previous comparable technologies reached 
only ~3% modulation depth) and at speeds up to 2 MHz.  
This work has transitioned into actual device research 
where we have demonstrated a new form of spatial light 
modulator, a device useful for THz imaging applications.  
We have also successfully demonstrated frequency-
modulating metamaterials.  Frequency modulation is 
one of the core concepts in modern technology, but 
has never before been demonstrated in THz waves.  In 
this work, metamaterials were designed with special 
semiconductor inclusions.  The semiconductors act like 
miniature switches that, when illuminated by laser light, 
change the electronic structure of the metamaterial.  
Essentially the semiconductors act like weights added to 
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a clock’s pendulum.  When weight is added to a pendulum 
it swings more slowly, or equivalently its resonance 
frequency is lowered.  Similarly, when our semiconductors 
are illuminated, they lower the metamaterial’s resonance 
frequency, thus modulating the frequency at which the 
material and THz waves interact.  These important results 
were published in the prestigious Nature Photonics 
journal.

In the last year we have had numerous important 
breakthroughs.  For one, we have that our modulating 
devices may operate over a wide frequency range 
despite the fact that they are tuned to operate at a 
single frequency. This fortunate but unexpected result 
stems from the fact that metamaterials manipulate 
THz waves simultaneously in many ways, a fact we can 
exploit for improving THz technology.  We have also 
found a technique that uses metamaterials to control the 
polarization of THz waves.  We can use this metamaterial 
with a THz generator that emits two separate THz 
waves, each one having a different polarization and 
each one controlled by a user-provided electronic signal.  
Polarization-sensitive metamaterials convert these two 
waves into a single modulated wave that can carry the 
information provided by the user.  The method effectively 
converts a polarization-modulated THz wave, which can 
be created relatively easily, into a frequency-modulated 
wave, which is very difficult to create.  We believe this may 
enable a new form of secure, giga-bit per second wireless 
communications.  We have already published results on 
our polarization-controlling metamaterials, but are still 
developing the full modulator system.

Our metamaterial modulator work has also transitioned 
into a related technology in which THz waves may be 
modulated with sub-wavelength hole arrays.  These are 
thin sheets of metal fabricated on semiconductors and 
perforated with periodic arrays of holes.  Their purpose 
is to create surface plasmons, which are EM waves that 
travel along the metal/semiconductor interface.  Their 
effect is like metamaterial resonators in that they modulate 
the amount of wave energy that can travel through the 
device.  With this structure we have demonstrated yet 
another form of ultrafast THz wave modulation at room 
temperature using photonic (laser) control.

Also, we are nearly completing the development of an 
electronically controlled frequency modulator.  Until now, 
we have only accomplished frequency modulation by 
means of photonic control.  Electronic control is far more 
convenient from an applications perspective and also 
relieves certain loss problems associated with photonic 
metamaterial control.  We have now designed and are 
fabricating a THz frequency modulator that is electronically 

controlled by combining metamaterials with a nonlinear 
semiconductor device, known as a varactor.  We anticipate 
measured results on the performance of this device within 
a couple of months.

Finally, we have begun fabricating a special THz lenses 
suitable for focusing freely propagating THz waves. Based 
on numerous studies, we have determined that very thin 
metamaterials can be used to achieve the same focusing 
behavior as a traditional thick lens.  Such an approach 
has the benefit of producing extremely lightweight 
and compact lens designs.  In addition metamaterials 
enable even greater performance gains.  For example, 
metamaterial lenses can be modified so that they cannot 
reflect any THz waves and therefore do not waste any THz 
energy in doing their job.  This is all comparable to making 
eyeglasses in which the lenses are paper-thin, flat, and 
invisible but still correct the wearer’s vision.   We have just 
submitted a paper for publication demonstrating this anti-
reflection behavior.

Future Work
Our future tasks will be to complete the several 
ongoing studies involving THz modulation, high-speed 
communication via polarization-sensitive metamaterials, 
creating the metamaterial THz lenses, and the electronic 
frequency modulator.  This should bring us nearly to the 
end of this LDRD project, however, the research is proving 
to be very fruitful and we expect numerous additional 
developments as we continue.  Already the work has 
drawn small follow-on funding from external sponsors 
eager to utilize our science in new applications.

Conclusion
We have developed new devices for manipulating freely 
propagating terahertz waves.  These devices include 
frequency and amplitude modulators, high-speed 
communication components, and focusing devices, all 
of which did not previously exist or were extremely 
immature THz technologies.  Most of our work has been 
experimentally demonstrated and the remaining is in 
development.  Our new devices all utilize metamaterials 
concepts to overcome the weaknesses inherent in natural 
materials with respect to controlling THz waves.  Most 
of our devices also utilize novel concepts that permit a 
user to actively control the performance of the device.  
This work represents fundamentally new advances 
in manipulating terahertz waves.  This is increasingly 
interesting for myriad homeland security and/or defense 
related missions as it represents a unique and untapped 
technology.
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Introduction
Nearly all light-detection technologies to date involve a 
compromise between quantum efficiency and spectral 
selectivity. Quantum efficiency refers to the conversion 
of photons to measurable signal. Spectral selectivity 
refers to the slice of the broad electro-magnetic 
spectrum that the detector “sees”. Techniques that 
narrow the spectral window through which a detector 
sees ordinarily reduce the overall quantum efficiency of 
the detector, sometimes drastically. Further, the spectral 
selectivity afforded by common methods often lets 
through a broader spectral slice than ideally wanted. 
Applications in light detection are sometimes abandoned 
in the wake of these limitations or untenable sacrifices 
in performance. However, those applications might be 
reconsidered if a new technology surmounted this age-
old compromise between sensitivity and selectivity.

Our goal is to demonstrate a new photon-detection 
technology that promises a unique combination of 
near-perfect quantum efficiency and high spectral 
discrimination. The novel aspect involves an 
unconventional light amplifier. The amplifier draws on 
a quantum-coherent process known as amplification 
without inversion (AWI), a phenomenon of recent 
study that has not been analyzed in the context of 
light detection. The archetypal system of our study 
involves an atomic vapor and the detection of visible 
wavelengths. The spectral selectivity of amplification 
is a very narrow 10 one-millionths of a nanometer. 
Considering the breadth of the visible spectrum, this 
selectivity is the equivalent of choosing a particular 
one-inch segment from a 600-mile expanse. Other 
important characteristics include suitability for imaging 
applications, temporal gating, and a remarkably 
low noise of amplification. In practical use, this light 
amplifier would be the front-end to a common detector 
or detector array. The overall system would inherit the 
special properties of the amplifier. Because AWI, in 
principle, can be generated in many systems—atoms, 

molecules, and semiconductor materials—we believe 
our concept to be generally adaptable to different media 
and tunable to work at various wavelengths.

Benefit to National Security Missions
Research on light detection, especially of faint 
signals and single photons, has numerous important 
applications including detecting chemical/biological 
agents, low-light imaging, and weapons activities. A new 
weak-light detection method is consistent with many 
missions including threat reduction, human health, 
and basic science of interest to DOE, DHS, and other 
government agencies.

Progress
We made good progress this past year in the three 
aspects of theory, simulation, and experiment that 
compose our research. Our experimental work made 
particularly important strides toward our main research 
objective. As covered in the research proposal, we found 
a good match to our theoretical template for amplifying 
faint light signals through coherent, laser-driven process 
in the energy diagram of atomic mercury. Besides 
being a good match to theoretical constructs, atomic 
mercury (Hg) has other attributes, such as a high vapor 
pressure at room temperature and isotopes with zero 
nuclear spin, that favor its use in an initial study of these 
particular coherent processes.

While mercury had not been used before in studies 
of laser-driven coherent processes, the abundant 
literature on the spectroscopy of mercury confirmed 
its appropriateness and advantages in such studies. 
Our hurdle, and perhaps the hesitation of others 
to undertake similar studies with Hg, lay with the 
experimental manipulation of Hg into excited internal-
energy states that gain entry into all the advantages that 
Hg appears to afford in studies of coherent processes. 
These states also had to be generated—continuously, 
steadily, and ideally easily—in order to adjust and 
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“lock” laser frequencies to particular transitions of Hg that 
partake in the coherent processes. This past year, and as 
described below, we made and tested a simple plasma 
discharge that excites mercury atoms into the needed 
levels. At the very least, the source is sufficient to serve 
as a reference for locking laser frequencies. Moreover, to 
our pleasant surprise, we found the excitation efficiency 
to be also high enough for us to use this source for initial 
experiments into the relevant coherent processes.

A low-pressure plasma discharge of Hg vapor can 
produce excited states of Hg. These discharges are 
commonly available as light sources for atomic-absorption 
spectrometers. We bought several Hg lamps and found all 
to be unsatisfactory for our needs. We then designed and 
made our own low-pressure discharge, a photograph of 
which in operation appears in Figure 1. Among its features 
is a so-called see-through cylindrical hollow cathode, 2 cm 
long, through which one or more laser beams can pass 
axially. Design emphasis was placed on discharge stability, 
longevity, and uniformity. Our design also minimized an 
unwanted phenomenon called “self-absorption” that 
displayed significantly in all discharges we tested. Radiating 
mercury atoms cause the bluish to violet glow seen in 
Figure 1.

Figure 1. Our low-pressure, hollow-cathode dc-discharge of 
mercury vapor, shown in operation with a background gas of 
30 kPa Argon. The discharge is housed within a stainless-steel 
conflat cube of 7.0 cm per side.

By our design emphases, we expected to concede 
efficiency. Excited-state populations might be steady 
but weakly present, and we prepared to detect these 
excited states indirectly through a technique known as 
optogalvanic spectroscopy. On testing our discharge, we 
indeed found the excited-state populations to be steady. 
We also found that the transitions of interest absorbed a 

traversing laser beam by a remarkable 10%, indicating an 
efficient transfer of population from the ground state of Hg 
to its excited states. The optogalvanic method was happily 
unnecessary; we could measure the transitions directly in 
absorption. The unexpectedly high amount of absorption 
will ultimately allow us to (1) lock laser frequencies with 
a high feedback bandwidth (as needed) and (2) study 
aspects of the coherent processes that lead to light 
amplification. We also made custom, low-noise detectors 
that will aid both laser-frequency locking and the initial 
coherent-processes study. Figure 2 shows an absorption 
spectrum of mercury’s “green line” (at 546.1 nm) in our 
discharge with isotopic resolution. The divots atop each 
peak are Lamb dips produced by a counterpropagating 
beam that saturates the transition and better resolves the 
isotopic components.
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Figure 2. Saturated absorption spectrum of the mercury green 
line (546.1 nm) obtained from our dc discharge. Absorption 
peaks and associated Lamb dips are labeled by isotopic 
component.

We presented our work, including preliminary results 
from the Hg discharge, at the March 2009 meeting of the 
American Physical Society [1]. The overall concept was 
well received and acknowledged by peers as a creative 
yet feasible adaptation of quantum coherence for a new 
light-detection technology, with likely spinoffs into the 
quantum-information sciences. A publication on the 
discharge and associated spectra is forthcoming, and we 
anticipate publishing results on coherent processes in the 
discharge afterwards.

Our theoretical models are gaining the sophistication 
needed to interpret and guide real experiments. Both 
modeling and experiments will see continued development 
this year toward our goal of faint-light detection through 
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quantum-coherent processes. Along with aiding the 
experiments, we expect our theory will be robust enough 
to answer new questions, including whether coherent 
processes can improve upon traditional laser-based 
approaches for discerning isotopes.

The research has also inspired us to investigate the 
interaction of light with strongly dispersive media—a 
feature induced by the quantum-coherent interaction 
we use in our research—in thought provoking ways. 
Theoretical work along these lines will appear in Optics 
Communications [2]. Two more papers on dispersive media 
are in preparation for Physical Review A. In connection 
with these theoretical developments, we can foresee many 
applications of strongly-dispersive media in specialized 
devices.

Future Work
With many of the rudimentary experimental and modeling 
needs now in place, we are in position to test our light-
detection concept by year’s end. Included in those tests 
will be measurements of quantum efficiency, spectral 
bandwidth, and noise, for comparison with theoretical 
expectations. With success, our experiments will introduce 
a detector with a presently unknown coincidence of high 
detection efficiency and resolving power. Applications and 
variations of this unique potential would likely follow from 
the broader community.

Conclusion
Research on light detection, especially of faint signals 
and single photons, is expected to grow in importance 
given the current military and civilian interest in improved 
surveillance and the detection of chemical and biological 
agents. For spectroscopic applications in particular, the 
needed spectral selectivity often incurs a troubling loss of 
quantum efficiency. This tradeoff commonly occurs when 
spectral filters are placed in front of photodetectors. Here, 
we challenge this usual compromise between sensitivity 
and spectral selectivity by exploiting a quantum-coherent 
technique that promises to amplify faint light over a very 
narrow range of wavelength with little noise. Quantum 
efficiency is, theoretically, nearly 100%, and the expected 
spectral resolving power is ten million. Either characteristic 
for a detector would be unique; their combination would 
be unprecedented. Our theoretical work has served 
as a template for building an experimental test of this 
concept, which is the focus of our project. In brief, our 
aim is to apply the quantum-coherent phenomenon called 
amplification without inversion in the context of low-light 
detection and imaging. Through conferences, professional 
peers have evaluated our approach and considered 
it creative yet feasible. Our goal by project’s end is to 

demonstrate and test a working archetype of this radically 
different approach to faint-light detection. 
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Introduction
Terahertz and millimiter-wave devices are proving 
to have many important applications from 
biological imaging to chemical detection and covert 
communication [1-6]. Among the greatest impediments 
to exploiting this regime of the electromagnetic 
spectrum are the difficulties in building sources with 
sufficient power and sensors with the needed specificity 
that are suitable for practical applications [3,4,7]. We 
are working toward a new THz source technology using 
a novel application of superconductive Josephson 
junctions that directly addresses many of the critical 
barriers for practical utilization of the THz spectrum. The 
pioneering approach we pursue has already generated 
interest in follow-on development of other THz devices. 
These include filters, mixers, oscillators, amplifiers, 
modulators, and receivers. Such development would 
completely revolutionize the field by providing a much-
needed suite of compatible components with which 
to build entire THz systems. Our group has designed 
and has begun initial fabrication steps required to 
use Josephson junctions as THz emitters [2,8], and 
perhaps even the building blocks of other functional 
elements to detect and control such radiation. Our goal 
in this project is to transition our source design into 
a working prototype using LANL’s unique fabrication 
capabilities, experience in millimeter-wave systems, and 
superconductivity expertise.

Benefit to National Security Missions
This project will impact a broad range of technical 
problems including imaging, sensing, and 
communication. Enhancing our understanding of THz 
radiation particularly suited to spectroscopy applications 
for detection of chemical, nuclear, and biological 
threats, supporting threat reduction and other missions 
important to DOE, DHS, and other government agencies.

Progress
This has been a successful first year toward the 
development of an Intrinsic Josephson Junction (IJJ) 
based THz source. The accomplishments align with our 
goals for the year and can be divided into five tasks, 
which are either fully completed or nearly so.

Methods for calculating line-width and other 
parameters
Understanding the fundamental IJJ oscillation was our 
starting point in the first year of this research program. 
We selected a Bismuth-based high temperature 
superconducting material, termed BSCCO, as the host 
crystal and began developing analytical methods for 
evaluating emission line-width, stability of the radiative 
state, tolerances for crystalline purity, and anticipated 
heat load. These crucial parameters obtained in the 
first year guide the experimental steps in the second 
year as we begin testing of the first devices. We have 
shown, based on analytical methods developed during 
the first several months of this program, that line-
width of emission for a junction stack consisting of 
>20,000 junctions is better than 1 MHz when the center 
frequency is several THz (i.e., df /f < 1E-9). This is a very 
encouraging result because, combined with frequency 
tunability, it confirms that this source is indeed 
appropriate for sensitive spectroscopy applications 
(one of the justifications for funding this project). The 
anticipated heat load is calculated to be less than 
100mW, which can be managed routinely using a micro-
cooler, which will be bought next year. The calculated 
tolerance for crystalline purity, expressed in % deviation 
of the c-axis resistivity, is predicted to be about 10%. 
This is another encouraging first year result because 
it demonstrates that typical defect densities can be 
tolerated (especially since their effects are shown to 
be averaged across an entire cuprate plane) while still 
achieving self-synchronization among the IJJ oscillators. 
We have obtained several conventionally grown samples 
and are modifying them to the extent possible using 
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focused ion beam milling as laser cutting to the dimensions 
specified in our design.

Development of experimental processes to grow BSCCO 
with an in-plane c-axis orientation
As called out in the listed goals, we have outlined an 
experimental process for high purity BSCCO growth that 
enables the desired crystalline expression (i.e., c-axis 
parallel to the substrate plane). This process may be 
explored this year (second year) in a limited fashion as 
devices are being tested, if funding permits. Four different 
compounds, all insulators, have sufficiently identical lattice 
parameters as BSCCO. These include SrLaAlO, NdCaAlO4, 
NdGaO3, and LaO3. By using pulsed laser deposition to 
grow BSCCO on these ceramic sub-layers (or buffer layers) 
we can ideally take control of crystal orientation. This 
process is above and beyond the mainline approach of 
modifying pre-grown crystalline samples in the form of 
whiskers. We have requested reserve funding to explore 
the buffered layer growth process further and feel it is 
a promising and necessary technology for larger follow-
on programs. The fact that the buffers are insulators 
guarantees that they will not interfere with the radiative 
process or electrical characteristics of the junctions. 
In previous growth processes, with substrates such as 
sapphire, the natural orientation was a-b planar growth. 
Additionally, we have demonstrated the ability to wire 
bond to delicate thin film BSCCO structures.

Obtained high purity BSCCO crystals (5 samples)
Through collaborations with T-division, we have obtained 
five high purity samples of BSCCO enabling us to baseline 
our growth processes (with modified crystal orientation) 
against that of high purity growth in the standard 
orientation. It also enables us to use focused ion beam 
milling to create IJJ stacks whose current-voltage (IV) 
curves and emission characteristics can be immediately 
explored. Such baseline tests were part of our first-year 
goals and we have nearly completed preparations of the 
probe station where these will be tested and so far taken 
one IV measurement. We found we needed to upgrade 
to higher sensitivity meters and recently installed this 
equipment in preparation for additional measurements 
early this coming year.

Purchase of standardized bolometer test station for 
detecting THz radiation up to 70 THz
Developed the technical specifications for a hot electron 
bolometer, which will be used during the second year 
for calibrated measurements of THz output power and 
spectral content. The chosen device, from Insight Products, 
will have an operating frequency from 0.1 – 30 THz and 
a response time of 1 ns, with a 100 MHz bandwidth. This 
purchase was initiated in July 2009 and we have since 

worked with the vendor to ensure a timely delivery and 
integration into our probe station during February 2010.

Began working with Tech Transfer to secure IP associated 
with the project
To protect the current and future intellectual property 
generated from this project, the PI has worked with Tech 
Transfer and Legal Counsel toward the completion of 
patent application #116259. It was submitted to legal 
counsel and approved for filing before the end of the FY.

Future Work
The “THz gap” refers to the portion of the electromagnetic 
spectrum from approximately 0.3 to 5 THz in which there 
are few practical sources of radiation. This same spectral 
region, because of its unique propagation characteristics 
and interaction with matter, corresponds to some of the 
most exciting applications to date for national security. The 
well-established emission techniques for the neighboring 
microwave and optical regions of the spectrum have 
proven ineffective for the THz band, despite over a decade 
of intense effort. In contrast, the Josephson junction 
interaction is naturally suited to operate in the THz band, 
as it naturally converts a dc voltage (1 mV corresponds to 
0.483 THz) into millimeter wave radiation via a quantum 
mechanical tunneling resonance called the Josephson 
effect. The potential for future work is significant. Our 
immediate focus in on the future work in this program, as 
outlined below, but we maintain that these early successes 
pave the way for follow-on efforts that address THz 
component development on a much larger scale.

Our approach in this project consists of three major tasks, 
all driven by simulation studies: 1.) develop a BSCCO 
design and potential fabrication processes to produce high 
quality crystals of the desired orientation; 2.) demonstrate 
that IJJs can be used as a scalable, compact source of THz 
radiation; and 3.) validate and expand our radiation model 
to predict other types of IJJ interactions at THz frequencies.

Each goal roughly corresponds to each of the three years 
of this research program. In year 1, we began to modify 
our facility to grow and modify BSCCO and completed 
device modeling. In year 2, we will characterize pre-
grown samples and systematically modify their size and 
geometry to accommodate any constraints encountered 
in fabrication, and mount & wire bond samples without 
degradation. In year 3, we will transition the source design 
into a working prototype, demonstrating emitted power at 
1 THz  and demonstrate the ability to sink the associated 
heat load using a commercially available cryo-cooler.
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Conclusion
This work will extend our knowledge of and provide raw 
materials for a new, portable mechanism for creating 
non-ionizing THz radiation, which is ideal for determining 
certain properties of materials that are not apparent when 
using other types of radiation (such as microwave, light, or 
x-rays). THz radiation can be used to actively interrogate 
a variety of environments, including human subjects, in 
search of dangerous materials to protect both soldiers and 
civilians. Our work could also lead to tissue-safe low cost 
THz imaging, which could be used to supplement and/or 
replace harmful x-ray doses typical in medical imaging.
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Abstract
The primary goal of this project was to explore and 
develop cerium-doped sulfide glasses as potential low-
cost high-performance gamma-ray scintillators. The 
screening of a wide range of sulfide glass compositions 
identified gallium-sodium-sulfide (GNS) glass as the 
most attractive candidate material because of its large 
band-gap energy compared to the cerium 5d excited 
state. We have shown that doping GNS glass with cesium 
chloride (CsCl) further increased the band gap energy 
to 3.32 eV, a record for any sulfide glass reported to 
date. Cerium (Ce3+) doped into GNS:CsCl provided the 
first-ever observation of bright Ce3+ luminescence in a 
sulfide glass. This was enabled by the high band-gap 
energy of the host which diminished quenching of the 
Ce3+ excited state via non-radiative energy transfer into 
the conduction band. The Ce3+ luminescence in the blue-
green (500 nm) is favorably matched with the sensitivity 
of charge-coupled detectors (CCD). However, quenching 
of the Ce3+ excited state was found to still be important 
at room temperature, even for the highest band gap 
material GNS:20%CsCl. Furthermore, the scintillation 
yield was measured to be only about one-thousanth of 
that of BC408 plastic scintillator, indicating that defect 
formation and excitation trapping in the glass network 
dominate all other loss channels. The results of this 
comprehensive study of Ce3+-doped sulfide glasses are 
presented in two peer-reviewed publications and one 
LANL invention disclosure. The project also afforded 
mentoring of a graduate student in the field of glass 
chemistry and resulted in a LANL Student Distinguished 
Performance Award. During the study of GNS glasses 
we discovered that metal halide nanocrystals can 
be precipitated in this glass during a thermal post-
processing step, yielding translucent nano-structured 
glass ceramics. This result opens the prospects of 
creating large-volume scintillators via inexpensive glass-
ceramic processing. Respective program development 
efforts and preliminary experiments are currently 
underway.

Background and Research Objectives
High-throughput radiation screening of vehicles and 
cargo at ports of entry poses a particularly challenging 
national security and non-proliferation problem of urgent 
importance. Gamma-ray radiation emanating from an 
illicit object has to be detected and identified in a short 
period of time and in the presence of a wide variety of 
naturally radioactive benign goods such as tile, granite, 
bananas, potatoes, fertilizer, and kitty litter. Additional 
shielding around a threat object adds yet another level of 
complexity. These sources can be identified, in principle, 
by high-performance scintillators that can not only detect 
the presence of a radioactive source but also provide the 
gamma-ray spectrum of the source, which is a fingerprint 
of the isotopic composition of the source. Such gamma-
ray spectrometers require scintillators with both high 
efficiency and good energy resolution. For room-
temperature operation, the best gamma-ray scintillators 
available today are single crystals of metal halides, such 
as cerium-doped lanthanum bromide (LaBr3:Ce3+) [1] 
and europium-doped strontium iodide (SrI2:Eu2+) [2]. 
These materials absorb and thermalize gamma energy to 
excite chromophores (e.g. cerium or europium), which 
subsequently emit visible light that can be measured 
by a photodetector such as a photomultiplier tube. 
LaBr3:Ce3+ and SrI2:Eu2+ offer state-of-the-art scintillation 
performance in efficiency and energy resolution. 
But their crystalline nature and extreme moisture-
sensitivity critically limits their size and makes them 
prohibitively expensive to grow in large sample volumes 
and quantities. High-throughput spectroscopic portal 
monitors that can detect and identify gamma-ray sources 
are therefore still beyond current capabilities. What is 
urgently needed is a gamma-ray scintillator that not only 
has high efficiency and energy resolution but also can 
be fabricated in large sizes at reasonable cost. Such a 
material does not exist today.   

The main goal of this Laboratory Directed Research and 
Development (LDRD) Exploratory Research (ER) project 
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20070134ER was to explore a novel class of materials that 
may enable low-cost large-volume gamma-ray scintillators. 
Specifically, the project focused on cerium (Ce3+) doped 
sulfide glasses with the objective of combining the 
attractive scintillation properties of the Ce3+ chromophore 
with low-cost large-volume glass fabrication processes. 
Scintillation properties of many common oxide and fluoride 
glasses doped with cerium had been studied in the past 
(e.g. Refs [3,4]), and their low efficiency had failed to meet 
the needs of gamma-ray spectroscopy. The main reason for 
their low efficiency was proposed to be radiation damage, 
i.e. the formation of shallow traps and permanent defects 
during the thermalization of the absorbed gamma energy. 
These early observations provided the main motivation for 
the present work. While the chemical bonding in oxide and 
fluoride glasses is primarily ionic, the chemical bonding in 
sulfide glasses is primarily covalent. Our hypothesis was 
that such covalent metal-sulfur bonds would be more 
resilient against defect formation and would, therefore, 
enable a more efficient scintillation process. The high 
covalency in the metal-sulfur bond however was also 
expected to lower the band gap energy and thus to 
enhance the quenching of the excited Ce3+ chromophore 
via non-radiative de-excitation into the conduction band 
[5]. The main question to be answered was if the increased 
quenching of the chromophore by the low-lying conduction 
band is outweighed by a higher efficiency of exciting the 
chromophore though the covalent sulfur glass network.

Scientific Approach and Accomplishments
The project was structured into four phases: (1) screen 
for possible candidate sulfide glass hosts, (2) establish the 
synthesis methods and optical properties of the sulfide 
glasses, (3) study the spectroscopic properties of the cerium 
chromophore, and (4) measure the gamma-ray scintillation 
properties of the final material. 

New processes for the synthesis of sulfide glasses were 
developed for this project, and the resulting samples 
underwent comprehensive characterization by a broad suite 
of techniques. Several new state-of-the-art capabilities were 
created, including fabrication of large sulfide glass samples 
under tightly controlled inert atmosphere, ultrafast XUV 
spectroscopy (in collaboration with the University of New 
Mexico), and refractive-index dispersion measurement 
by white-light frequency-domain interferometry. Other 
characterization techniques included densitometry, energy-
dispersive x-ray spectroscopy, scanning electron microscopy, 
x-ray diffraction, optical spectroscopy (absorption, 
photoluminescence, and photoluminescence excitation), 
pulsed laser spectroscopy, radioluminescence spectroscopy, 
and gamma-ray spectroscopy.  

The early screening of a variety of sulfide glasses found 
quenching of the Ce3+ excited state via the conduction band 
to be important. Glasses such as Ga2S3-SrS, Ga2S3-CaS, Ga2S3-
SrS-CaS, Ga2-SrS-SrCl2, Ga2S3-SrS-BaCl2 were excluded from 
further study because their band gap energy was too low 
relative to the 5d excited state of Ce3+. In contrast, Ga2S3-
Na2S (GNS) and Ga2S3-Na2S-CsCl glasses showed favorably 
large band gap energies and were chosen for detailed 
further study. The results of this project are described in 
detail in two publications. The first publication, submitted 
to Optical Materials [6], presents the synthesis methods and 
optical properties of the sulfide glasses developed in this 
project. A second publication, pending submission to the 
Journal of Luminescence, presents the spectroscopic and 
scintillation properties of Ce3+ in these glasses. Furthermore, 
a LANL Invention Disclosure [7] describes the key processes 
needed to grow sulfide glasses of correct and tightly 
controlled composition.

The most significant accomplishments and discoveries are 
summarized below:

The band gap energy (E• g) in GNS glass can be tuned by 
the addition of CsCl. In particular, the band gap energy 
increases from of 2.97 eV in GNS glass to 3.32 eV in 
GNS glass doped with 20 mol% CsCl. Figure 1 shows 
this 12% increase in Eg and established the highest 
band gap energy ever observed in a sulfide glass. 
Tuning Eg is significant because the Ce3+ excited state in 
sulfide glasses is around 2.9 eV, and it can quench via 
non-radiative energy transfer to the conduction band 
if the latter has similar or lower energy. The high band-
gap energy found in GNS:20%CsCl played a key role in 
diminishing this quenching process and enabling Ce3+ 
luminescence.

Figure 1. Tauc plot of √αE versus E for several CsCl-doped GNS 
samples, where α and E are the absorption coefficient and 
energy, respectively. The Tauc band gap energies E_T are derived 
from the E-axis intercepts of linear fits (solid lines) to the linear 
regime of the √αE versus E curves.
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Early attempts of fabricating CsCl-doped GNS glasses • 
found a significant loss of CsCl by evaporation during the 
melting of the glass due to the high vapor pressure of 
CsCl. Energy dispersive x-ray spectroscopy was carried 
out at the Center for Integrated Nanotechnologies (CINT) 
to determine the actual Cs elemental concentration 
in a series of glasses. These measurements enabled 
calibration and correction of the glass preparation 
process and resulted in the synthesis of CsCl-doped 
GNS glasses with the correct final composition. This 
is illustrated in Figure 2, which illustrates the high 
accuracy of the final glass composition achieved by 
proper glass fabrication. This process development was 
critical as many of the material properties were found 
to be sensitive to the CsCl concentration. An example is 
shown in Figure 3, which compares the glass transition 
temperatures (Tg) of samples prepared with and without 
control of CsCl evaporation.  

Cerium was doped into a series of GNS:CsCl glasses • 
and produced the first-ever bright luminescence form a 
Ce3+-doped sulfide glass. Figure 4 shows representative 
luminescence spectra at room temperature along with 
a picture of the bright green cerium luminescence 
excited by a blue (435 nm) light-emitting diode. 
The cerium emission is centered in the blue/green 
around 500 nm, i.e. it occurs at a significantly longer 
wavelength than in traditional Ce3+-doped scintillator 
crystals such as LaBr3:Ce3+ (380 nm). This longer 
emission wavelength in GNS glasses is advantageous 
as it is well matched to the sensitivity of charge-
coupled detectors (CCD) that would enable a lower-
cost compact detection compared to the traditional 
scintillation light detection with photomultiplier tubes. 

The primary quenching mechanism of the Ce• 3+ 5d 
excited state was found to be non-radiative relaxation 
via the conduction band. Figure 5 shows cerium 
excited-state lifetimes measured by pulsed laser 
spectroscopy at different temperatures for various 
cerium-doped GNS:CsCl glasses. The lifetime shortens 
(and thus the quantum efficiency decreases) by 20-25% 
from 77 K to room temperature. This is direct evidence 
for quenching of Ce3+ excitation via the conduction 
band by a thermally-activated energy-transfer process. 

Finally, the room temperature scintillation light yield • 
of GNS:Cs,Ce glass was measured by comparing 
its radioluminescence (RL) intensity to a calibrated 
reference sample (BC408 plastic scintillator). The 
glasses achieved a light yield of only about one-
thousands of the light yield of BC408 plastic scintillator, 
which produces 8,000-10,000 photons/MeV. Quenching 
of the Ce3+ excited state via the conduction band alone 
cannot account for this low scintillation light yield. We 
therefore conclude that most of the gamma energy is 
lost non-radiatively during the thermalization processes 
following gamma-ray absorption. It appears that the 

covalent nature of the metal-sulfur glass-network 
bonds did not provide the anticipated stability against 
the formation of defect centers.

 

Figure 2. Cesium (Cs) concentration (in at% relative to the total 
metal concentration) measured by EDX for several GNS:CsCl 
samples along with respective linear fits (solid lines). Samples 
prepared from nominal batches (open circles) suffer from 
substantial CsCl evaporative loss while samples prepared 
from initial batches with 1.47-fold CsCl concentration biasing 
(diamonds) produce the correct final stoichiometry (dashed line).

 

Figure 3. Glass transition temperature (Tg) of several GNS:CsCl 
samples (solid circles). The insert shows the differential heat flow 
(δW) as a function of temperature from the DSC measurement with 
the arrows indicating Tg. Glass transition temperatures of CsCl-
doped GNS glasses reported by Barbosa et al (solid triangles) best 
match the linear fit of the present data when the CsCl concentration 
is scaled by a factor of 0.44 (open triangles), indicating substantial 
CsCl evaporative losses in the uncontrolled samples.
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Figure 4. Photoluminescence (PL) and photoluminescence 
excitation (PLE) spectra of GNS glass doped with 20% CsCl and 
1% CeCl3 at different temperatures. The photoluminescence peak 
is centered around 2.5 eV (500 nm). The inset shows a picture of 
the bright green luminescence obtained upon exciting the sample 
with a blue (435 nm) light emitting diode at 300 K.

 

 

Figure 5. Cerium 5d excited state lifetimes for three CsCl-doped 
GNS glasses doped with 1% CeCl3 at different temperatures. The 
lifetime decreases by 20-25% from 77 K to room temperature.

From our extensive studies of Ce3+-doped sulfide glasses 
we therefore conclude that (1) defect formation in the 
sulfide glass network was not substantially suppressed 
by covalent bonding and (2) the Ce3+ excited states 
are partially quenched at room temperature via the 
conduction band. As a result, these materials were found 
to not exceed the performance of earlier cerium-doped 
oxide and fluoride glasses. While the detailed study has 
disproven our initial hypothesis, this project has achieved 
several scientific successes that have opened up new 
avenues for research and funding. Specifically:

We have found that doping the sulfide glass with metal • 
halides can lead to the precipitation of nanocrystals 
in the glass matrix during a thermal post-processing 
step, thus forming a transparent/translucent nano-
structured glass ceramic. This observation has led to 
the discovery of other glass ceramics, such as YAG:Ce 
and LaF3:Ce that may have application as scintillators. 
Such nano-structured glass ceramics are amenable 
to low-cost production of large translucent shapes 
containing a high density of highly efficient scintillating 
nanocrystals. As part of out collaboration with the 
University of New Mexico, we have recently proposed 
further development of such materials to DTRA. In 
addition, a small follow-on grant was secured from 
the LANL Institute of Geophysics and Planetary Physics 
(IGPP) to further explore the formation of nano-
structured glass-ceramics and to study their gamma 
scintillation properties. First experiments on cerium-
fluoride (CeF3) glass ceramic scintillators are also 
currently underway as a NPDF User Experiment at the 
Los Alamos Neutron Science Center (LANSCE).

We have discovered that the band gap energy in • 
sulfide glasses can be tuned via the glass composition 
and proper melting conditions. This new knowledge 
has resulted in a sulfide glass having the highest band 
gap energy ever reported (3.32 eV). This property, 
combined with the low phonon energy in sulfides, 
makes this glass an attractive host material for a 
variety of luminescent centers such as Er3+, Tm3+, and 
Yb3+. Potential applications include upconversion 
lasers, optical amplifiers, and optical refrigerators [8]. 

Impact on National Missions
The urgent need for a low-cost large-volume efficient 
gamma-ray scintillator still exists, and many research 
groups worldwide continue to work on this area. However, 
no groundbreaking material has emerged anywhere during 
the past three years. While the specific cerium-doped 
GNS glasses investigated by this project did not offer the 
initially anticipated scintillation performance, the work has 
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laid the foundation for several ongoing efforts in the area 
of next-generation scintillator materials. First, the project 
has developed unique inert-atmosphere glass melting as 
well as material characterization capabilities. Beginning 
in FY10, this infrastructure is supporting a DNDO-funded 
program at LANL on nanophosohor scintillators by 
performing synthesis of high-purity starting materials, 
crystal growth, and optical characterization. Second, the 
preliminary results achieved by the project in the area of 
nano-structured glass-ceramic scintillators have attracted 
the interest of DNDO and NA-22. Respective program 
development efforts are currently underway, in part in 
collaboration with the University of New Mexico (UNM). 
Third, this project has provided training opportunities 
for Ms. Wendy Patterson, a UNM graduate student, 
who has been awarded the LANL Distinguished Student 
Performance Award for her work on halide glasses 
performed at LANL under the mentorship of Dr. Markus 
Hehlen.
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Abstract
Hydrogen is a candidate energy carrier for applications 
such as zero emission vehicles. One of the main barriers 
to using hydrogen in automotive applications is safe 
storage. This project investigated a novel material, 
nanostructured foams, to store hydrogen. Fabrication of 
monolithic metallic nanoporous foams is difficult using 
conventional methods. We have developed a relatively 
simple method of synthesizing monolithic, ultralow 
density, nanostructured metal foams utilizing self-
propagating combustion synthesis of metal precursors. 
We have produced metal foams via this method 
including titanium, iron, cobalt, nickel, zirconium, 
copper, palladium, silver, hafnium, platinum and 
gold and characterized them. We have measured the 
hydrogen absorption properties of several foams and 
developed a model for the sorption rates of hydrogen 
in the foams. This project supports U.S. energy security 
and supports basic understanding of materials, both of 
which are key DOE missions.

Background and Research Objectives
Climate change science warns of a potential 
environmental catastrophe due to the runaway 
accumulation of carbon dioxide in the world’s 
atmosphere. In recognition of this fact and to decouple 
our energy future from unstable political climates, 
our nation has proclaimed a desire for energy 
independence, which has made the development of an 
alternative, carbon neutral energy source imperative. 
Hydrogen has been proposed as an energy carrier to 
replace carbon based fuels. In many ways, hydrogen is 
an ideal fuel because it is abundant and is easily oxidized 
to produce energy with a “waste product” of pure water. 
One elegant method of generating electricity from 
hydrogen, fuel cell technology, is a relatively mature 
field that is ironically limited in use by the seemingly 
mundane challenges in generating and storing hydrogen.

As a candidate fuel for zero emission vehicles, safe 
storage of hydrogen, the lightest and lowest density 
element, is a huge barrier. Storage techniques such as 
pressurized cylinders have made significant progress.  
Current cylinders are capable of 10,000 psi.  Honda 
is marketing a vehicle with two 5,000 psi cylinders 
that store approximately 150 L (3.75 kg) of hydrogen 
allowing a driving range of perhaps 250 miles.  However, 
pressurized storage is intrinsically unsafe. Alternatives 
such as cryogenic storage of liquid hydrogen consume 
large amounts of energy to refrigerate and insulation to 
prevent loss is bulky. Several solid storage approaches 
have been investigated among them, interstitial storage 
of hydrogen in metals. 

Interstitial hydrogen storage materials can store 
hydrogen without pressurization concerns or extreme 
temperatures. However, in order for an interstitial 
hydrogen storage material to store a similar amount of 
hydrogen and weigh on the order of 10 gallons of gas 
(~28 kg), materials with ~13 wt% capacity are needed.  
(FreedomCar goals are more moderate at 6 wt% by 2010 
and 9 wt% by 2015.)

Unfortunately, despite decades of research, current 
hydrogen storage materials based on metal hydrides 
have a capacity of less than 2 wt% hydrogen under 
conditions suitable for passenger vehicles. [1] Despite 
this fact, metal hydrides are currently used for hydrogen 
storage in certain applications.  Improvements in a 
well-studied material such as LaNi5 could be made by 
improving the kinetics of hydrogen storage.  However, 
to achieve realistic needs, new classes of materials 
must be investigated.  Metal nitrides are a promising, 
new class of ceramic hydrogen storage materials.  For 
instance, lithium nitride has been shown to reversibly 
store over 6 wt% hydrogen and can theoretically store 
over 10 wt%. [2] Nitride materials such as this produced 
into foams with high surface area would result in high 
capacity hydrogen storage materials with rapid hydrogen 
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adsorption/desorption kinetics.  

The goal of this project was to investigate novel materials, 
i.e., nanostructured foams, to store hydrogen. The 
foam must store large amounts of hydrogen quickly and 
repeatedly and release them in a controlled manner. The 
foams were expected to adsorb and desorb hydrogen 
quickly due to the tremendous amount of surface exposed 
to the hydrogen gas.

The process developed for synthesizing metal foams 
has no parallel. There are very few methods of making 
nanomaterials in bulk form. This method not only 
produces a foam with nanometer size pores, it does so 
extremely rapidly by burning a precursor material. There 
is no obvious limit to the size or shape of the foam that 
can be created in this manner. As a rapid, large scale 
production method for making nanomaterials, there is no 
equal. Beyond storing hydrogen, this research sought to 
understand and control the foam making process such that 
it could be used for the intended application.

As described below, tremendous progress was made on 
the synthesis of nanostructured foams. A wide variety of 
precursor materials were synthesized and characterized. 
The thermodynamic properties of the precursors were 
measured and their burn behavior characterized. 
Nanostructured foams were analyzed physically and 
chemically. An in depth understanding of the pore 
structure and chemical makeup has been gained. 

Synthesis of palladium foams was demonstrated to adsorb 
hydrogen as expected. The purity of the foam limited the 
quantity of hydrogen adsorbed. One of the main goals 
of the program, synthesis of lithium based metal foams 
proved elusive. Numerous lithium precursors were made 
but all proved to be relatively inert. Attempts to make 
known hydrogen storage alloys also proved to be difficult. 
Precursor mixtures were produced to attempt to alloy 
metals. Even highly miscible metals were found in discrete 
areas when the precursor materials were intimately mixed 
and burned to form a foam. 

Modeling of the kinetics of hydrogen adsorption in 
palladium foams and powders proved to be more complex 
than originally expected. Simple Fickian diffusion was 
insufficient to explain the behavior and further studies are 
continuing. 

Scientific Approach and Accomplishments 
One of the main goals of this project is to produce novel 
ceramic nitride foams that would be capable of rapid 
uptake of hydrogen. Lithium nitride has been reported as 
a candidate storage material with high hydrogen storage 

capacity. By producing lithium nitride in foam form, 
improved sorption kinetics were anticipated due to high 
surface area, nanosized grains and pores and fast heat 
conduction. 

Numerous metal foams, some with high nitrogen content, 
have been produced including iron, cobalt, nickel, 
titanium, copper, silver, gold, platinum, palladium, and 
zirconium all produced by burning metal bi(tetrazolo)
amine (BTA) precursors. [3,4] The BTA metal complexes 
were synthesized in an aqueous solution by reaction of 
the monohydrated bi(tetrazolato)amine, or ammonium 
bi(tetrazolo)amine and a metal salt as described in detail 
elsewhere. [5,6] The metal BTA precursor is dried to a 
powder and pressed into a pellet. The pellet is placed in 
an inert atmosphere under pressure and ignited by laser 
or a heated wire. Combustion of the pellet eliminates 
non-metallic elements and produces large quantities of 
gas that expand the remaining metal elements resulting 
in a foam. Figure 1 shows a scanning electron microscopy 
(SEM) image of palladium foam, which shows prototypical 
foam like microstructure. Unfortunately, using the same 
approach for lithium was unsuccessful. LiBTA (lithium 
bi(tetrazolo)amine) was produced with the goal of 
the combustion synthesis of lithium nitride foam. This 
precursor and all of the lithium compounds synthesized to 
date, lithium bitetrazole (BT), bi(tetrazolo)amine (BTA), and 
bistetrazolylaminotetrazine (BTATz), have failed to support 
combustion, likely due to the low inherent energy content 
of such salts.  

!

Figure 1. Scanning electron microscopy image of a 
nanostructured palladium foam.

Various synthesis techniques for lithium compounds 
have been attempted, and these materials all showed 
almost no response to ignition at atmospheric or elevated 
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pressures, which was suspected to be in part because of 
chemically bound “waters of hydration”.  The materials 
were meticulously dried under vacuum; however, and yet 
no change was observed in the combustion properties, 
so it was determined that the water of hydration was 
too tightly bound, and three new synthesis routes were 
attempted, two of them non-aqueous.  Recently, however 
a new high-temperature dehydration procedure was 
produced, and the LiBTA was most certainly dehydrated, 
but still did not exhibit combustion properties sufficient for 
self-propagating combustion synthesis. 

It is believed that MgN foams and/or lithium containing 
MgN foams will also have interesting hydrogen storage 
properties.  Because of this, a MgBTA salt was produced, 
and based on Mg high affinity for nitrogen, it was expected 
that in the combustion of this material the MgN would be 
formed. Like many of the BTA salts, it was discovered that 
the MgBTA is hydrated, having approximately 1.5 H2O per 
MgBTA.  This hydrate suffers from the same combustion 
problems as the hydrate as the LiBTA, however unlike 
the LiBTA, once dehydrated burns quite well. MgBTA 
(combined with a small amount of elemental magnesium 
needed to support combustion) was pressed into pellets. 
The pellet burned well and the resulting monolith was 
studied by SEM. Figure 2 shows an SEM image of the 
resulting material. Although the material is porous, it is not 
“foam-like” as seen in the palladium foam. Surprisingly, the 
magnesium did not bond with abundant nitrogen in the 
combustion chamber as expected from thermodynamic 
calculations.

!

Figure 2. Scanning electron microscopy image of a magnesium 
foam.

LaNi5 is a well-known, well-characterized hydrogen storage 
material. Attempts to synthesize this alloy in order to 
compare the kinetics of hydrogen uptake of bulk versus 
foam material were made. Lanthanum bi(tetrazaolo)

amine was synthesized as a component for the metal 
hydride LaNi5 and was subjected to the drying procedure. 
Unexpectedly, the complex was stable after loss of all 
water, confirmed by weight loss and in differential scanning 
calorimetry. As the anhydrous complex, the La retains two 
BTA ligands and one NH4

+ counter ion. The combustion 
properties of this La(BTA)2(NH4) were much improved as 
evident by small-scale screening, but not optimal. 

Two complexes of NiBTA have been synthesized, one that 
is the NiBTA(NH3)5 complex, and one that is Ni(BTA)2(NH4)2, 
the former having no useful combustion properties, and 
the latter with poor, but usable combustion properties. It 
was discovered that the Ni(BTA)2(NH4)2, also contains two 
waters of hydration, and after dehydration, the combustion 
properties are much improved.

Appropriate mixtures of LaBTA and NiBTA were formulated 
to achieve appropriate stoichiometry of a LaNi5 hydrogen 
storage alloy. The precursors were dissolved and co-
precipitated in order to intimately mix the precursors. 
The dried powder was pressed into a pellet and burned 
following established procedures. As seen in Figure 3, a 
metal foam was generated; however, energy dispersive 
spectroscope (EDS) indicated that the normally miscible 
lanthanum and nickel had not alloyed as desired but 
formed separate regions in the foam structure.

!

Figure 3. Scanning electron microscopy image of a lanthanum 
and nickel containing foam.

Attempts to synthesize FexTiy, another hydrogen storage 
alloy, were also made. Ti(BTA)2 was synthesized and 
formulations of TiBTA/FeBTA were produced at various 
ratios to produce FexTiy foams. These formulations 
produced very low-density foam that was flaky and not a 
single monolith. Similar to the LaNi5, EDS characterization 
indicated that contrary to expectations, the iron and 
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titanium has segregated as opposed to alloying. 

Hydrogen Adsorption
The hydrogen sorption properties of palladium 
nanofoams were evaluated by heating the samples 
to a fixed temperature (isotherm) and introducing 
pressurized hydrogen (1000 mbar). Identical isotherms 
were performed on palladium foam, powder (~0.5 µm 
diameter) and sheet (~0.1 mm thick).  Figure 4 shows a 
representative isotherm at 50˚C for the foam compared 
with palladium powder. As seen in the figure, the rate of 
adsorption for both the powder and foam are quite fast; 
however, there is a significant difference in the curve 
profiles. The modeling described below is hoped to explain 
this difference. As expected the rate of hydrogen uptake in 
palladium sheet is significantly longer. 

!
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Figure 4. Hydrogen isotherm to 1000 mbar at 50˚C.

The amount of hydrogen absorbed by the nanofoam was 
found to be only about half that of powder or sheet. A 
decrease in hydrogen capacity was somewhat expected 
due to the lower purity of the palladium produced by 
the combustion process. The combustion process leaves 
residual carbon and nitrogen that could not be fully 
removed. Even after many cycles of absorption and 
desorption of hydrogen, no obvious physical degradation 
of the foam took place and no decrease in hydrogen 
storage occurred. These are extremely important practical 
aspects for a material to be reliable in service.

Despite the fact that the MgN, LaNi5 and TiFe foams did 
not alloy as expected, hydrogen adsorption studies similar 
to those above but up to higher temperatures (100 ˚C) 
and pressures (15 bar) were attempted. In all cases, no 
measurable hydrogen absorption was recorded.

Modeling
In order to numerically model the hydrogen absorption 
in palladium foams we built on our previous work 
regarding the kinetics of oxygen removal from ceria. [7] 

We developed a computer implementation of a chemical 
diffusivity model that takes into account the composition 
dependence of the diffusion coefficient and activation 
energy. 

Simulations for a variety of geometries and boundary 
conditions are being performed. To understand the 
hydrogen diffusion in palladium, we used an idealized 
model representation of the system as a collection of 
identical spherical aggregates (particles) as discussed in 
detail elsewhere [8]. 

Impact on National Missions 
U.S. energy security is an important, evolving national 
mission. This project sought to develop, understand and 
utilize a novel, advanced material system, nanostructured 
foam, for enabling renewable energy sources. The process 
yields metal foams of the lowest density and highest 
surface area known to the authors.  With the extremely 
high surface areas and flexibility in materials that can be 
accessed by this technique, a truly unique material has 
been researched. Numerous applications are suggested 
by the favorable combinations of materials properties 
offered by metal foams. The high surface area combined 
with the inherent high electrical conductivity of metals 
is attractive for electrode applications in batteries, fuel 
cells and supercapacitors. The high surface area and 
nanoporosity suggests applications in catalysis. Other areas 
of interest include high temperature insulation and energy 
absorption.

In pursuit of the research goals: A) A variety of new 
nanostructured metal foams was produced. B) Additional 
understanding of the chemistry of precursor materials 
synthesis was gained. C) A better understanding of how 
the foams are formed was gained. D) Hydrogen storage 
properties of foams were measured. E) Thermodynamic 
properties of the precursors were measured. F) Modeling 
of the kinetics of hydrogen sorption/desorption was 
performed.
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Abstract
We have investigated the feasibility of nanocomposite 
materials for detecting gamma-rays produced by 
neutron capture experiments. Several areas of nuclear 
science require the measurement of neutron capture 
rates for isotopes with short half-lives. Examples span 
the design of more proliferation-resistant reactors 
to research into the creation of matter in the early 
universe,  These measurements require detection 
systems that can handle high count rates and have 
fast recovery times. Presently available detectors 
that meet these requirements cannot be produced 
in the necessary sizes and quantities. In this project 
we have investigated embedding tiny particles of a 
scintillating material in a matrix made of low-cost 
material. Scintillation is the process by which the energy 
deposited within a material by ionizing radiation is 
converted into flashes of light.  The goal is to develop 
an inexpensive fabrication method for gamma-ray 
detectors for use in a neutron environment.  Los Alamos 
National Laboratory has recently developed techniques 
to produce LaF3:Ce nanoparticles.  Our project furthered 
this approach to synthesize nanoparticles of CeF3. We 
have successfully fabricated cerium fluoride (CeF3) 
nanoparticles and dispersed them in both hydrogen-
containing and non-hydrogenous liquid matrices. 
Additionally, their optical, physical and nuclear 
properties were characterized.  These include the 
optical transmission, radio- and photo-luminescence, 
nanoparticle crystallinity and size, and detector energy 
resolution, pulse width, scintillation decay constant, 
and neutron sensitivity. The performance of prototype 
detectors used to measure gamma responses in high 
neutron-flux environments is also reported.

Background and Research Objectives
At experiments such as n-TOF (the Neutron Time-Of-
Flight Facility at CERN) and DANCE (the Detector for 
Advanced Neutron Capture Experiments at Los Alamos 

National Laboratory), neutron capture cross-sections 
are measured using the time-of-flight method. In 
the time-of-flight method, neutrons are captured on 
a target. This results in an excited target nuclei that 
emits gamma rays when they de-excite. In the de-
excitation process, multiple gamma rays are emitted. 
Although many combinations of gamma-ray energies 
are possible, the total de-excitation energy, or Q-value, 
is fixed for a given isotope. Time-of-flight experiments 
work by detecting these gamma-rays and using them 
to identify neutron capture events. Once a neutron 
capture event has been identified, the neutron time-
of-flight can be determined.  This can subsequently 
be used to calculate the neutron energy. Detection of 
all of the neutron capture gamma-rays is essential to 
accurately measure the Q-value. Thus, modern neutron 
capture experiments use spherical arrays of detectors, 
such as that shown in the diagram of DANCE in Figure 
1.  The importance of detecting all the neutron capture 
gamma-rays also means that the detectors must have 
high gamma-ray efficiency and a fast signal decay 
time. In addition, the detectors must have low neutron 
sensitivity, since neutron capture events in the detector 
will cause errors in measuring the Q-value. The current 
standard detectors for neutron capture experiments 
are barium fluoride (BaF2) scintillators. BaF2 has a low 
neutron sensitivity and a high gamma-ray efficiency. 
Unfortunately, it also has a two-component signal with 
a fast decay time of 0.3 nanoseconds (one billionth of a 
second) and a slow decay time of 630 ns. The long signal 
decay time of the slow component, which contains 80% 
of the scintillation energy, limits BaF2 detector arrays to 
measuring the cross-sections of isotopes with half-lives 
greater than a few hundred days. Shorter-lived isotopes 
produce a high event rate in the detectors, the result 
of two phenomena. First, radiation produced by the 
rapidly decaying sample itself is detected. Second, in 
the process of producing the high neutron flux needed 
to measure the cross-section of a short-lived isotope, a 
large number of gamma-rays are also generated. These 
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gamma-rays, called the gamma flash, arrive at the target 
before the neutrons, since they travel at the speed of light. 
They also deposit energy into the detector via Compton 
scattering. The gamma flash saturates the detectors and 
causes pile-up in the data acquisition system. This limits 
the detection of neutron capture gamma-rays. Also, until 
the detectors have recovered from the gamma flash, it 
is impossible to definitively identify a neutron capture 
gamma-ray.

detectors

target

neutrons

-rays

Figure 1. Schematic setup of the DANCE detector.

Cerium fluoride (CeF3) is a possible substitute for BaF2. CeF3 
has low neutron sensitivity and high gamma-ray sensitivity. 
Like BaF2, CeF3 has a two-component decay; however, the 
decay times of its two components are 3 ns and 27 ns. The 
shorter decay time of its long component, compared with 
BaF2, allows a CeF3 detector to recover more quickly from 
the gamma flash. CeF3 was first identified as a scintillator 
in 1989, but crystals are not currently produced in large 
enough sizes or quantities to make a spherical detector 
array. However, the faster decay time of CeF3 makes it 
suitable for neutron capture cross-section measurements. 
Thus we chose it as a good candidate for a nanocomposite 
scintillator replacement for BaF2. Nanocomposite 
scintillators consist of nanoscale (< 10 nm diameter) 
particles of a scintillator suspended in a matrix material. 
[3] Due to their size being much less than the wavelength 
of light, nanoparticles should scatter light more efficiently 
in the “forward” direction the direction of travel of the 
incoming ray). This results in a longer optical scattering 
length and greater optical transparency.

Scientific Approach and Accomplishments
The work will be summarized in terms of the parallel 
effort of materials fabrication, materials characterization, 
gamma-ray response, and performance in beam physics 
experiments:

Materials Fabrication
The CeF3 nanoparticles are fabricated by combining 
sodium fluoride (NaF) and cerium nitrate (Ce(NO3)3) in a 
heated mixture of water and ethanol. This results in the 
reaction, 3NaF + Ce(NO3)3 goes to CeF3 + 3NaNO3 This 
reaction occurs spontaneously, and if it is allowed to 
proceed unabated, the CeF3 molecules assemble in their 
most stable state, a crystalline precipitate. We ensure 
that the crystals remain nanoscale by stirring the mixture 
constantly to inhibit agglomeration and through the 
addition of a capping agent, which attaches to on the CeF3 
nanocrystals to retard their growth into the precipitate. 
Following the reaction, the nanoparticles are washed to 
remove the solvents and the excess capping agent. For 
characterization purposes, the nanoparticles are dispersed 
in solution. The solution typically used is a liquid scintillator 
consisting of toluene and two wavelength-shifting dyes at 
approximately 1.0 % and 0.1 % weight concentrations. 

Materials Characterization
The response of the CeF3/liquid scintillator solutions 
to optical and x-ray excitation is characterized using 
photoluminescence (PL) and radioluminescence (RL) 
spectroscopy, respectively. The RL spectrum of a CeF3/
liquid scintillator solution, compared with the spectrum 
of liquid scintillator alone, is identical except for an 
increase in overall intensity that can be attributed to an 
increase in the x-ray energy deposition into the sample. 
This is an atomic property that rapidly increases with 
increasing atomic number (Z); for example, for every 
x-ray that deposits its energy on a carbon atom, more 
than five hundred will deposit their energy on a Ce atom.  
Thus, even a 1% addition of CeF3 will cause a measurable 
increase in the RL intensity.

Since a transparent nanocomposite requires a sufficiently 
small nanoparticle for Rayleigh scattering to dominate, 
the size of the CeF3 nanoparticles is an important 
parameter. We used a number of optical and structural 
characterization techniques to determine the particle 
size, including transmission electron microscopy (TEM), 
x-ray diffraction (XRD), light scattering measurements, 
and measurement of the ultraviolet and visible light 
transmission. These techniques are complementary, 
providing slightly different information about the 
particle structure and size. For example, XRD provides a 
measurement of the average nanoparticle size, while TEM 
allows us to view individual nanoparticles. In TEM, a beam 
of electrons from an emission source passes through a 
sample. The transmitted electrons are collected, forming 
an image of the sample from which the particle sizes can 
be measured. A TEM image is shown in Figure 2. The left 
side of the figure shows a number of CeF3 nanoparticles, 
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all with diameters of about 10 nm. The poor contrast of 
this image is typical of TEM of high-Z nanoparticles. The 
right side of the figure shows a single CeF3 nanoparticle at 
higher magnification. The diagonal lines running across the 
nanoparticle are the planes of atoms, whose spacing and 
orientation depend on the crystal structure. The ability to 
distinguish the crystalline planes enables us to verify that 
this is a single crystal, rather than an agglomerate. 

Figure 2. TEM results on nano-particles.

In XRD, a beam of monoenergetic x-rays is diffracted by the 
atoms of a crystalline sample. This produces constructive 
and destructive interference. Since the x-rays are diffracted 
by multiple planes of atoms, the net effect is destructive 
interference except at scattering angles that are integer 
multiples of L/d, where L is the x-ray wavelength and d is 
the distance between crystal planes. A x-ray diffractogram 
is a plot of the scattering intensity as a function of the 
scattering angle. It shows a peak when the scattering 
condition for constructive interference, or Bragg condition, 
is satisfied. The locations and relative intensities of the 
observed diffractogram for the CeF3 nanoparticles match 
very well with the known crystal structure. However, the 
width of the diffractogram peaks is much broader for the 
nanoparticles. This effect can be analyzed to provide an 
estimate for the particle size, assuming that all particles 
are identical spheres.  This Debye-Scherrer analysis yields 
an estimated particle diameter of less than 10 nm, in 
excellent agreement with the TEM results.

Gamma-ray response
In order to characterize the radiation response of the CeF3 
nanoparticles, small volumes were subjected to radiation 
from a 137Cs sealed source.  A typical spectrum for a 
solution containing 20% CeF3 nanoparticles suspended in 
liquid scintillator is shown in Figure 3.  The spectrum shows 
features typical of two types of gamma-ray interactions, 
a Compton continuum below 477 keV resulting from 
Compton scattering by both the liquid scintillator and 
the CeF3 and a photopeak at 662 keV resulting from the 
photoelectric effect on CeF3.  Since the cross-section of 
the photoelectric effect goes roughly like Z4.5, the low-Z 
liquid scintillator was not expected to display a significant 
photopeak, and indeed, liquid scintillator-only detectors 
of this volume showed only a Compton continuum.  We 

rely on detecting the full energy of each neutron capture 
gamma-ray to identify a neutron capture event. Thus the 
photopeak, which results from the deposition of a gamma-
ray’s entire energy, is a necessary characteristic for a useful 
detector.

Figure 3. A typical spectrum for a solution containing 20% CeF3 
nanoparticles suspended in liquid scintillator.

Performance in beam experiments
Several weeks of beam time has been allocated at the Los 
Alamos Neutron Science Center (LANSCE), over the course 
of two years, for testing of prototype nanocomposite 
gamma-detectors. In the first test, two 70 mL CeF3/liquid 
scintillator detectors were placed near the neutron beam 
at LANSCE. We characterized their response to neutrons 
and neutron capture gamma-rays. The detectors were 
placed on either side of the neutron beam, with a target 
suspended between them in the center of the beam. 
Tantalum, carbon, cobalt, and gold targets were used. All 
of these materials have well-characterized neutron capture 
cross sections. In addition, carbon has a very low neutron 
capture cross-section and a high neutron scattering 
cross-section, so it provided a good measurement of 
the background. A BaF2 detector module from DANCE 
was also placed near the beam, in order to compare its 
response with that of the CeF3 detectors. The responses of 
a CeF3 detector and the BaF2 detector, as compared with 
the neutron capture cross-section for tantalum from the 
Evaluated Nuclear Data File (ENDF) database, are shown 
in Figure 4. The neutron capture resonances for energies 
below 40 eV are identifiable in both the CeF3 and the BaF2 
responses. However, no signal is seen in the BaF2 detector 
from neutrons with energies higher than 40 eV. This is 
the result of the long signal decay time of BaF2 during the 
arrival of higher-energy neutrons. As explained previously 
the detector is still recovering from the gamma flash. In 
the response from the CeF3 detector, on the other hand, it 
is possible to discern several neutron capture resonances 
well above 40 eV. 
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Figure 4. The responses of a CeF3 detector and the BaF2 detector, 
as compared with the neutron capture cross-section for tantalum 
from the Evaluated Nuclear Data File (ENDF) database.

However these data also indicate a problem with this 
first CeF3 nanocomposite prototype detector.  Detector 
response past 400 eV cannot be due to neutron capture 
events. Theory must be due to neutron interaction within 
the detector. These come about because there is efficient 
energy transfer between neutrons and the hydrogen 
atoms within the liquid scintillator matrix. The primary 
component used to formulate a liquid scintillator is an 
aromatic hydrocarbon, such as toluene. The scintillation 
properties of aromatic compounds arise from electronic 
excitations between their pi-orbitals. It is the subsequent 
de-excitation to the ground state that leads to the 
observation of scintillation. It is possible to synthesize 
a liquid scintillator using aromatic organic compounds 
whose hydrogen molecules have been replaced by higher-Z 
atoms, such as fluorine. This will significantly inhibit 
the proton recoil mechanism, ideally making the matrix 
material neutron insensitive to much higher neutron 
energies, while still scintillating in response to gamma-rays. 

Impact on National Missions
Measurement of the neutron capture cross-sections of a 
number of short-lived isotopes is needed to advance both 
pure and applied scientific research. Neutron capture 
data support the calculation of criticality and waste 
production estimates for important DOE programs such as 
the Advanced Fuel Cycle Initiative and the analysis of data 
from nuclear weapons tests. But of more fundamental 
significance, they also impact our understanding of 

nucleosynthesis, the process by which matter was created 
in the early universe. Currently, measurement of these 
cross-sections requires a scintillation detector with a 
faster signal decay time than currently in use. Crystals of 
faster detector materials are not available in sufficient 
sizes and quantities to supply these large-scale accelerator 
experiments. 

Our development of nanocomposite detectors directly 
addressed this research need. A tangible outcome of 
this research will be to refine the design criteria for the 
DANCE II detector. If the CeF3/fluorinated scintillator 
shows the expected performance, this would have far-
reaching effects for all neutron capture cross-section 
measurements.

Perhaps less tangible but also worth mentioning is that 
this project allowed for the continued refinement of 
fluoride nanoparticles synthesis and characterization. This 
has already lead to another PD opportunity with ISR to 
develop 6LiF nanocomposite fibers for neutron detection.  
Success with this pilot project would directly address the 
replacement of 3He neutron detectors and thus grow into a 
full proposal to NA-22.
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Introduction
Semiconductor nanocrystals (NCs) are promising 
materials for the realization of low-cost, high-efficiency 
photovoltaics (PV) [1]. They can be synthesized and 
processed via solution-based techniques readily 
applicable to the fabrication of large-area devices 
including solar cells. NCs also exhibit a number of unique 
physical properties that can benefit PV applications. For 
example, the NC-size-controlled energy gap can be used 
to tailor the absorption spectrum for the best match 
to the solar radiation spectrum. Further, one can boost 
power conversion efficiency via NC-specific processes 
such as generation of multiple charges by single photons 
(carrier multiplication) [2] and/or hot-electron extraction 
in the presence of a “phonon bottleneck” in intraband 
relaxation. The first practical step toward utilization of 
the unique properties of NCs in the PV technologies 
could be through their integration into traditional 
semiconductor thin-film devices. The goal of this project 
was the development of a new type of hybrid solar 
cells that combine colloidal NCs and semiconductor 
charge-extraction layers. In our initial proof-of-principle 
studies, we focused on devices comprising CdSe NCs 
and amorphous silicon (a-Si). We showed that in these 
structures, NCs and silicon are electronically coupled, 
and the regime of this coupling can be tuned by altering 
the alignment of NC states with regard to silicon band 
edges. We also demonstrated that in these devices, 
a photoresponse is exclusively due to the NCs. As the 
next step, we extended our work to NCs of narrow-gap, 
infrared-active PbS. In these next-generation structures, 
both the NCs and silicon contribute to photocurrent, 
which results in the PV response extending from the 
visible to the near infrared [3]. The work conducted 
in this project demonstrates the feasibility of hybrid 
PV devices that combine advantages of mature silicon 
fabrication technologies with the unique electronic 
properties of semiconductor NCs.

Background and Research Objectives
A significant challenge in practical applications of NCs in 
devices such as PV cells and light-emitting diodes (LEDs) 
is the development of methods for efficient charge 
extraction/injection and carrier transport. Most of the 
reported NC-based PV cells and LEDs utilize blends or 
multilayers of organic molecules (often conducting 
polymers) and NCs, wherein charge carriers are 
delivered to or from the electrodes through percolated 
networks formed by the NCs and the organic molecules 
[4,5]. Such structures, however, suffer from low carrier 
mobilities and poor environmental and photo-stability, 
primarily because of the involvement of the organic 
component. To mitigate these problems, in our earlier 
work [6] we applied a hybrid LED architecture, in which 
colloidal NCs were encapsulated in a p-n junction 
formed by inorganic GaN injection layers. This strategy 
took advantage of well-established GaN thin-film 
growth techniques and allowed for efficient injection 
of electrical charges into NCs with the added benefit of 
greatly improved stability of the devices. 

In this project, we explore a similar strategy – integration 
of NCs into traditional thin-film structures – but in 
application to PV devices. At present, the PV market is 
dominated by crystalline silicon (c-Si) cells. However, 
cost considerations have lead to rapid expansion of 
the PV market segment utilizing amorphous silicon. In 
addition to reduced fabrication cost, a-Si provides the 
advantage of increased light absorptivity, which allows 
one to reduce the thickness of a solar cell, and hence 
material consumption, and the device weight. The 
efficiencies of a-Si solar cells are still lower than those of 
devices made of c-Si (~9% versus ~25%). 

The purpose of this project was to develop practical 
approaches for improving the performance of a-Si 
devices via infrared sensitization with narrow-gap 
colloidal NCs. Specific goals of our work were the 
demonstration of successful incorporation of the NCs 
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into thin-film a-Si solar cells as well as understanding 
of electronic interactions at the NC/a-SI interfaces. We 
expected that Inclusion of the NCs would enhance the 
performance of a-Si PV structures through added flexibility 
in tailoring the device absorption spectrum, application of 
tandem architectures, and perhaps, increased conversion 
efficiency in the ultraviolet through carrier multiplication 
[2,7]. 

Scientific Approach and Accomplishments

Device fabrication
In this project, we studied devices comprising either 
wide-gap CdSe NCs or narrow-gap PbS NCs. CdSe 
NCs capped with trioctylphosphine oxide (TOPO) and 
trioctylphosphine (TOP) were fabricated using a modified 
procedure developed by Murray et al. [8] while PbS NCs 
were synthesized according to a modified literature route 
[9].The NCs were spin-coated onto indium tin oxide  (ITO) 
electrodes. Amorphous Si films were grown at room 
temperature in a vacuum chamber using either electron-
beam (e-beam) evaporation or radio-frequency (rf) 
magnetron sputtering. For the first method, the growth 
rate was ~0.1 nm per second with a chamber background 
pressure of 1x10-6 Torr. The film thickness was monitored 
by a quartz crystal monitor and then verified by a cross-
sectional analysis using transmission electron microscopy 
(TEM). The stray electrons from the source beam were 
shielded by an aluminum foil to prevent potential damage 
to the NCs. For magnetron sputtering, argon was used as a 
carrier gas (4.5 mTorr pressure and 20 sccm flow rate). The 
sputtering power was 250 W, which provided a growth rate 
of 0.08 nm per second. To complete the device, aluminum 
electrodes were evaporated through a shadow mask giving 
a contact active area of 1 - 3 mm2. 

Control of PV performance by the quantum-size effect in 
CdSe NC/a-Si devices
A PV structure made of a-Si and CdSe NCs is schematically 
depicted in Figure 1a. It comprises a layer (90 to 150 
nm thickness) of pyridine-capped CdSe NCs sandwiched 
between ITO and a-Si layers (see the TEM image in Figure 
1b). Both e-beam evaporation and rf magnetron sputtering 
allow deposition of a-Si on top of NCs without adversely 
affecting their physical properties. Direct deposition of Si 
onto the NC layer was essential for obtaining electronic 
coupling at the Si/NC interface. Test structures fabricated 
by an alternative procedure - spin-coating NCs onto pre-
fabricated Si films - did not show any photocurrent. 

The higher-resolution TEM images in Figures 1c and 
1d show resolvable lattice fringes of CdSe NCs, which 
indicates that the NC integrity is preserved during silicon 

film growth. The latter is also confirmed by spectroscopic 
studies. Specifically, optical absorption measurements 
show that the lowest-energy, 1S absorption feature of the 
NCs is preserved in the final device structure (compare 
Figures 1e and 1f). Further, NC photoluminescence (not 
shown), although quenched, is still observable following 
silicon deposition. 

Figure 1. Hybrid a-Si/NC PV structures: TEM and spectroscopic 
characterization. (a) Schematic of the PV device. (b) A cross-
sectional TEM image of the PV structure. (c) and (d) High-
resolution TEM images of the ITO/NC and the NC/a-Si interfaces, 
respectively. (e) The absorption spectra (in terms of optical 
density, OD) of the NC and a-Si films separately deposited on 
glass slides. (f) The absorption spectrum of the hybrid a-Si/NC 
structure.

To understand the performance of the fabricated devices, 
one needs to take into consideration the alignment of 
CdSe NC electronic states with respect to those of a-Si. In 
Figure 2a, we show the energies of the conduction and 
the valence band edges (denoted CB and VB, respectively) 
of a-Si together with NC-size-dependent positions of the 
lowest-energy electron (1Se) and hole (1Sh) levels plotted 
as a function of NC energy gap, Eg. In the case of a CdSe-
NC/Si interface the tunability range provided by the 
quantum-size effect is sufficient to shift the 1Se level from 
below to above the a-Si conduction-band edge (Figure 
2a). The latter should dramatically modify the regime of 
electronic interactions at the NC/Si interface if NCs and Si 
are in direct electrical contact. Specifically, NCs of larger 
sizes with Eg below Eg,c = 2.3 eV should act as acceptors of 
electrons from the conduction band of Si, while smaller 
NCs (Eg > Eg,c) should efficiently inject photogenerated 
electrons into Si (Figure 2a). 

To study electronic interactions at NC/Si interface, we 
analyze the PV response of devices fabricated using NCs 
of two different sizes (energy gaps 2.5 and 2.1 eV) that 
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according to the diagram in Figure 2a correspond to two 
different injection regimes. Since these structures are 
composed of thin layers of undoped materials, we expect 
that their operation is similar to that of, for example, thin-
film polymer PV cells and can be described by the metal-
insulator-metal (MIM) model. If such devices are under the 
short-circuit condition, the Fermi levels in the electrode 
materials come to equilibrium, which results in the buildup 
of an internal electric field, E. In the case of ITO and Al, 
this field provides a driving force that directs electrons 
toward the Al electrode, while holes are directed to the 
ITO contact as illustrated in Figure 2b. Under the open-
circuit condition, a difference in electrode’s work functions 
defines an output voltage (Voc).

Figure 2. The effect of NC size on the PV performance of a-Si/
NC structures. (a)  The size-dependent energies of the NC 1S 
electron and hole levels (blue lines) plotted as a function of the 
NC energy gap in comparison to the band-edge positions of 
a-Si (grey lines); all energies are measured versus vacuum. Eg,c 
is the critical NC gap; sufficiently small NCs with Eg > Eg,c can 
inject a photoexcited electron into a-Si. (b)  Schematics of energy 
structures in a PV device operating under short-circuit conditions; 
the horizontal arrow shows the direction of the internal electric 
field, E. (c)  The EQE spectrum (solid red line) of the PV device 
fabricated using NCs with energy gap of 2.5 eV in comparison to 
the NC absorption spectrum measured in terms of percentage 
of absorbed photons (dashed black line). Inset: The spectral 
dependence of the photocurrent (solid red line) and the dark 
current (black circles). (d) Comparison of PV performance (in 
terms of EQE on a log scale) of the devices fabricated using NCs 
with energy gaps of 2.5 eV (solid red line) and 2.1 eV (dashed 
black line).

Given the alignment of the valence-band states at the Si/
NC interface and the direction of the internal field, the PV 
response of the fabricated structures should be exclusively 
due to the NCs, because holes generated in silicon are 
blocked from the ITO contact by a large potential barrier.  
On the other hand, holes generated in the NCs can be 
efficiently collected by the ITO electrode for all NC sizes. 
The situation, however, is different for photogenerated 
electrons. For larger NCs, in which the 1Se level is below 
the a-Si conduction-band edge, the electrons are blocked 
from the Al electrode by a potential barrier. On the other 
hand, NCs of sufficiently small size with Eg > Eg,c can inject 
electrons into Si, which should result in a photocurrent. 

Experimental data indeed indicate a strong dependence 
of a photoresponse of the fabricated structures on NC 
size. For the device that comprises NCs with Eg = 2.5 eV, 
the spectrum of external quantum efficiency (EQE – the 
number of electrons extracted from a device per single 
incident photon) mimics the NC absorption spectrum 
(Figure 2c; compare solid red and dashed black lines). The 
leakage current measured under “dark” conditions is very 
small, on the order of 1 picoamp per mm2 (inset in Figure 
2c), as expected for these structures made of undoped 
materials. The EQE values are greatly reduced in the device 
made of the NCs with Eg = 2.1 eV (compare dashed black 
and solid red lines in Figure 2d), because for this NC size, 
the 1Se level is below the a-Si conduction band edge, which 
inhibits electron injection into the silicon layer. These 
results indicate the possibility of obtaining good electronic 
coupling between NCs and Si, and also demonstrate our 
ability to control the charge flow at the NC/Si interface 
through the quantum-size effect.

Demonstration of an enhanced infrared PV response in 
PbS NC/a-Si devices
In the structures comprising CdSe NCs, the PV response is 
entirely due to the NCs, while photons absorbed in the a-Si 
film do not contribute to photocurrent. One might expect 
that the overall PV performance can be improved using 
structures, in which PV response is due to charge carriers 
generated in both the NCs and the a-Si layer. To realize 
this type of performance, we combine a-Si deposited 
via rf-magnetron sputtering with infrared absorbing PbS 
NCs. According to the diagram in Figure 3a, electrons 
photogenerated in PbS NCs can be transferred into 
amorphous silicon and then collected at the Al electrode. 
Further, the alignment of the valence-band states at the 
PbS NC/a-Si interface favors hole transfer from silicon into 
NCs followed by collection at the ITO electrode. Thus, this 
structure is expected to show photocurrent due to both 
a-Si and the NCs. 
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The PbS NC-based devices show PV performance, which 
is considerably improved compared to that of structures 
comprising CdSe NCs. One factor contributing to this 
improvement is increased spectral coverage.  Specifically, 
the use of narrow-gap NCs allows us to extend the device 
operational range into the infrared region, and thus, 
efficiently harvest low-energy photons. For example, for the 
structure in Figure 3a, the 1100 nm photons are converted 
into electrical charges with EQE of ~7% (Figure 3b). Further, 
these devices also show high quantum efficiencies in the 
visible (EQE is up to ~50% in the green-blue region of the 
optical spectrum), which is a result of both a steep increase 
in absorbtivity of PbS NCs at shorter wavelengths and 
increasing contribution from carriers generated in the a-Si 
layer (Figure 3b; the main panel and the inset). 

Figure 3. Hybrid a-Si/PbS NC PV structures: Schematics and 
characterization of PV performance. (a) An approximate diagram 
of energy states (shown vs. vacuum) in a PbS NC/a-Si device 
under the open circuit condition; filling of defect states at the 
NC/a-Si interface may lead to band bending (not shown) due 
to formation of a Schottky junction. (b) Comparison of the EQE 
spectrum of the hybrid PV structure comprising PbS NCs (solid 

red line) with the absorption spectrum of the NCs (dashed 
blue line); the NC lowest absorption peak is at 1100 nm. Inset: 
Comparison of the normalized EQE spectra of the hybrid a-Si/NC 
device (solid red line) and the all-NC PV structure made without 
the a-Si layer (dashed black line).  (c) The I-V characteristic of the 
devices comprising PbS NCs and a-Si (layer thicknesses are 200 
nm and 50 nm, respectively) in dark (dashed gray line) and under 
illumination (solid red line).

To further characterize our PbS-NC based devices, we 
study their I-V characteristics in dark (dashed gray line in 
Figure 3c) and under white light illumination (unfiltered 
light from a xenon lamp) at 36.5 mW cm-2 (solid red line in 
Figure 3c). These measurements indicate the open circuit 
voltage of 0.2 eV, the short-circuit current (Isc) of 4.13 mA 
cm-2, and the fill factor of 0.39, which corresponds to a 
power conversion efficiency of 0.9%. 

Impact on National Missions
In this project, we have demonstrated functional PV 
structures that combine colloidal NCs with amorphous 
silicon. The PV response of these devices can be controlled 
by varying energies of electronics states in NCs by either 
changing the NC size or the composition. As expected 
based on energy offsets at the a-Si/NC interface, the 
structures comprising nanoparticles of CdSe show a 
PV response, which is exclusively due to the NC device 
component. Further, by changing the NC size, we can 
control the efficiency of charge transfer across the a-Si/
NC interface, and hence, the generated photocurrent. By 
replacing CdSe NCs with infrared active NCs of PbS, we 
obtain a photoresponse that has contributions from both 
NCs and a-Si, again in agreement with the alignment of 
energy states at the a-Si/PbS NC interface. The PbS NC-
based devices show a strong PV response extended into 
the near infrared with EQEs of ~7% at 1100 nm and up 
to ~50% in the visible. These results represent the first 
successful demonstration of near-infrared sensitization of 
a-Si solar cells, which points toward a practical approach 
for solving the important problem of low infrared 
absorbtivity of thin-film silicon PV. An encouraging practical 
aspect of this work is that magnetron sputtering, which is 
a common industrial fabrication technique, is apparently 
compatible with colloidal NCs, which should facilitate 
practical applications of these newly developed hybrid PV 
devices.  

The work conducted in this project is relevant to LANL and 
DOE interests in both world-class fundamental science 
and strategic applications. Successful implementation of 
new strategies  to “hybrid” PV developed in the project 
will yield solar-energy-conversion technologies relevant 
to DOE and LANL missions in Energy Security. At the 2005 
DOE workshop on Basic Research Needs for Solar Energy 
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Utilization, it was recognized that while solar PV is an 
important clean energy source, the practical large-scale 
applications of solar cells would require new concepts 
and novel materials for solar energy conversion. A novel 
concept of hybrid NC/a-Si PV explored in this project can 
potentially lead to such breakthrough technologies that 
combine low fabrication costs with high power conversion 
efficiencies. 

The work conducted in this project has been also 
important in the area of program development. Our results 
on NC-size-control of PV performance of hybrid solar cells 
were included in the successful LANL Energy Frontier 
Research Center (EFRC) proposal, where they were used 
to illustrate a large potential of nanoscale semiconductors 
in practical PV technologies. This project has also lead 
to the development of a new LANL capability in the area 
of new types of hybrid solar cells that combine colloidal 
nanoparticles with traditional thin film semiconductors. 
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Abstract
We have developed and improved extremely sensitive 
cryogenic detectors for X-ray, gamma-ray, and alpha-
particle spectrometry. In each case the unsurpassed 
energy resolution of microcalorimeter detectors 
reveals previously invisible spectral features of nuclear 
materials. These dramatic improvements in detector 
performance, material identification, and quantitative 
analysis are applicable to problems in international 
nuclear safeguards, treaty verification, and nuclear 
forensics. Our research focus on cryogenic detector 
innovation and novel applications has lead to several 
results, including:

Increased gamma ray energy range• —detector, 
fabrication, and materials improvements have 
doubled the energy range without decrease in 
resolution or speed.

High-resolution alpha spectrometry• —First 
demonstration of alpha particle energy 
spectrometry with a cryogenic detector suitable for 
plutonium isotopic analysis.

Mixed actinide analysis• —First analysis of an 
actinide mixture fully resolving crucial nuclear-
forensics peaks.

Advanced Monte-Carlo simulation• —Demonstration 
of both spectral fidelity and correct absolute 
efficiency.

Significant work will be required to fully understand the 
ultimate performance limits, these results have allowed 
lead to two follow-on projects directed toward advanced 
instrumentation (DOE) and nuclear forensics (DHS).

Background and Research Objectives
Over the past decade, cryogenic photon detectors 
based on superconducting devices have emerged as 
cutting-edge tools for science and security applications. 

The fundamental advantage of cryogenic sensors to 
detect X-rays and gammas is ultra-low noise due to low 
operating temperature, typically 0.1 to 10 K, which can 
be used for extremely high-precision measurement 
of particle energy, interaction time, or incident power 
[1,2]. Early on, progress in scientific applications 
preceded and outpaced that for security applications, 
with emphasis on astrophysics, cosmology, dark matter 
search, neutrino mass measurement, biopolymer mass 
spectrometry, quantum information, and X-ray materials 
analysis (especially on the nanoscale). This broad range 
of scientific problems spurred intense creativity in 
the field and the invention of several new classes of 
cryogenic devices, including superconducting nanowire 
single photon detectors, kinetic inductance bolometers, 
micro-serpentine time-of-flight particle (ion) detectors, 
nonequilibrium phonon sensors, and the voltage-
biased transition-edge sensor (TES). Fundamentally, 
a TES is a very precise thermometer operated on the 
superconducting-to-normal transition (the edge). Imaging 
arrays of TES bolometers are now in use world wide for 
astronomy and TES calorimeters are under development 
for X-ray space telescopes. The microfabrication of arrays, 
implementation of specialized array-readout circuitry and 
advanced cryogenic systems were essential for progress, 
establishing the technological basis for the field.

Roughly speaking, these science instruments can 
be categorized as event detectors, spectrometers, 
imaging arrays, or combinations, such as spectral 
imagers for X-ray astrophysics with high spatial and 
spectral resolution. Frequently, cryogenic detectors 
are at the back end of an experiment or sophisticated 
instrument: cameras, telescopes, dispersive (grating) 
spectrometers, spectral filters, polarizers, antennae, 
feed horns, electron microscopes, mass spectrometers, 
fiber-optic communication networks, accelerator beam 
lines, or (perhaps) more complex “filters” (Fourier-
transform spectrometers, Hadamard masks, coded 
apertures, spatial phase modulators). Given the possible 
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instrument configurations and signatures, it is reasonable 
to anticipate a broad range of national and international 
security applications of ultrasensitive cryogenic detectors. 
As with the science applications, the advantages of ultra-
low noise, high-confidence of detection, and measurement 
precision must be compared to the performance features, 
lower cost, and user-community acceptance of conventional 
technology, e.g. CCD cameras, microchannel plates for ion 
detection, and high-purity germanium (HPGe) gamma-ray 
spectrometers. Strong contenders for security applications 
where the benefits of cryogenic detectors are likely to 
outweigh the associated costs and difficulties have been 
identified, including fiber quantum cryptographic key 
distribution, detection and imaging of concealed weapons 
or explosives, and nuclear materials analysis.

So far, the principal goal of nuclear materials analysis 
research with cryogenic detectors has been obtaining 
high-resolution energy spectra resolving peak overlaps 
that cannot be resolved using conventional detectors. 
Important materials to characterize include the actinides, 
their decay daughters, fission products, neutron activation 
products, and mixtures of these. In particular, plutonium 
is the canonical example of a material with a complex 
spectrum of many overlapping X- and gamma-ray peaks 
(Figure 1); resolving and analyzing these peaks is a major 
motivation in this small research field. By themselves, high-
resolution spectra can allow peak identification by eye, and 
in some cases definitively distinguish between constituent 
radioactive materials (Figure 2). Such spectra also have the 
potential for a major improvement in quantitative analysis 
of material composition, i.e. elemental and isotopic ratios 
with significantly reduced uncertainties. Experimental work 
has focused on ionizing radiation (photons, neutrons, alpha 
particles) emitted as a consequence of spontaneous nuclear 
decay; the peaks in the energy spectra for these particles 
correspond to characteristic nuclear or atomic transitions. 
In all schemes considered to date, the ultra-low noise at 
low temperature allows the detector to measure the energy 
of individual particles of radiation with high precision, in 
turn allowing us to obtain high-resolution spectra. Modern 
cryogenic sensors for nuclear materials analysis were 
initially advocated for gamma-ray spectroscopy. Successful 
demonstration of ultra-high energy resolution required 
development of the compound TES microcalorimeter. 
Subsequent sensor design improvements lead to the 
first published spectra clearly resolving the complex 
X-gamma overlap region of plutonium (~100 keV) [3]. 
New applications such as neutron spectroscopy, the non-
destructive assay (NDA) of spent nuclear fuel [4,5], and 
nuclear forensic alpha spectrometry [6] have emerged 
only recently. Multiplexed microcalorimeter gamma-ray 
detector arrays (Figure 3) are now in use, and have revealed 

unprecedented spectral detail of special nuclear material 
(SNM). As shown in Figure 2, a TES-microcalorimeter 
gamma-ray array has been used to discriminate between 
the primary signature peak of highly enriched uranium and 
the ubiquitous background isotope Ra-226 found in many 
common materials. The overlap between these peaks in 
conventional spectra is the most common source of false 
alarms for operational nuclear detection programs in The 
basic research objective of this project was to develop 
TES microcalorimeter detectors for X-ray, gamma-ray, 
and alpha-particle energy spectrometry. Prior to the start 
of this project, preliminary results indicated that TES 
microcalorimeters could produce high-resolution X- and 
gamma-ray spectra for energies up to ~100 keV, but these 
early devices had significant limitations, e.g. unacceptably 
high membrane stress, excess noise, need for an external 
magnetic field to increase dynamic range, and gain 
instabilities. High precision measurement of alpha particle 
energy with modern superconducting devices for actinide 
analysis had never been attempted, and it was unclear if 
the chemical methods for alpha sample preparation would 
provide actinide samples of sufficient quality to exploit the 
theoretical detector resolution. Furthermore, advanced 
Monte-Carlo simulation of particle-by-particle transport 
had not been fully applied to problems in cryogenic 
detector development. Specific goals of this project 
included addressing each of these issues. We have been 
successful at achieving these objectives. transportation, 
commerce, and border-crossings.
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Figure 1. X- and gamma ray spectrum of Pu taken using 14 of the 
66 pixels on the chip shown in Figure 3. (A) Wide region spectrum 
showing dynamic range of ~200 keV; logarithmic vertical axis. (B) 
Direct comparison HPGe (red) and microcalorimeter spectra in the 96 
to 105 keV region; logarithmic vertical axis. In the microcalorimeter 
spectrum, X-rays of Np, U, and Pu are easily identified and isotope 
specific gamma rays of Pu-238, -239, & -240 are resolved. (C) Zoom 
view on linear scale of Pu-Kα1 and Pu-240 gamma ray with Sn X-ray 
escape peak in between. This Pu-240 gamma ray is crucial to isotopic 
analysis. (D) Zoom view near 160 keV, showing three Pu gamma rays. 
(E) Histogram of FWHM energy resolution, with most pixels ~75 ev.
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Figure 2. Microcalorimeter array spectrum (black) clearly 
resolving the primary signature peak of highly enriched uranium 
from the common background material Ra-226. HPGe (red) 
cannot do this.

!
Figure 3. Progression of gamma-ray detector array size. CCW 
from top left: single pixel prototype (2005), 16-pixel array (2006), 
66-pixel array (2008).

Scientific Approach and Accomplishments
Our core detector technology for consists of a thin-film 
superconducting TES coupled to a bulk absorber for 
photon stopping efficiency. At the most basic level, the 
detector is a very precise thermometer. The TES is a thin-
film Mo/Cu bilayer with a superconducting transition 
temperature near 100 mK. When operated in the normal-
to-superconducting transition region, the resistance of 
the TES is a strong function of its temperature. A photon 
interacting with the bulk absorber will deposit energy that 
raises the temperature and increases the resistance of 
the TES. The TES serves as a variable resistor in a circuit 
that also includes a series inductance, such that changing 
current in the circuit produces a magnetic field that is 
subsequently detected by a superconducting quantum 
interference device (SQUID). A coherent series-array of 
SQUIDs is used to amplify the signal. The dynamic energy 
range of a sensor can be adjusted by modifying the 

heat capacity of the TES. For these sensors the energy 
resolution is proportional to the square root of heat 
capacity, so increasing the dynamic range comes with a 
tradeoff of reduced resolution. For each detected event, 
a pulse record is stored for subsequent analysis. Data 
processing occurs offline using an optimal filter technique. 
For each channel, an average pulse and frequency-space 
weighting function are computed. Each pulse is processed 
using an optimal (for a linear system with stationary 
noise) pulse height estimator, and the amplitude of the 
time-domain filtered pulse is recorded. Pile-up pulses are 
rejected. Data from each channel is energy-calibrated 
and corrected for drift of detector gain over time. Finally, 
data from all channels are summed to produce the final 
spectrum. 

Several design, fabrication, and materials improvements 
have been implemented. Our single-pixel and small-
scale array detectors (left-hand panels in Figure 3) used 
a single epoxy post for attaching the tin absorber directly 
to the TES thermometer. This approach, unfortunately, 
introduced poorly controlled strain in the Mo/Cu 
bilayer thermometer. Insufficient heat capacity in early 
devices also required us to apply an external magnetic 
field to increase dynamic range by broadening the 
superconducting to normal transition width. The strain, 
magnetic field, and idiosyncrasies of flux trapping within 
individual tin absorbers (type I superconductors) lead to 
substantial detector-to-detector variations including kinks 
and high noise points in the transition curve. A multi-
post attachment method to a normal-conducting metal 
layer that in turn makes a thermal connection to the TES 
thermometer has allowed us to tune the heat capacity 
and simultaneously prevent attachment-induced strain 
in the Mo/Cu bilayer. This approach was first tested for 
an alpha-particle detector using a copper layer, and has 
subsequently implemented in our X/gamma detectors. In 
conjunction with improved magnetic shielding, the newer 
detectors have significantly improved gain stability. Still, 
an individual microcalorimeter pixel is a complex object 
described by at least five independent parameters. When 
microcalorimeters are integrated into close-packed arrays, 
additional parameters that determine the electrical and 
thermal interactions between pixels become relevant.

A principle objective of international nuclear safeguards 
is the accurate and precise NDA of plutonium-bearing 
materials. For decades the state-of-the-art technology of 
choice for this mission has been high-purity germanium 
(HPGe). HPGe detectors provide reasonable collection 
efficiency and good energy resolution compared to 
other commonly available technologies. However, the 
photopeaks in multi-isotope plutonium spectra are 
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numerous and often have energy spacing less than what 
can be completely resolved with HPGe resolution. As a 
result, the limiting factor in NDA measurements with HPGe 
is systematic error associated with peak fitting and de-
convolution, rather than statistical error. Improvements 
to Pu NDA measurements must therefore make use 
of improved detector technology to overcome current 
limitations. Peak de-convolution can be particularly 
difficult in situations where low-intensity peaks are very 
near much higher intensity peaks. Microcalorimeter 
detectors, providing an order of magnitude improvement 
in energy resolution over HPGe, can fully resolve 
plutonium spectra and dramatically reduce systematic 
errors. Figure 1 shows a multi-isotope plutonium 
spectrum in the 100 keV region as measured by an HPGe 
detector and a microcalorimeter array (simultaneous 
operation of 14 pixels from the 66-pixel chip like that 
shown in Figure 3). The HPGe resolution is insufficient to 
completely resolve the numerous closely spaced peaks, 
while the resolving power of the microcalorimeter data 
is obvious. A particularly impressive demonstration of 
the microcalorimeter resolution is found by noting the 
completely resolved 239Pu peak at 98.81 keV, which is 
separated by only 190 eV from a 241Am peak that is nearly 
an order of magnitude more intense. The superior energy 
resolution of microcalorimeter technology can provide a 
significant advance in the area of plutonium NDA.

Microcalorimeters can dramatically streamline nuclear 
forensic analysis by eliminating the need for elemental 
separation of mixed actinide samples while simultaneously 
providing isotopic information that presently is determined 
by mass spectrometry. The relative amounts of 240Pu and 
239Pu reveal the history and intended purpose of a Pu 
sample and the reactor in which it was manufactured. 
Hence, the 240Pu/239Pu ratio in plutonium can be used 
to verify the stated purpose and indicate the operating 
history of a reactor. However, the strongest alpha peaks of 
240Pu and 239Pu are separated by only 11.6 keV and cannot 
by resolved by Si detectors. To demonstrate this point, we 
have used a microcalorimeter to unambiguously measure 
the 239Pu and 240Pu isotopic fractions in a mixed-isotope 
Pu sample. The spectrum from a mixed isotope Pu source 
taken with a state-of-the-art silicon detector is shown in 
Figure 4A. The silicon detector is unable to separate the 
240Pu and 239Pu peaks because of a combination of finite 
resolution and straggling. A measurement of the same 
mixed Pu source by the microcalorimeter is shown in 
Figure 4B. The most intense peaks from 240Pu and 239Pu 
at 5168 keV and 5157 keV, respectively, are now well 
separated. The forensic measurement and discrimination 
of 238Pu and 241Am is also important in revealing the 
history and intended purpose of nuclear material, e.g. the 

238Pu/239Pu ratio is indicative of the irradiation neutron 
energy spectrum. However, the alpha particle energies of 
these isotopes are nearly indistinguishable by traditional 
Si detectors. Typically, a time-consuming and laborious 
radiochemical separation of these isotopes is required 
prior to analysis by alpha spectrometry. As shown in Figure 
4, our microcalorimeters are able to resolve the alpha 
particle emissions from a mixed 238Pu and 241Am source to 
the point where all major emissions are clearly distinct and 
quantifiable. By eliminating the need for radiochemical 
separation, microcalorimeters improve the speed and 
effectiveness of determining the 238Pu/241Am ratio. It is 
also conceivable that other isotopes that currently require 
radiochemical separations to facilitate their analysis may 
also be simultaneously quantified by microcalorimeters. 
Further, a whole suite of actinides may eventually be 
analyzed simultaneously with simplified separation 
chemistry, saving precious hours in both routine and 
emergency situations. 

There are several important applications for simulations, 
including assessment of the technology for specific 
measurement scenarios, guidance in the design of the 
detectors and cryostat, and interpretation of measured 
data. We have recently demonstrated the applicability 
of the GEANT4 modeling and simulation code to 
microcalorimeter detectors. The measured and simulated 
spectra from 153Gd are shown in Figure 5. The two strong 
photopeaks are shown on the right, while the more 
complex lower energy region is shown at left. This region 
contains tin X-ray escape peaks, weak gamma-rays at 
69.67 and 75.42 keV, and gold fluorescence X-rays at 
66.99 and 68.8 keV from a coating on one of the cryostat 
components. The ability of the simulation to reproduce 
measured spectral features is impressive.

Impact on National Missions
The extraordinary sensitivity of cryogenic sensors 
enables high-confidence detection and high-precision 
measurement even of the faintest signals. Science 
applications (e.g. cosmology, dark matter search, neutrino 
mass measurement) are more mature, but several 
national and international security applications have been 
identified where cryogenic detectors have high potential 
payoff. International safeguards and nuclear forensics 
are areas needing new technology and methods to boost 
speed, sensitivity, precision and accuracy.  Successfully 
applied, improved nuclear materials analysis will help 
constrain nuclear materials diversion pathways and 
contribute to treaty verification. Specifically, our technical 
success has lead to follow-on projects with the DOE’s 
Office of Nonproliferation Research and Verification and 
DHS’ National Technical Nuclear Forensics Center. These 
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projects are focused on continuing to solve outstanding 
scientific problems for cryogenic detectors, advanced 
instrumentation, chemical methods for nuclear forensic 
analysis, and international nuclear safeguards.

238Pu 241Am 238Pu 241Am 

239Pu 239Pu 
240Pu 240Pu 

(A) (D) 

(B) (E) 

(C) (F) 

Figure 4. Analysis of isotopic and elemental mixtures by 
alpha particle energy spectrometry. Panels (A)-(C) show the 
isotopic analysis of Pu-239 and Pu-240; panels (D)-(F) show 
the analysis of a mixed actinide sample containing Pu-238 and 
Am-241. The improved resolution and reduced straggling of 
the microcalorimeter greatly clarify the 240Pu/ 239Pu ratio. 
(A) Pu spectrum taken with a state-of-the-art Si detector. 
(B) Pu spectrum taken with microcalorimeter detector. Both 
spectra are of the same source with the same integration 
time. (C) Determination of isotopic ratio from fitting Si and 
microcalorimeter data with the multiple peak-shape models [6]. 
(D) Spectrum from a mixture of Pu-238 and Am-241 taken with 
Si detector. (E) Spectrum from a mixture of Pu-238 and Am-241 
taken with microcalorimeter detector. Both spectra are of the 
same source with the same integration time. (F) Determination 
of activity ratio from mixed actinide spectra. For panels (C) & (F), 
all included fits have a reduced chi-squared value close to one. 
Vertical error bars show 1 σ statistical error for each model. The 
known ratio is shown by two dotted lines that represent the 1 σ 
error window. Red curves in (A) and (B) are fits with the peak-
shape model of Bortels [6].

!"

X escape 

X escape 

XRF 
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Figure 5. The upper left plot (A) shows a measured Gd-153 
spectra. The two photopeaks occur at 97.43 and 103.18 keV. At 
left is the more complex region from 66 to 79 keV. This region of 
the spectrum contains a collection of Gd-153 gamma-rays (69.67 
and 75.42 keV), gold fluorescent X-rays (66.99 and 68.8 keV), and 
tin escape X-rays (all others). (B) The simulation does an excellent 
job of reproducing the observed data. (C) Some incident photons 
will scatter in one of the thin cryostat entrance windows before 
depositing energy in the detector. This plot shows the region 
just below the 241Am photopeak where these scattered events 
appear in the energy spectrum. Measured data (points) are 
overlayed on the simulated data (histogram). The bin width used 
is wider than would normally be appropriate for the detector 
resolution in order to improve bin statistics for this region, which 
is more than two orders of magnitude below the photopeak.
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Abstract
Carbon nanotubes (CNTs) are the strongest materials 
ever discovered by mankind, and have the potential 
to revolutionize many technologies in the area of 
aerospace, space exploration, energy, and body armor 
as well as sport equipments. However, to realize these 
potential applications, it is critical to grow long and 
spinnable CNT forests, to spin high-strength CNT fibers, 
and to make CNT composites with superior properties. 
In this project, we have synthesized the long CNT forests, 
the strongest CNT fibers, novel CNT composites, as well 
as various other CNT products. These results have been 
published in many prestigious journals, one of which was 
reported as a “fast-breaking” paper by Science Watch. In 
addition, our work has won a Nano50 award and a LANL 
“Best Idea” award. Our work in this project has brought 
recognitions to LANL. In addition, our patents have been 
licensed by a startup company for commercialization.

Background and Research Objectives
Individual carbon nanotubes (CNTs), with tensile 
strengths as high as 150 GPa, are at least one order of 
magnitude stronger than any other known materials [1]. 
To put this in perspective, Kevlar fibers for bullet-proof 
vests have strengths of 3 GPa, and graphite fibers in 
aerospace structures have strengths of just 2-5 GPa. The 
extremely high strength and stiffness of CNTs make them 
ideal for many applications. However, to fully utilize 
their superb mechanical properties, it is essential to 
first produce ultra-tall carbon nanotube forests (arrays) 
in which individual nanotubes are very long. This is 
because 1) only long nanotubes can effectively carry 
loads in structural components; 2) the good alignment 
of nanotubes in such a forest is another critical 
requirement for making strong nanotube structures such 
as fibers and composite components.  

Previous carbon nanotubes are either too short to 
make effective use of their strength or in an aggregate 
form that cannot be used for structural applications. 

Recently, we have made 40-mm long individual carbon 
nanotubes on Si substrates [2]. However, although 
such long nanotubes are perfect for electronics and 
sensors, they cannot be used to make any meaningful 
structural components because their quantity is too 
little and they cannot be removed from the substrate. 
The tallest carbon nanotube forests reported previously 
in the literature are only 2.5 mm [3]. In addition, such 
CNT forests are not conducive to spinning high strength 
fibers.  

The objective of this project is 1) to synthesize long 
CNT forests and 2) to synthesize the longest spinnable 
forests for fabricating high-strength carbon nanotubes 
fibers and composites. We have synthesized CNT forests 
with lengths > 4.5 mm, and reported the results in the 
prestigious journal of Advanced Materials, which was 
later recognize as a “Fast Breaking” paper by Science 
Watch (). In addition, we have also synthesized the 
longest spinnable CNT forests, from which we have 
fabricated CNT fibers with the highest strength per 
weight (specific strength). This paper has also been 
published in the Advanced Materials. Furthermore, we 
have also synthesized various other CNT forests and 
fabricated CNT composites. These results have been 
published/accepted for publication in various prestigious 
scientific journals (see the publication list).

Scientific Approach and Accomplishments

CNT forests
Long CNT arrays were synthesized in a 1 inch diameter (1 
inch = 2.54 cm) quartz tube furnace. Forming gas (argon 
with 6% hydrogen) was used as the carrier gas, and pure 
ethylene as the carbon source. To study the effect of 
water vapor on the CNT growth, some CNT arrays were 
grown with water vapor, which was introduced into the 
furnace by passing a small fraction of argon gas through 
a bubbler. The catalysts used in this study were alumina 
(10 nm)/iron (0.3–1.0 nm) on silicon wafers with a 1 
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mm SiO2 layer. The iron and alumina films were deposited 
by sputtering and ion beam assisted deposition (IBAD) 
techniques, respectively. Typically, CNT growth was carried 
out at 750 °C with flowing ethylene and forming gas. 

Figure 1 shows the scanning electron micrographs of the 
longest CNT array (4.5 mm) grown at 750°C for 2 hours 
with the assistance of water vapor. To our knowledge, 
this was the longest CNT array grown on a catalyst film 
without feeding any other catalyst into the furnace. A close 
examination of the array (Figure 1b) reveals that the CNTs 
are well aligned. Transmission electron microscopy (TEM) 
revealed that the CNTs are multi-walled with an average 
diameter of ~10 nm. Interestingly, without water vapor, 
our CNT arrays grew 3 mm long in 2 hours (not shown 
here), which are still longer than the previous record. In 
addition, our process requires low total flow rate of gases 
(100 sccm ethylene and 100 sccm forming gas with 6% H2), 
which makes the process safer and cheaper for industrial 
productions.

Figure 1. (a) 4.5 mm long CNT arrays grown on the catalyst SiO2/
Al2O3(10 nm)/Fe(1 nm) with the assistance of water vapor; (b) 
Enlarged SEM image showing well-aligned CNTs, the  inset is a 
typical TEM image of CNTs.

Figure 2. CNT cotton synthesized in this project, where CNT 
collectively show the morphology of white cotton.

Figure 3. CNT tower synthesized in this project.

CNT fibers
For a wide variety of envisioned applications in space 
explorations, energy-efficient aircraft and armor, materials 
will be required to be significantly stronger, stiffer, and 
lighter than what is currently available. In this project, 
we have made carbon nanotube (CNT) fibers that are 
many times stronger and stiffer per weight than the best 
existing engineering fibers and over twenty times better 
than other reported CNT fibers. Additionally, our CNT 
fibers are non-brittle and tough, making them far superior 
to existing materials for preventing catastrophic failure. 
These new CNT fibers will not only make tens of thousands 
of products stronger, lighter, safer and more energy 
efficient, but also will make it possible for many envisioned 
technologies that have been so far unfeasible due to 
material restrictions.

CNT fibers were spun from a CNT array described above 
using a spindle made of a microprobe. The microprobe 
spindle was mounted on a motor with adjustable rotation 
speed. The spinning process was monitored under optical 
microscope. The tip of the microprobe was deposited 
with 2 μm silicon nitride particles in order to increase its 
roughness, which is needed to initiate the spinning. CNT 
fibers were spun with a rotation speed in the range of 
1500 to 2500 rpm and a drawing speed of about 5 cm/min. 
At first, a CNT ribbon was pulled off the array. Then the 
rotating microprobe was moved to touch and entangle the 
CNT ribbon, after which the spindle moved away from the 
array at a constant linear speed, rotation rate and desired 
angle with respect to the array.

Our CNT fibers have specific strength and specific 
stiffness that are much higher than those of any current 
engineering fibers as well as previously reported CNT 
fibers. As shown in Figure 4, the specific strength of our 
strongest CNT fiber is 5.3 times that of the strongest 
commercial fiber (T1000), and the specific stiffness of our 
CNT fiber is 4.3 times that of the commercial fiber (M70J). 
Furthermore, the specific strength and specific stiffness of 
our CNT fiber are more than 23 times and 35 times higher, 
respectively, than those of CNT fibers reported previously.
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The key to the superior properties of our CNT fibers is the 
ultra-long (1mm) and ultra-light individual CNTs in arrays 
used for spinning the fibers. Scanning electron microscopy 
(SEM) images of an as-spun CNT fiber are shown in Figures 
5a and 5b. Figures 5c and 5d show the images of a CNT 
fiber holding a 0.1 mm diameter Ni wire and the enlarged 
image of the two-ply CNT fibers twisted together. These 
images clearly demonstrate the high quality of our CNT 
fibers.

Figure 4. Comparison of the specific strengths and specific 
stiffness (stiffness is defined as Young’s modulus) of our CNT 
fibers (solid circles) with other existing engineering fibers 
(unfilled circles), the strongest and stiffest carbon fibers (solid 
squares), and CNT fibers reported previously (solid diamonds).

Figure 5. SEM images of CNT fibers. (a) CNT fiber at low 
magnification. (b) CNT fiber at high magnification. (c) CNT fiber 
forming a loop around a Ni wire and then twisted. (d) Twisted 
two-ply section of the fiber in (c).

CNT Composites
We have also recently made a breakthrough in fabricating 
CNT composites with super aligned long nanotubes. The 
composite showed high strength and is also expected to 
show good conductivity.  The results are to be published in 
prestigious scientific journals.

Impact on National Missions
This project supports DOE Office of Science missions in 
nanotechnology. Carbon nanotubes are currently at the 
frontier of materials science. Our work in this project has 
brought recognitions to LANL, as attested by the papers 
published in prestigious journals as well as awards. In 
addition, our patents have been licensed by a startup 
company for commercialization.
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Abstract
The goal of this project was to utilize a unique LANL 
growth technique, Energetic Neutral Atom Beam 
Lithography & Epitaxy (ENABLE), to grow and dope 
new, novel materials based on the InGaN ternary 
semiconductor alloy system.  A path for creating 
high-quality, doped In-rich InGaN materials is highly 
sought after because these materials are important for 
future photovoltaic (PV) and solid-state lighting (SSL) 
applications.  ENABLE is a thin film growth technique 
that uses highly reactive, energetic nitrogen atoms 
allowing for reduced substrate temperatures during 
film growth. This feature of ENABLE is important for 
growing In-rich InGaN materials and doping them.  
We have successfully demonstrated growing and 
doping of device-quality GaN films making them 
p-type semiconductors. Building on this success, we 
grew In-rich InGaN materials spanning the entire Ga/
In alloy compositional range, with particular focus on 
alloy compositions yielding materials relevant to PV 
and SSL applications. We also have shown evidence for 
p-type doping in In-rich InGaN films. In addition to fixed 
composition InGaN films, we have also demonstrated 
isothermal growth of fully compositionally graded InGaN 
films. These films have potentially exciting applications 
for efficient PV and SSL devices. Overall, this project 
has been successful beyond our initial expectations, 
fostering related work involving industrial partnerships 
and considerable follow on funding opportunities.

Background and Research Objectives
The discovery and development of a wide range of 
semiconductor materials has made a huge impact 
on our lives, including powerful computers and high-
speed communications. A number of emerging areas 
important for energy production and use await advances 
in new materials with properties that can be tuned for 
specific needs.  As a result of numerous scientific and 
engineering efforts over the last two decades, GaN-
based thin film materials have emerged as the most 

important class of semiconductor materials since silicon. 
For example, GaN-based materials are now routinely 
used in efficient UV and blue light emitting diode (LED) 
applications, providing more than seven times the 
energy efficiency of incandescent lighting and up to five 
times the energy efficiency of fluorescent lighting [1].

In addition to the exceptional developments that have 
taken place for GaN-based materials, it was recently 
discovered that indium nitride (InN) has a bandgap of 
~0.7 eV.[2] When alloyed with GaN (bandgap of 3.4 eV) 
it is possible to produce In1-xGaxN thin films (0≤ x ≤1) 
with bandgaps tunable from 0.7eV to 3.4 eV—a near 
perfect match to the terrestrial solar spec trum as shown 
in Figure 1. This wide bandgap tunability makes InGaN 
materials ideal candidates for efficient photovoltaic 
(PV) devices, solid-state lighting (SSL), and many other 
applications. Fortunately, all compositions of In1-xGaxN 
are direct bandgap semiconductors giving them large 
light absorp tion cross sections for PV applications and 
for efficient light emission when electrically pumped. 
In fact, the InGaN film thickness required for complete 
absorption of incoming solar photons is <1 micron, more 
than 200 times thinner that that required for Si-based 
PV cells. In addition, InGaN-based PV devices using 
multi-junction PV cell designs made by stacking In1-xGaxN 
layers of different bandgaps have theoretical efficiencies 
exceeding 70% with solar concentration. Clearly, the 
development and widespread utilization of these 
tunable bandgap materials for PV applications alone 
could significantly impact our Nation’s energy security.

To fabricate optoelectronic devices from semiconducting 
GaN-based materials their growth must be carefully 
controlled to achieve uniform materials that can be 
doped for controlling their electrical properties. In spite 
of InGaN’s clear technical advantages, there are still 
significant challenges related to producing high-quality, 
uniform alloys of InGaN-related materials suitable 
for optoelectronic devices. Forming uniform alloys of 
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InGaN materials containing substantial amounts of In (In 
> 25%) is a difficult challenge, limiting the potential uses 
of these materials for PV and SSL applications. Of equal 
technological importance is achieving high-quality p-type 
doping of In-rich InGaN-based semiconducting films. In 
addition, doping GaN-based materials with unconventional 
materials such as magnetic atoms, nanocrystals, and other 
species is particularly difficult.

Figure 1. Terrestrial solar radiation spectral distribution (left) and 
common semiconductor bandgaps (right). The tunable bandgap 
range for the InGaN alloy system is also shown (right).

The lack of control of InGaN film uniformity and the 
dopant’s lattice position and chemical environment often 
require thermal processing steps that limit the alloy 
composition and/or dopant materials to those that are 
thermally stable. For example, the desire to exploit InGaN 
for widely tunable PV and LED applications is severely 
hampered by clustering of In at concentrations greater 
than about 20%, preventing the formation of uniform 
alloys of In-rich InGaN [3]. While doping of GaN by Mg 
is known to produce device quality p-type materials, the 
percentage of active/usable Mg in the films is limited by 
their high temperature growth conditions.  These high 
temperature process conditions likely prevent successful 
p-type doping of In-rich InGaN and InN films.  Similarly, 
the clustering of magnetic dopant atoms (e.g. Co, Mn, and 
Cr) has severely hindered the development of GaN-based 
high-temperature dilute magnetic semiconductor materials 
for spintronic applications. This difficulty inhibits the 
development of an entire new field of spin-based devices 
for a host of applications including quantum computing.

Common techniques for incorporating high concentrations 
of In atoms, Mg atoms as dopants, and other species into 
GaN thin films during growth have proved to be extremely 
difficult. This project’s main goal was to develop novel 
solutions to these problems by combining energetic 
neutral atom beam lithography & epitaxy (ENABLE, a 

novel low-temperature film growth technology recently 
developed at and unique to LANL) with novel film growth 
and doping schemes. We have successfully grown high-
quality In-rich InGaN materials over the full range of 
compositions (from GaN to In0.5Ga0.5N to pure InN) and 
have demonstrated p-type Mg doping of GaN and InGaN 
thin films. Our results have produced unique InGaN-based 
optoelectronic materials with novel electronic, optical, 
and structural properties for energy security applications 
ranging from high-efficiency, full-spectrum PV devices to 
efficient SSL applications.

Scientific Approach and Accomplishments
To achieve our goals of growing In-rich InGaN materials 
and doping them, we have focused on utilizing ENABLE for 
low temperature growth of thin film materials. ENABLE 
utilizes an energetic beam of neutral N atoms (kinetic 
energies from 1 to 5 eV), eliminating the need for high 
substrate temperatures to overcome reaction barriers. The 
high kinetic energy and high reactivity of N atoms allow 
low-temperature growth of device quality GaN-related 
films by simultaneously exposing substrates to energetic 
N atoms and an evaporated Ga and In metal flux (growth 
rates are >3 micron/hr over an ~30cm2 area).

The ability to reduce film growth temperatures using 
ENABLE is important since most efforts to create In-rich 
InxGa1-xN and doping of these materials are hindered by 
the high substrate temperatures required for conventional 
growth techniques such as metal-organic chemical vapor 
deposition (MOCVD) and molecular beam epitaxy (MBE). 
Our growth efforts were supported by extensive thin film 
characterization efforts including x-ray diffraction (XRD), 
photoluminescence (PL) measurements, and carrier 
transport measurements. Results demonstrate that 
ENABLE-based film growth eliminates phase segregation 
and clustering in InGaN films, allows better control of film 
composition over a broad range, and improves electronic 
doping of the materials by enhancing dopant activation. 

In this project, considerable initial effort focused on 
improving the quality of GaN films to the level needed for 
optoelectronic device fabrication. GaN films grown using 
ENABLE now have characteristics equivalent to materials 
grown by MOCVD and MBE techniques, but they are grown 
at much lower temperatures (typically 400 to 750˚C vs. 
~1050˚C). A number of high-quality GaN samples were 
grown by ENABLE, with results indicating that elevated 
substrate temperatures improve the film crystal structure 
by enhancing surface diffusion. Preliminary data also 
indicate that higher N-atom kinetic energies provide 
additional improvement to the film crystallinity.

An example of high-quality GaN grown on sapphire is 
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shown in Figure 2. Our GaN films show excellent quality 
measured by XRD with rocking curves peak widths of 
<400 arcsec. The films also show bright band edge PL 
at room temperature (inset of Figure 2). These results 
are indicative of high-quality GaN films. Carrier mobility 
measurements of GaN films show mobilities of ~300 
cm2/V.s with carrier concentrations below 2x1017/cm3. 
We have also demonstrated growth of high quality InN 
showing similar XRD metrics. Our InN films show excellent 
crystalline quality and the expected low band gap of ~0.70 
eV as measured by PL with mobilities of ~1400 cm2/V.s and 
carrier concentrations below 2x1018/cm3. These mobilities 
are among the highest ever reported for InN. For our GaN 
and InN films, most of the metrics are suitable for making 
prototype devices.

Figure 2. θ-2θ XRD scan showing high quality GaN. PL spectra 
of GaN film showing large intensity and good bandgap to defect 
band ratio (inset).

Our next objective was to demonstrate ENABLE-based 
growth of In-rich In1-xGaxN films of various fixed and graded 
compositions. We grew InxGa1-xN films with bandgaps 
spanning the entire visible range. The XRD peaks shown 
in Figure 3 confirm that our mixed-alloy InxGa1-xN films 
have excellent crystallinity and are single-phase uniform 
alloys. Bright band-edge PL intensity plots vs. wavelength 
and electroluminescence (EL) intensity vs. energy are 
shown in Figure 4 colored according to their peak emission 
wavelength. As the indium content increases, the PL 
peak wavelengths shift from 513 to 596 nm or from 
green to orange-red wavelengths (~2.35 eV to 1.9 eV). EL 
data in Figure 4 (right) confirm successful p-type doping 
of InGaN grown by ENABLE. These are very important 
results since p-type doping of In-rich InGaN is considered 
technologically very diffi   cult. Elec t rical measure ments 
show carrier mobilities of 20 to >100 cm2/Vs (donor 
conc. in the low 1017/cm3 range). The carrier mobilities 
far exceed those of other growth techniques known to 
encounter serious problems with compositional uniformity 
of In1-xGaxN films with higher than ~20% In content. 

Achieving these results was an important aspect of this 
project since the ability to create InxGa1-xN of any particular 
composition is critically important for taking these results 
to the stage of making materials for efficient PV and SSL 
devices. We note that no other thin film growth technique 
is able to successfully create high-quality InxGa1-xN over 
the entire compositional range comparable to the quality 
produced by ENABLE. These results are summarized in 
a recent publication [4] and resulted in a LANL patent 
disclosure. 

Figure 3. XRD 2θscans of ENABLE grown InN, InGaN alloys, 
and GaN films showing uniform compositions and single phase 
material with no appreciable segregation. The peaks are color 
coded according to their peak photoluminescence.

Figure 4. Photoluminescence intensity vs. wavelength (left) for 
three InGaN films grown using ENABLE at 750 °C. The absolute PL 
intensities are plotted along with ENABLE grown GaN. The films 
were all ~800 nm thick.  (Right) Electroluminescence of p-type 
InGaN films grown using ENABLE at 600 °C.

Additional experiments have focused on growing 
compositionally graded InxGa1-xN  films where the In 
composition was graded starting with pure GaN and 
grading to InN and starting with pure InN and grading to 
GaN (e.g x=0 to x=1 and for x=1 to x=0).  In both cases, 
isothermal growth at 500oC made possible using ENABLE 
resulted in graded InGaN films showing physical and 
optical characteristics consistent with good film quality, 
uniform and smooth grading of the film composition, 
and interesting optical properties as reported in a recent 



958

publication [5]. We do not observe any evidence of phase 
segregation in ENABLE-grown, compositionally graded 
InxGa1-xN. PL spectra taken from compositionally graded 
InGaN films show that the most dominant PL is coming 
from an energy level closest to InN, even though the film 
was uniformly graded over the entire compositional range. 
The same dominant peak is observed with photo excitation 
from the In-rich side or the Ga-rich side of the film, 
indicating that photogenerated carriers in higher bandgap 
regions of the film travel to the lower bandgap regions 
before recombining. This evidence confirms that we are 
able to create graded InxGa1-xN films that could be critical 
for making efficient PV devices with simplified designs that 
are the subject of a patent application.

Another important accomplishment of this project has 
been to successfully demonstrate electronic doping 
of GaN and InGaN materials. Our efforts focused on 
p-type doping using Mg as the dopant material that was 
evaporated onto the actively growing nitride material. 
Results to date show definitive evidence of successful Mg 
incorporation into the GaN films as shown in Figure 5.  
The optical signatures show quenching of the GaN band 
edge PL peak and the appearance of lower energy peaks 
assigned to Mg acceptors. The location of these peaks 
is consistent with published results. Interestingly, the 
measured concentration of Mg indicates and unusually 
high fraction of active Mg dopant atoms in the films 
approaching ~10%, significantly higher than that obtained 
by conventional growth techniques. These encouraging 
results are likely indicative of the absence of hydrogen 
during growth and emphasize the important role of low 
growth temperatures that are characteristics of ENABLE. 
Electrical characterization of Mg-doped GaN films show 
successful p-type doping, with carrier concentrations 
exceeding 2x1018/cm3, levels necessary for fabricating 
prototype PV devices. Preliminary experiments mentioned 
above related to Figure 4 (right) indicate successful p-type 
doping of In-rich InGaN films and set the stage for doping 
GaN, InGaN, and InN materials with a host of other 
species. This development is made possible by exploiting 
the low-temperature film growth capability of ENABLE as a 
means of incorporating thermally sensitive and/or fragile 
materials into semiconducting films.  

Taken as a whole, the successful growth of In-rich InGaN 
and p-type doping of GaN and InGaN demonstrate that 
we have exceeded the original goals of this project. These 
results have built a solid platform for expanding this LDRD 
exploratory research effort into a much bigger project to 
develop new tunable bandgap PV and SSL materials and 
device architectures. The resulting materials are expected 
to have improved optical and electronic properties, 

leading to novel devices important for PV electrical power 
production and for efficient SSL devices for reducing 
energy usage.

Figure 5. Strong photoluminescence spectral signatures for 
p-type doing of GaN using Mg as the dopant. The electrical 
properties are summarized in the figure inset.

Impact on National Missions
Electronic and photonic materials directly support the 
national energy security and threat reduction missions of 
LANL and DOE. This project has significantly improved the 
quality and properties of InGaN-related semiconducting 
materials for a wide range of applications. Our results 
show that alternative techniques can yield a wide range 
of InGaN compositions and electronically-active doped 
materials. 

This research directly supports DOE’s core mission by 
developing an entirely new material system for PV and SSL 
applications offering unprecedented efficiency and lower 
costs. The results of this project have positioned us to 
compete for follow-on funding from DOE (e.g. DOE/BES, 
ARPA-E, NETL, and EERE initiatives) to expand this effort 
into a much larger program in both high-efficiency PV and 
SSL devices. There is growing DoD program interests in this 
area (satellite power, battlefield systems, etc.) including 
DARPA (proposal submitted). Given the potential of the 
InGaN materials system, our results will be valuable in 
realizing the full potential of the InGaN materials system 
for making practical, high-efficiency PVs and SSL widely 
available.

Additionally, this work layed the foundation for bringing 
funding to LANL from a CRADA partner interested in 
developing and commercializing high-efficiency PVs based 
on InGaN and the ENABLE technology. Another spinoff of 
this project saw the development of methods for growing 
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thin superconducting niobium nitride (NbN) films that 
are the basis for a new LDRD project starting in FY10 to 
turn superconducting NbN films into high-speed single 
photon detectors with broad applications to LANL and DOE 
national security missions in the area of nonproliferation. 
We were also very fortunate to have recently converted a 
postdoctoral associate who worked on this program, Todd 
Williamson, to a new technical staff position at LANL.
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Abstract
We are developing new data processing methods 
to improve the sensitivity and accuracy of a laser 
sensing technique called laser-induced breakdown 
spectroscopy (LIBS). The  LIBS technique detects 
nearly all elements in solid, liquid, or gaseous form 
with no sample preparation. The data processing 
methods fall into the broad category of multivariate 
analysis (MVA). Some of the MVA methods involve 
advanced classification using data “training sets”, that 
is, standards of known composition that mimic the 
samples of interest. Other methods are focused on 
obtaining more accurate elemental compositions of the 
samples. While the traditional method of determining 
elemental composition required calibrating a single 
optical emission line for its intensity as a function of 
elemental abundance, some of the new MVA methods 
use the entire spectrum to calibrate a given element 
abundance. The methods can thereby take into account 
“interferences” from other elements or physical 
properties, which might lead to a poor calibration 
if ignored. Applications include threat-reduction for 
explosives, chem.-bio, and nuclear, as well as mining and 
industry applications. Additionally, LANL is sending a LIBS 
instrument on NASA’s next Mars mission and is actively 
exploring LIBS for future Moon and Venus missions.

Background and Research Objectives
Laser-induced breakdown spectroscopy (LIBS) is 
a technique that is used to determine elemental 
compositions of samples at some distance (up to 
tens of meters) with no sample preparation. Laser 
pulses focused on the target produce plasma “sparks” 
composed of material ablated from the target (Figure 
1). Each element present in the sample produces light at 
unique wavelengths. By measuring the optical spectrum 
of the emitted light (the color) from the sparks, the 
elemental composition can be determined. However, 
looking at just one emission peak for a given element 
turns out not to be very accurate. This project explores 

the application of data analysis techniques that use all 
wavelengths for each element, allowing many peaks 
to be interrogated simultaneously. In effect, we go 
from one data point per element, to 6,000 channels 
per element, using a group of techniques classified as 
multivariate analysis (MVA). 

Figure 1. Light emitted when an invisible laser beam strikes a 
solid surface. This is a “LIBS plasma emission”. (Photo from D. 
Cremers).

We have started with two types of MVA. One, called 
principal components analysis (PCA), simply groups 
samples by spectral characteristics, starting with the 
strongest correlation (principal component), second 
strongest, third strongest, etc. We can use this analysis 
to determine if a new sample is similar to previous 
samples, or has significant differences.

A second and more powerful MVA technique is partial 
least squares (PLS). As used here, PLS quantitatively 
determines the compositions of samples analyzed by 
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LIBS.  It does this by being given the elemental composition 
of a “training set” of standards similar to the unknowns. It 
determines the correlations among all 6000 channels and 
uses that information to determine the composition of the 
unknown sample.

Preliminary results indicate that these MVA techniques will 
significantly increase the accuracy of the LIBS technique, 
but there are a lot of details that need to be understood.  
Key aspects are how to correct for the effects of sample-to-
instrument distance, how many standards are needed for 
this type of analysis, and how close the standards need to 
match the sample in composition.

Scientific Approach and Accomplishments

Scientific approach
Geologic samples represent an elementally diverse and 
hazard-free data set that is relatively challenging for 
classification and quantification techniques. Soil and 
rock samples are also the background against which 
measurements are often made when searching for 
pathogens and/or explosive residues. Because of this, we 
used geologic samples as the medium to which we applied 
the data analysis techniques. 

Approximately sixty geologic standards were selected and 
obtained. These include samples from all three classes of 
rocks, focusing on both igneous and sedimentary samples. 
The standards include a number of different basalts and 
olivine-rich standards, several gypsum standards, and a 
number of stream sediments. These are mostly in the form 
of powders, but we are also using a few glasses and several 
ceramics. In contrast to mineralogical methods such as 
x-ray diffraction, LIBS does best with mineralic mixtures, 
as are encountered by the LIBS laser beam in remote LIBS 
experiments.

The standards were run at 1.5, 3.5, and 5.5 meters from a 
stand-off LIBS instrument. The complete set of standards 
was used in the 3.5 meter set-up, while the 1.5 and 5.5 
meter arrangements used a subset of thirty standards. 
Each standard was analyzed in five separate spots, each 
spot being a collection of fifty laser shots and spectra. 
Background spectra (50 each) were taken to correspond 
with each standard. In total, we collected some 37,000 
spectra.

Classification
The data taken at each distance were processed through 
a principal component analysis (PCA) software package to 
understand its power in classifying samples. Figure 2 shows 
an example of the type of plot that can be generated for 
classification purposes. What is not shown is that the 

result is many-dimensional, so that samples which appear 
indistinguishable in the first two principal components, 
shown in Figure 2, can be distinguished in succeeding 
principal components. Because geological samples contain 
many different elements above the LIBS detection limits, 
many principal components can be used effectively. In 
addition, we are finding that different plasma conditions 
can at times distinguish different minerals which have the 
same chemical composition, so that PCA helps LIBS to 
effectively become much more than a chemical assay tool.

Figure 2. Sample classification plot produced by principal 
components analysis (PCA).

Quantitative elemental compositions
Previously LIBS was only considered to be a semi-
quantitative analysis tool because of the fact that it 
suffered from chemical matrix effects. Chemical matrix 
effects are defined as some chemical or physical property 
of the material that affects the relationship between 
abundance and emission line intensity for a given element. 
Figure 3 illustrates one type of chemical matrix effect. 
It shows that the barium emission line intensity in an 
obsidian sample does not follow the expected relationship 
between abundance and emission line intensity. Most of 
the other rock samples fall along a linear trend. Obsidian is 
a much more glassy rock than the other samples shown on 
the plot. The glassy nature of the rock may be responsible 
for this chemical matrix effect. The error induced by this 
difference is on the order of several hundred percent, 
which is huge.

A calibration plot produced by PLS is shown in Figure 4. 
Using the training set approach, PLS is able to account 
for chemical matrix effects. The data points in Figure 
4 represent many different rock types and yet they all 
fall very close to the line. Some of our work involved 
understanding how many standards are needed in the 
training set in order to produce an accurate calibration 
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curve, how much difference between the training set and 
the unknowns is allowable, and whether replicate analyses 
of the same samples are helpful for the training set.   

 

Figure 3. Calibration plot for barium in various volcanic rocks, 
the data for which were produced by observing a single optical 
emission line at a wavelength of 493.2 nanometers. The data 
should fall along a straight line. The very large error for the 
obsidian sample is the result of a chemical matrix effect.

Figure 4. Example of a calcium calibration line produced by 
partial least squares analysis (PLS) which takes into account the 
chemical matrix effects when producing the calibration.

Calibrating at different distances
One key issue is the effect of varying the distance to 
samples and standards. Can one analyze a set of standards 
at one distance and apply the data correctly to an 
unknown sample at another distance?  How does this 
degrade the accuracy, and are there ways to correct for it?  
For this initial study we used data taken on nine different 
standards at three different distances.  Five replicate 
analyses were made on each standard at each distance. 
The results were normalized, so that the primary distance 
effect, that of overall intensity, would be removed. The 
results were analyzed by the Unscrambler PCA program.  
The first two principal components had relatively little 
distance effect, successfully grouping the five replicate 

analyses from each standard into respective tight clusters 
independent of distance. However, if one zoomed in 
on the individual clusters, one could still see a distance 
effect which appeared to incorrectly assign higher silicon 
abundances to measurements taken at greater distances. 
Higher principal components all had strong distance 
effects. Wavelength channels that had a strong weighting 
in the higher PCs were identified.

The PCA analysis was then performed with distance as one 
of the components. The first principal component now 
corresponded to the instrument-to-sample distance. The 
correlations of each wavelength channel with distance 
are shown in Figure 5. The original spectra were then 
corrected by adding or subtracting a factor obtained 
by multiplying the distance by each channel’s distance 
correlation coefficient (Figure 5). The result was then fed 
back into the PCA program with the distance coefficient as 
a cross-check. The distance correlation had indeed been 
removed. The results were then used in the PLS program 
to see if quantitative uncertainties were reduced by the 
distance correction. The results clearly needed further 
correction, which we believe is the result of the baseline, 
described in the next paragraph. 

Figure 5. Distance correlations for a small part of the LIBS 
spectrum between 275 and 295 nanometers wavelength. The 
neutral emission lines of magnesium and silicon on the right side 
of the plot have much less drop-off with distance than the once-
ionized lines of magnesium in the middle-left of the plot. Since 
the data were normalized, the emission lines with little distance 
effect appear positive while the emission lines with large distance 
effects appear negative.

Background subtractions for LIBS spectra generally involve 
taking spectrometer exposures of identical duration to 
the LIBS exposures, only without the laser. However, 
in addition to emission peaks, LIBS produces a broad 
light continuum that the typical background subtraction 
does not remove. This can be removed by flattening the 
baseline. It was noted from PCA plots that much of the 
distance correlation was the result of differing broad light 
continua. We therefore produced a routine to flatten the 
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baseline after background subtraction and before entering 
the data into the multivariate routines. 

Impact on National Missions
The LIBS technique shows increasing promise in many 
areas important to our mission:

During the time of this LDRD, the International Atomic 1. 
Energy Agency (IAEA) has contracted the LIBS group at 
LANL to begin building portable instruments capable of 
determining the isotopic ratio of uranium in field tests. 
The results are instant and accurate. 

We have on-going environmental work quantifying 2. 
carbon sequestration in soils which benefits from 
applying multivariate analysis. Previously soil analyses 
had to use three different calibration curves taking 
into account the nature of the soil (i.e., loamy, sandy, 
etc.). By using MVA, only a single calibration curve is 
now required, and the results are significantly more 
accurate.

We are partnering with industry to produce better 3. 
analytical products. During 2008 we discussed 
developing a CRADA with several mining companies. 
We partnered with the Energy Research Corporation 
(ERCo) on an SBIR proposal to further develop 
hydrogen analytical capabilities with LIBS. We are 
currently talking with LabStart about technology spin-
offs. 

Interest in using LIBS for planetary exploration has 4. 
increased. We participated in a proposal to develop 
a Venus lander incorporating a combined LIBS and 
Raman spectrometer as the centerpiece of the landed 
science investigation. LANL would build the LIBS/
Raman instrument for approximately $20M. The 
US has never successfully conducted science from 
the surface of Venus, which is shrouded in a 93 bar 
atmosphere at a temperature of 500 degrees C. The 
proposal is currently being evaluated by NASA. We 
anticipate in the next six months submitting a proposal 
for a combined LIBS/Raman instrument to prospect 
for water in permanently shaded craters at the south 
pole of the Moon. We also participated in several 
additional NASA proposals: one involving performing 
LIBS investigations of Mars-analog sites in the US 
and Canada, one investigating the identification and 
classification of organic materials with LIBS, and a 
successful proposal to involve LIBS to investigate the 
Haughton impact structure in northern Canada.
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Abstract
Since the launch of the first Vela Hotel satellite in 
1963, the US Department of Energy (DOE) has had 
a diverse and ongoing set of satellite-based national 
security programs. As part of those programs, DOE 
has flown a variety of instruments to measure the 
space environment. This experience, in turn, led to 
the development of broad capability and expertise in 
understanding the changes in the space environment 
and the effects of that environment on space systems 
– causes and effects now collectively referred to as 
Space Weather. Space Weather can affect satellites 
and space instruments in a variety of ways ranging 
from backgrounds that reduce sensor performance - to 
anomalous (i.e. faulty) operation of space systems - to 
the catastrophic failure of entire satellites. As our society 
increases its reliance on technology we increase our 
reliance on space-based infrastructure.

The (formerly LDRD-sponsored) Dynamic Radiation 
Environment Assimilation Model (DREAM) uses 
sophisticated physics-based models and data 
assimilation techniques to specify the structure of 
the Earth’s radiation belts and their dynamic changes 
in response to solar activity (Figure 1). DREAM has 
been shown a ten-fold improvement in specification 
(or “nowcasting”) of the high altitude space radiation 
environment. One major weakness in DREAM, however, 
is its inability to specify or predict the conditions in 
Low Earth Orbit (LEO). Prediction of the Low Earth 
Orbit environment is difficult because LEO satellites 
orbit just above the tenuous upper edge of the Earth’s 
atmosphere. LEO is the most populated class of orbits 
because of the distance to the Earth’s surface and 
relatively low launch costs. Examples of LEO satellites 
include the Iridium constellation, communications 
satellites, imagers, radars, weather satellites, and the 
International Space Station.

Charged particles (electrons and ions) that are trapped 

on the Earth’s magnetic field lines scatter off the 
tenuous neutral atmosphere and are quickly absorbed. 
This leads to a very steep “loss cone” at Low Earth Orbit 
where radiation intensities can drop many orders of 
magnitude over a few tens of kilometers (a very small 
distance compared to the many thousands of kilometers 
that a magnetic field line can fill between the North and 
South poles). Further complicating the picture, the rate 
of decrease of radiation intensity with altitude can also 
vary by orders of magnitude so that both the intensity 
and the gradient of the intensity vary wildly.

Figure 1. Fluxes of natural radiation belt electrons shown 
in a cut-away view based on observations from NASA’s 
POLAR satellite. This figure assumes that the flux (intensity) 
of electrons remains constant along a magnetic field line 
regardless of how close it is to the atmosphere. Observations 
from other satellites show that the fluxes actually decrease by 
many orders of magnitude as electrons scatter off the tenuous 
upper edge of the Earth’s atmosphere.

Our challenge was to construct a model of the variation 
in radiation belt electron flux (intensity) that takes 
into account the dynamics of the radiation belts 
due to solar and geomagnetic activity in order to 
quantitatively understand the relationship between the 
space environment at Low Earth Orbit and the space 
environment at higher altitudes.

Assimilation and Prediction of Low Earth Orbit (LEO) Environment for Space 
Situational Awareness

Geoffrey D. Reeves
20090486ER
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Background and Research Objectives
The United States has several long-running satellite 
programs that include instruments for monitoring the 
space environment (or Space Weather). Those include 
civilian and military systems at geosynchronous orbit 
(GEO), the 24-satellite Global Positioning System (GPS), 
and other civilian and military systems at Low Earth Orbit 
(LEO). Recently the National Oceanic and Atmospheric 
Administration (NOAA) and the US Air Force were 
instructed by congress to combine their LEO programs 
into an integrated National Polar Orbiting Environmental 
Satellite System (NPOESS). However, due to budget over-
runs and the Nunn-McCurdy provision, many of the space 
environment systems were removed from the system. 
This has increased the need to predict the LEO space 
environment based on measurements at the higher-
altitude GEO and GPS systems.

At the same time, there is increasing national concern 
over the threat posed by High Altitude Nuclear Explosions 
(HANE). High Altitude Nuclear Explosions produce artificial 
radiation belts that can be hundreds of times more intense 
than the Earth’s natural belts. This occurred, for example, 
in the Starfish nuclear test which produced an artificial 
belt that lasted tens of years. While HANE poses a very 
different threat to satellites than the natural radiation 
belts, the physical processes that control the dynamics 
of the artificial belt are identical. Therefore our work can 
simultaneously focus on the connection high- and low-
altitude environments in either case.

Scientific Approach and Accomplishments
We have approached the challenges of connecting the 
low-altitude and high-altitude space environments using 
detailed comparison of low-altitude fluxes and high-
altitude fluxes for specific case studies and through 
development of a first-of-its-kind statistical model of the 
low-altitude space environment

If the Earth’s space environment did not change with 
time in response to solar activity then the connection 
between the low- and high-altitude space environments 
would be simple to model and simple to understand. 
Charged particles that are trapped in the Earth’s magnetic 
field bounce back and forth along the field between the 
Northern and Southern hemisphere. As they move from 
the magnetic equator toward the Earth’s surface along 
magnetic field lines the strength of the magnetic field 
increases. Particles moving exactly parallel to the magnetic 
field will travel along the field and eventually hit the 
atmosphere where they are absorbed and lost from the 
radiation belts. Particles that don’t move exactly parallel to 
the field will “mirror” at some point along the field where 

the magnetic field strength, B, becomes large enough. The 
“mirror point” is determined by a the angle between B 
and the particle’s velocity, an angle known as the “pitch 
angle” (Figure 2), which is normally referenced to it’s value 
at the magnetic equator. Particles with 0° or 180° pitch 
angles move exactly along the field. Particles with pitch 
angles near 90° mirror near the magnetic equator and 
particles with intermediate pitch angles mirror at various 
points along the field. If a particle’s mirror point is in the 
atmosphere it will be absorbed and lost from the radiation 
belts. The range of pitch angles with mirror points in the 
atmosphere is known as the “loss cone.”

Figure 2. A schematic showing the definition of pitch angle with 
the Earth’s atmosphere shown with red shading. The right-and 
panel shows electron flux as a function of pitch angle going from 
90° down to 0°. Low-altitude measurements only cover pitch 
angles near 0° but the ratio between 0° and 90° fluxes changes in 
response to geomagnetic activity.

The pitch angle of electrons and ions in the radiation belts 
is not fixed. Processes such as the interaction between 
electrons (or ions) and plasma waves can scatter particles 
and change their pitch angles. Therefore  pitch angle 
scattering plays a critical role in determining the lifetime 
of particles in the space environment and in determining 
the relationship between the low- and high-altitude 
space environments. The amount of pitch angle scattering 
depends on the location in space and the level of 
geomagnetic storm activity – which, in turn, is controlled 
by solar activity. High levels of geomagnetic activity 
generally lead to high levels of pitch angle scattering. 
High levels of scattering lead to populations with “flat” 
pitch angle distributions – i.e. the flux of particles is 
roughly independent of pitch angle. In those conditions 
the number (or flux) of particles with pitch angles near 0° 
(i.e. near the loss cone) are nearly equal to the number of 
particles with pitch angles near 90° and the ratio between 
them is nearly 1. Since particles with near 90° pitch angle 
mirror near the magnetic equator they never reach Low 
Earth Orbiting satellites. But if the ratio of 0° and 90° 
particles is nearly 1 then the measurements of the high 
altitude space environment almost perfectly predict what 
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should be seen at Low Earth Orbit.

When the rates of pitch angle scattering are low, though, 
particles with near 0° pitch angles are more likely to be 
scattered into the atmosphere and be lost than particles 
with near 90° pitch angles. In that case, gradually the 
number of particles near 0° will decrease while the 
number near 90° remain constant and the ratio between 
low- and high-altitude fluxes will decrease. As we show in 
Figure 3, the ratio between those fluxes varies by orders 
of magnitude. During high activity the low- and high-
altitude fluxes are nearly equal but as activity (and pitch 
angle scattering) decrease the ratio becomes smaller and 
smaller. Such a period is shown from day 170 to 200 where 
the absolute value of the fluxes and the ratio of fluxes both 
decrease dramatically.

Figure 3. High-altitude electron flux from the POLAR satellite and 
low-altitude flux measured by the Low Earth Orbiting satellite 
SAMPEX.

In our statistical work we developed a new empirical 
model of the radiation-belt electrons in the low-Earth-
Orbit region using upon long-term in-situ observations 
from several Low Earth Orbit  satellites. This model 
provides the electron environment conditions needed to 
predict the LEO space environment and to connect it to 
the environment at higher altitudes. This model presents 
electron flux values for five energy ranges (0.03 – 1.1MeV, 
0.1 – 1.1MeV, 0.3 – 1.1MeV, 1.5 - 6MeV, and 2.5 - 14MeV) 
within the space with the altitude <~600km.  

In Figures 4 and 5 we show results from our statistical 
study compared to the standard model of electron fluxes 
used for spacecraft design and operations, known as AE-8. 
The plots show dipole magnetic field lines and contours 
of constant equatorial pitch angle (Figure 4). Following 
standard nomenclature we identify a given  field line using 
the parameter, L, which is the radial distance at which 
the field line crosses the equator (in units of Earth Radii, 
RE). For each bin in L and pitch angle we calculate the 
statistical distribution of electron fluxes. These statistics, 
which we have calculated for the first time, provide not 
only averages but also probabilities that enable prediction 

of low, medium, high, or extreme space radiation hazard. 
Comparing to the de-facto standard empirical model 
of AE-8 shows that, in addition to providing the first 
compilation of statistical probabilities, our model has 
better coverage in L and pitch angle. (We note that the 
coverage in altitude is limited by the available satellite 
observations and cuts off at an altitude of 600 km. The L 
and pitch angle for 600 km altitude varies with latitude and 
longitude.)

Figure 4. The technique used to produce our statistical model. 
We bin data according to magnetic field lines (identified by 
L) and equatorial pitch angle.  Within each bin we calculate 
the statistical distribution and percentiles of that distribution. 
“Maps” of the LEO space environment are represented by color 
coding fluxes in each bin using criteria such as energy and 
percentile.

Figure 5. Results from our statistical study of Low Earth Orbit 
electron fluxes. The AE8 model -the standard engineering model 
used for the design and operation of commercial and military 
satellites – is shown in the lowest row (C). Results from our 
statistical study are shown in the top row for the 50th percentile 
and in the middle row for the 90th percentile. Each column 
represents a different energy range.

Several features are new and noteworthy. In both models 
the two-zone structure of the inner and outer electron 
radiation belts are evident but the AE-8 model implies 
that the inner belt is more intense than the outer belt 
and cuts off abruptly at a lower altitude boundary. Those 
“features” are artifacts of contamination of the electron 
channels by protons and from limitations on the statistical 
compilation method. Notice how, in the inner belt, on field 
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lines that extend out to approximately 2 RE, fluxes go from 
red to yellow to zero. Our model shows much smoother 
transitions (particularly at lower energies), more realistic 
gradients and no artificial cut-offs. Fluxes at low altitude do 
still go to near zero values but do so smoothly through low 
flux values as shown by green and blue colors.

The refined pitch angle structure of our new model is one 
of its most important results. The improvement is best 
seen in the highest energy channels (1.5-6 MeV) as shown 
in plots A4, B4, and C4. Following a given magnetic field 
line (Figure 4) fluxes pitch angles appear color-coded with 
smaller pitch angles closer to the Earth (lower altitude 
mirror points) and larger pitch angles further from Earth. 
As we show schematically in Figure 2 and quantitatively 
in Figure 3, The fluxes should decrease with pitch angle 
and the decrease should be smooth but not linear. All 
those features are captured in our model. Furthermore, 
our model shows subtle but important refinements based 
on the statistical distribution of fluxes. Note that the flux 
maps represented by the 50th percentile (median) of the 
distribution look notably different than those showing the 
90th percentile of the distribution.

These results are important for more accurately 
quantifying the risk to Low Earth Orbit satellites due to the 
low-altitude portion of the Earth’s radiation belts. They can 
be used for improving design, optimizing performance/
risk trade-offs, and for ensuring more reliable operation 
of LEO satellites. The results are also important for 
improving physical understanding of the pitch angle 
scattering processes that connect low-altitude and high-
altitude populations – processes that are also responsible 
for determining the lifetime of electrons in the Earth’s 
radiation belts. Full answers to those questions are beyond 
the scope of this 1-year project. They are, in fact, a primary 
objective of the NASA Radiation Belt Storm Probes (RBSP) 
mission in which LANL plays a leading role. This work 
provides important stand-alone results as well as providing 
a key missing piece of the foundation needed for that 
more complete understanding.

Impact on National Missions
We have provided the first ever statistical model of the 
low-altitude edges of the Earth’s radiation belts. The 
majority of US satellites operate in Low Earth Orbit 
(LEO) where they encounter the low-altitude radiation 
belts. LEO satellites include Irridium, communications 
satellites, reconnaissance satellites, weather satellites, the 
International Space Station, and others.

The model provides key information for understanding 
the connection between environments measured at Low 
Earth Orbit (LEO) and those measured at higher altitude 

orbits such as Medium Earth Orbits (MEO) such as GPS, 
High Earth Orbits (HEO), or geosynchronous orbit (GEO). 
Each class of orbit has critical civilian and military space 
applications and each experiences a distinctly different 
portion of the space environment. Understanding the 
physical and statistical relationship of the environments 
measured in those different orbits gives us the tools 
necessary to 

design more reliable LEO satellite systems for the • 
future

optimize the tradeoff between satellite instrument • 
performance and risk

ensure more reliable operation of LEO satellites• 

recover more quickly from LEO satellite anomalies, and• 

mitigate the impacts on US Space Weather capabilities • 
due to rescope of the National Polar Orbiting 
Environmental Satellite System (NPOESS).
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Abstract
Wind energy in the United States is the fastest growing 
source of clean, renewable domestic energy. A recent 
DOE technical report proposed the potential for meeting 
20% of the nation’s energy needs through wind power. 
As manufacturers strive to increase power and efficiency, 
the trend is toward more complex wind turbines with 
longer and heavier rotor blades. There has been minimal 
research, however, focused on developing techniques 
for real-time monitoring and control of turbines under 
true wind loading. There is a great need, therefore, 
to develop the concept of “intelligent wind turbines,” 
which will enhance performance, increase reliability, and 
reduce life-cycle costs (Figure 1).

Figure 1. Seven-foot diameter turbine acquired for aero-
dynamics and structural testing.

In this project, we propose a multi-disciplinary research 
that will develop physics-based predictive models, 
advanced sensing technologies, novel data interrogation 
techniques, active performance control, and reliability-

based decision making algorithms [1]. We will then 
merge these technologies to provide a revolutionary 
capability to develop future generations of wind turbines 
with increased energy conversion efficiencies and 
dramatically reduced lifecycle costs. We are planning 
to develop i) multi-physics modeling capabilities to 
assess and control the effect of coupled aerodynamic 
and structural conditions on power output and blade 
health; ii) sensing technologies to measure wind turbine 
response on multiple time-scales and length-scales for 
state awareness, control, and damage detection; and iii) 
active turbine and blade control to improve efficiency 
and compensate for structural damage. We envision 
that these components will be coupled with novel 
data interrogation [2] and uncertainty quantification 
techniques [3] to produce the hardware and software 
tools necessary to realize a system state awareness, 
control, and prognostic capability for wind turbines. 
Our team is unique in that we can combine these 
complimentary tasks into a single coordinated effort that 
will significantly impact the practice of harvesting wind 
energy and position LANL to bring innovative technology 
to this rapidly growing alternative energy area.

Background and Research Objectives
Turbine/wind interactions that lead to turbine failures 
are not well understood. Design criteria, largely based 
on the European wind industry, do not reflect the more 
severe dynamic shear environments that occur in the 
U.S. wind corridor. Modern wind turbines typically 
fail 2.6 times per year during their first 10 years. Our 
hypothesis is that these turbulent wind interactions 
translate to severe blade loading that are transmitted 
to the turbine hub and gearbox, eventually leading to 
compromised rotor integrity and failure (Figures 2, 3).

The concept of “intelligent” wind turbines develops 
prognostics solutions that understand, monitor 
and simulate how blades interact aero-dynamically 
and structurally with atmospheric wind conditions. 

Designing Intelligence into the Next Generation Wind Turbine

Francois M. Hemez
20090499ER
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Intelligent wind turbines are capable of adapting to their 
environment and structural condition to optimize reliability 
and power output.

Figure 2. Upper left: two-bladed scaled-model wind turbine rotor 
used for prototyping the laser velocimetry measurements. Right: 
1.2 m by 1.3 m low speed wind tunnel at NMSU.

Figure 3. Near wake velocity field measured behind the scaled-
model wind turbine (using settings Re = 74000 and tip-speed 
ratio = 7).

Scientific Approach and Accomplishments 
Our approach is to design and demonstrate the 
deployment of a prognostics solution that integrates 
advanced sensing, statistical signal processing, and 
predictive modeling and simulation. Until recent successful 
developments at LANL, there has been no method for 
modeling the interaction between landscape-scale wind 
events and spinning wind turbines (Figure 4). We propose 
to develop a modeling capability, that currently does not 
exist, for simulating two-way interactions between realistic 
wind fields, deforming blades, and the resulting stresses 
imparted on the blades, hub and gearbox (Figures 4, 5).

Los Alamos is also a World-class leader in the design and 
deployment of advanced sensing modules for structural 
health monitoring and damage prognostics [4, 5]. Finally, 
we will leverage years of experience developing methods 
to verify the performance of numerical algorithms, 
validate models, and assess measurement and prediction 
uncertainty to analyze the reliability of wind turbines.

First and foremost, we have learned that designing and 
successfully deploying a prognostics capability is a multi-
disciplinary effort. Expertise from AET Division, EES 
Division, X Division and the Engineering Institute is being 
integrated to solve this problem. Our one-year feasibility 
study has indicated that we currently have working 
solutions for the sensing [6], power requirements [7], 
modeling of atmospheric conditions [8], and modeling 
of structural response [9]. We need to demonstrate how 
these technologies can be integrated to understand, 
identify, and manage turbine rotor damage.

Figure 4. Atmospheric simulation of wind loading using 
WindBlade (computational fluid dynamics).
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Figure 5. Simulation of structural response with ANSYS 
(computational solid mechanics).

Impact on National Missions
The U.S. Department of Energy proposes to meet 20% of 
the nation’s energy needs with wind power by the year 
2030 to address both energy security and carbon footprint 
concerns. Achieving this target will increase the installed 
wind capacity by more than ten-fold, from 25 GW to 305 
GW. Current reliability challenges of the wind turbine 
technology, if not resolved, risk derailing this ambitious 
goal.

One of the biggest obstacles to a viable, unsubsidized U.S. 
wind industry is cost, currently at $35-to-60 per MW-hour. 
Operation and maintenance costs, however, climb steadily 
as wind plants age, starting out at $5 per MW-hour in the 
first year, and increasing to $15-to-20 per MW-hour by 
year 20. Deploying “intelligent” wind turbines offers the 
potential of reducing these maintenance costs by half.
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Introduction
Many materials in nature are made from molecules that 
share a chemical composition, but are mirror images of 
each other.  They are often called left and right-handed 
materials, in reference to this “handedness” property.  
The technical term describing this nature is chirality. 
Chirality has attracted much interest since it was first 
discovered in the 1840’s because biological processes 
often utilize only one of the two forms of a species.  
For example, the widely used antibiotic penicillin can 
inhibit bacterial growth in its right-handed form, but is 
completely inactive in its left-handed form.  Clearly it is 
important to be able to control and measure chirality in 
materials.  

Chirality can be measured using polarized light.  As 
electromagnetic (EM) waves propagate through a chiral 
medium their polarization, or the direction in which 
the electric field points, rotates in an amount that is 
determined by simple optical instruments.  This effect, 
known as optical activity, is well understood as the 
continual and mutual exchange of energy between the 
incident wave’s electric and magnetic components.  
Natural materials usually have very weak chirality, so 
their optical activity is very limited. However, in certain 
technological applications, it may be very beneficial to 
create materials having strong optical activity. 

Recently proposed chiral metamaterials are specially 
engineered materials suitable for creating extremely 
strong optical activity and have been researched for 
polarization control applications at microwave and 
optical frequencies. Chiral metamaterials are made of 
sub-wavelength resonators that lack certain internal 
symmetry [1-3]; these are analogous to the chiral 
molecules in natural materials. Importantly, the optical 
activity of chiral metamaterials can be five orders of 
magnitude stronger than that of natural chiral media, 
e.g. a quartz crystal [2].  At the last International 
Workshop on Electromagnetic Metamaterials we even 

showed that chiral metamaterials lead to negative 
refractive index for circularly polarized waves due to 
their extremely large optical activity [4,5]. Terahertz 
metamaterials clearly represent a convenient and 
tunable platform for studying the fundamental 
interactions of light and chiral materials. Our project is 
to create THz metamaterials that exhibit giant optical 
activity.  But we also wish to show that these materials 
can be made to have dynamically tunable optical activity, 
which adds a level of control not available in any known 
natural material.

Benefit to National Security Missions
This project will enhance our fundamental 
understanding of materials, capabilities in ubiquitous 
sensing, and threat reduction by enhancing our ability 
to efficiently manipulate THz and optical waves.  
Specifically, the ability to improve the performance 
of optical materials and also to manipulate THz 
waves efficiently will enable new forms of covert 
communications, data exfiltration, spectroscopy, remote 
sensing, and non-invasive imaging (particularly life-
sciences imaging), relevant to important mission areas 
for particularly for Intel agencies, DOE, DOD, and DHS. In 
addition this work supports fundamental understanding 
of engineered electromagnetic materials, certain to be 
part of future technology generations.

Progress
Excellent progress has been made in this project, 
mainly in the design of tunable chiral metamaterials 
at THz frequencies.  By integrating semiconductors 
[6] into the chiral metamaterial design, we are able to 
create materials whose optical activity is dynamically 
controllable.  Microscopically, the optical activity 
originates in the deliberate creation of magnetic effects 
that are excited by the electric wave components, 
and vice versa. In this work, specially designed 
semiconductor components are fabricated into the 
chiral metamaterial designs. When the semiconductors 

Chiral Metamaterials for Terahertz Frequencies

John F. O’Hara
20080796PRD4



973

are illuminated with infrared light, the magnetic response 
changes according to the illumination intensity.  By varying 
the infrared illumination intensity, we are able to control 
the THz optical activity of the chiral metamaterials. 
Our numerical simulations show that active chiral 
metamaterials can tune the optical activity induced on a 
linearly polarized wave over a large range (Figure 1).  Our 
active chiral metamaterial design enables applications such 
as polarization controllers and ultra-thin circular polarizers 
for optoelectronic, life science microscopy and display 
applications. 

Figure 1. Simulated tunable optical activity in a chiral 
metamaterial.  As the semiconductors (shown as red patches on 
the structure) are illuminated they become more conductive and 
the metamaterial optical activity changes dramatically (from 
blue to red curve).

Utilizing progress from our previous research, we are also 
designing a dynamic THz metamaterial that should be 
tunable by means of electronic signals, instead of infrared 
illumination. It is based on an array of metamaterial 
resonators that have integrated varactors (Figure 2). A 
varactor is a semiconductor device with voltage-controlled 
capacitance. The varactor consists of five semiconductor 
layers grown on a gallium arsenide substrate via molecular 
beam epitaxy. When a DC electrical bias is applied to the 
varactor, charges within the layers effectively distance 
themselves from each other, changing the device’s 
overall capacitance. Since the resonance frequency of a 
metamaterial is a function of this capacitance, we are able 
to tune the bulk metamaterial with the DC bias. Unlike 
our tunable metamaterial realized through infrared-
excited semiconductors [6], the voltage-controlled tunable 
metamaterial features low loss, continuous tunability and a 
larger tunable range. Based on our numerical simulations, 
we should realize continuously tunable resonances over a 

40% range in frequency.  Currently, we have finished the 
design of this new type of metamaterial and are preparing 
the first sample. This approach is very general, and should 
represent a significant step forward in numerous THz 
technology applications.  And importantly, it can also 
be applied to chiral metamaterials. Upon completion of 
our experimental characterization, we will integrate the 
concept with chiral metamaterial to produce electronically 
tunable chiral materials.  An important step in this 
research is tailoring this method of tunabilty to our chiral 
metamaterials.  We expect to observe a significant benefit 
in this method (over infrared control) since it eliminates 
severe loss mechanisms, which we now know play a large 
role in chiral metamaterials.
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Figure 2. Electronically controlled tunable metamaterial. (a) 
Schematic of metamaterial and its constituent resonator particle 
including the varactor inclusion. (b) Plot of THz transmission 
through metamaterial versus frequency.  Different curves show 
the frequency-shifting response as a DC voltage is applied to the 
varactor.

We have also investigated the application of our chiral 
metamaterials to the field of Casmir force tuning [7].  The 
Casimir force is a physical force that occurs between two 
very closely spaced objects, such as might be found in 
micro- or nano-technology.  The Casmir force is nearly 
always attractive, and often degrades or prohibits the 
operation of microelectromechanical systems (MEMS) 
due to the introduction of stiction and friction.  Therefore, 
the study of the Casimir force has both fundamental and 
applied importance.  We have shown that metamaterials 
with large chirality may be able to reverse the Casimir 
force [8]. These important results were published in 
Physical Review Letters, a prestigious journal in physics.  
We continue to develop a greater understanding of chiral 
metamaterials and how they might be optimized for 
reducing or reversing Casimir forces.
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Future Work
Our future tasks will be to complete the fabrication 
and characterization of the electronically tunable 
metamaterials so that we may begin to study their 
integration into tunable chirality designs.  We also 
continue to investigate chiral metamaterial designs that 
optimize optical activity while suffering minimally from 
loss.  As we progress, we will seek to demonstrate novel 
THz technology (polarization rotators, reversers, etc.) that 
utilizes our chiral metamaterials.  We will also continue 
our ongoing collaboration with numerous research groups 
nationwide with rapidly growing interest in Casimir force 
tuning.  Our increasing expertise in chiral metamaterials, 
and a similar but broader category of bi-anisotropic 
metamaterials, should prove very fruitful in these 
collaborations.

Conclusion
We are developing novel chiral metamaterials for generat-
ing giant optical activity in the THz frequency regime with 
the aim of creating novel technology such as dynamic, 
ultra-thin, and low-loss polarization rotators.  Importantly, 
the concepts developed here will scale to higher frequen-
cies, thus possibly enabling new polarization control de-
vices for optical imaging in the life-sciences.  Part of our re-
cent work has been to design electronically tunable meta-
materials using varactor-loaded metamaterial resonators.  
This approach should minimize losses and improve the 
dynamic range of metamaterial tunability, both of which 
are important steps forward in chiral materials research.  
Finally, our work has proven useful in efforts to tune the 
quantum Casimir force, which may have very important 
implications in improving micro- and nano-technology de-
vices.  Every one of our related research directions repre-
sents a fundamental advance in manipulating electromag-
netic waves to the benefit of technological applications.
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